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Abstract
In the open-book variant of the open-domain
question-answering setting, an answer genera-
tor typically attends to 100+ retrieved documents
when answering, and is thus often called a reader.
Current readers are fine tuned for this long-
context functionality. Because it is prohibitively
expensive to fine tune huge models to attend to
100+ retrieved documents, readers tend to be rel-
atively small, typically having fewer than 1B
parameters. We introduce huge LMs into this
pipeline as frozen readers. To do so, we use a
re-ranking stage to condense relevant informa-
tion from 100+ retrieved documents into the input
sequence length of the frozen LM reader. We
show that frozen LMs can reach and surpass lead-
ing fine tuning approaches on Natural Questions,
a prominent open-domain question answering
benchmark.

1. Introduction

The dominant approach for performing open-domain ques-
tion answering (ODQA) is the retrieve–read framework
(Chen et al., 2017; Lee et al., 2019; Karpukhin et al., 2020),
also referred to as open-book question answering. Given
a question, this approach first employs a retriever over a
large evidence corpus (e.g. Wikipedia) to fetch a set of
relevant documents that may contain the answer (typically,
on the order of 100 documents are retrieved). A retrieval-
augmented reader is then used to answer the question given
these documents. Standard pretrained LMs are trained on
context windows much shorter than 100 documents, and so
they require long-context fine tuning in order to be used as
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Figure 1: (a) The existing retrieve–read framework for open-
domain question answering involves fine-tuning readers of
specialized architectures with large context windows. (b)
We re-rank the retrieved documents to increase the probabil-
ity of the answer reaching the frozen LM context window.
Blue indicates a ”frozen”, non-trained module; orange indi-
cates a trained module.

readers. This operation is very expensive—prohibitively so
for large LMs. Therefore, leading readers do not typically
exceed 1B parameters (Karpukhin et al., 2020; Izacard &
Grave, 2020a).

An inherent drawback of relying on small retrieval-
augmented readers is that they do not enjoy the world knowl-
edge or deduction capabilities of huge LMs. There is thus
an opportunity in combining the power of strong supervised
retrievers with that of huge LMs. To address this, we used an
external re-ranking module for increasing the chance of get-
ting the answer in a small amount of passages that fits into
the frozen LM’s context window. While the retriever rele-
vance scores are computed based on separate dense represen-
tations of the question and passage (Karpukhin et al., 2020;
Ram et al., 2022), the re-ranker predicts each document’s
relevance score after jointly attending to both the question
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and the passage (Karpukhin et al., 2020). We prompt tune
the frozen LM to extract answers from re-ranked documents
that appear in its context.

Our simple re-ranking approach facilitates non trivial per-
formance by the frozen LM reader. Our results show that
a frozen J1-Grande-17B model can surpass the score of
the fine-tuned Fusion-in-Decoder (FiD) model of Izacard
& Grave (2020a) on the (open) Natural Questions bench-
mark (Kwiatkowski et al., 2019), when both are given ac-
cess to the same set of retrieved documents. We further
boost the results by utilizing a stronger retrieval system,
namely a hybrid approach combining Spider (Ram et al.,
2022) and BM25 (Robertson & Zaragoza, 2009). Our frozen
LM reader was able to perform significantly better than the
strong end-to-end-trained EMDR2 (Singh et al., 2021) and
on par with the distilled-retriever FiD model of Izacard &
Grave (2020b), both prominent fine-tuned models.

2. Experimental setup
At a high level, we trained a re-ranker to produce improved
passage relevance scores by jointly attending to the question
and passage. We then greedily added passages to our context
in descending order, until the context length of our frozen
LM reader was full. We thus prepared training data for
prompt tuning our frozen LMs to serve as readers. The full
details of our experimental setup follow.

Dataset & Evidence Corpus. We used the open-domain
version of the popular Natural Questions (“NQ”) benchmark
(Kwiatkowski et al. (2019)), which was popularized by Lee
et al. (2019) and has since been widely used for ODQA. The
training data consists of ∼80K questions along with gold
annotations of answers. As evidence corpus, we adopted the
Wikipedia corpus as Karpukhin et al. (2020), which consists
of roughly 21 million passages of 100 words each.

Retrievers. To generate inputs for our re-ranker, we ex-
perimented with two different retrievers from the literature.

• DPR-NQ (Karpukhin et al., 2020): A supervised dense
retriever trained in a contrastive fashion on NQ.

• Spider-NQ + BM25 (Ram et al., 2022; Robertson &
Zaragoza, 2009): A self-supervised dense retriever
trained on the recurring span retrieval task. Here we
use the hybrid model described in Ram et al. (2022),
where the dense retriever is Spider, fine-tuned on
NQ (similar to DPR) and the sparse model is BM25
(Robertson & Zaragoza, 2009).

Frozen LMs We experiment with the 7B parameter
of Lieber et al. (2021), J1-Large, and its 17B parameter
counterpart, J1-Grande (Lieber et al., 2022).

Re-ranker Training. We trained our re-ranker following
the same protocol used by Karpukhin et al. (2020) to train
their extractive reader. We based the re-ranker architecture
on the 110M parameter BERT-base (Devlin et al., 2019)
model, such that a forward pass through the re-ranker incurs
negligible run-time cost relative to a single pass through the
7B/17B parameter frozen LMs. During training, we sam-
pled one positive and 23 negative passages from the top 100
passages returned by the retrieval system for each question.
The training objective was to maximize the marginal log-
likelihood of the start and end of all the correct answer spans
in the positive passage (the answer string may appear multi-
ple times in one passage), combined with the log-likelihood
of the positive passage being selected. We used a batch
size of 16, and trained the re-ranker for up to 30K steps
with a learning rate of 1 · 10−5 using Adam (Kingma & Ba,
2014), linear scheduling with warm-up, and dropout rate of
0.1. Contemporary work (Anonymous, 2022) investigates
a similar form of re-ranking, for the benefit of a fine-tuned
reader.

Preparing data for prompt tuning. At inference time,
we discarded the start and end scores of the extractive reader,
and only used its passage-level scores as re-ranking scores.
Given those, we greedily added passages to our context
in descending order, until the context length of our frozen
LM reader was full. We note an important subtlety in the
way we prepared the data used to prompt tune our LMs.
In initial experiments training the re-ranker, we observed
clear overfitting on the training set: our re-ranker performed
especially well on the inputs used to train it. We did not want
this bias to impact our prompt tuning, which of course we
wanted to generalize to test data. Therefore, we randomly
split the training set into two halves, denoted training-A and
training-B, over which we trained two re-rankers, denoted
re-ranker-A and re-ranker-B. We then used re-ranker-B to
process the training-A data and likewise used re-ranker-A
to process the training-B data, merging the two to yield our
LM prompt tuning training set. We trained a third re-ranker
on the entire training set, denoted re-ranker-All, and used it
in order to create the data for the development and test sets.

Prompt tuning. We prompt tuned our frozen J1-Large-
7B and J1-Grande-17B LMs to serve as readers over the
data prepared by the re-ranker. We used batch size 32, and
considered learning rates in {1 ·10−1, 5 ·10−1} for J1-Large
and {3 · 10−2, 1 · 10−1} for J1-Grande, reporting the best
results on the development set and measuring test scores for
the best development set configuration.

Baselines. We compare our model to numerous popular
baselines, all of which are generative. Specifically, we con-
sider RAG (Lewis et al., 2020), Retro (Borgeaud et al.,
2021), EMDR2 (Singh et al., 2021) and FiD/FiD-Distill
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Passage score Reader Retriever Recall @ J1 input Avg. #docs Dev EM

Retriever J1-Large-7B DPR 77.2 17 46.6
Re-ranker J1-Large-7B DPR 80.4 17 48.7

Retriever J1-Large-7B Spider+BM25 81.4 17 49.5
Re-ranker J1-Large-7B Spider+BM25 83.2 17 50.8

Table 1: A comparison between the Natural Questions development set exact match (EM) scores when greedily packing
documents according to original retriever scores or to our trained re-ranker scores. Recall @ J1 input measures recall on the
development set of the correct answer being shown to the frozen J1-Large LM in its context window, which on average
can contain 17 of the 100 retrieved passages. The re-ranking technique boosts the performance of the frozen reader, as it
exposes the correct answer to the frozen LM more often.

Model Reader Retriever Test EM

RAG (Lewis et al., 2020) Fine-tuned BART-Large DPR 44.5
Retro (Borgeaud et al., 2021) Fine-tuned Retro 7.5B DPR 45.5
FiD (Izacard & Grave, 2020a) Fine-tuned T5-Large DPR 51.4
Frozen LM reader, no re-ranker J1-Large-7B DPR 48.8
Frozen LM reader (Ours) J1-Large-7B DPR 49.9
Frozen LM reader (Ours) J1-Grande-17B DPR 51.6

EMDR2 (Singh et al., 2021) Fine-tuned T5-Base EMDR2 52.5
FiD-Distill (Izacard & Grave, 2020b) Fine-tuned T5-Large Distilled DPR 53.7
Frozen LM reader (Ours) J1-Large-7B Spider+BM25 51.9
Frozen LM reader (Ours) J1-Grande-17B Spider+BM25 53.7

Table 2: Exact match (EM) results on the test set of Natural Questions for different generative approaches. The frozen
J1-Grande-17B model performs best among fine-tuned models using DPR as their retriever (upper part). In addition, it
surpasses or matches prominent fine tuning methods which use stronger retrievers (bottom part).

(Izacard & Grave, 2020a;b). For fair comparison, we dif-
ferentiate models that use DPR for retrieval from those that
leverage stronger ones.

Ablations. To help us to understand the contribution of
the re-ranking module, we ran the same experiment when
greedily packing passages into the context window of the
frozen LM based on the original retriever relevance scores,
which are computed based on separate dense representations
of the question and passage.

3. Results
We now describe our experimental results. Table 1 shows the
utility of using a re-ranker when packing documents into the
context window of our LM, which on average can contain 17
of the 100 retrieved passages. When using DPR (Karpukhin
et al., 2020) as our retrieval system, we increased the recall
at the input to our LM (i.e., the percentage of questions
for which the answer appears in the context window of
the frozen LM) from 77.2% to 80.4%, thereby improving
downstream performance (measured by exact match) by

2.1 points (from 46.6% to 48.7%). Similarly, we observed
significant gains from re-ranking when leveraging stronger
retrievers like Spider+BM25.

Table 2 shows the results of our systems on the test set of
NQ, compared to various generative baselines. In the setting
where all models use the same retriever—DPR—our frozen
J1-Grande-17B reader obtained the best result, surpassing
the score of the FiD model (Izacard & Grave, 2020a) which
was fine-tuned to attend to all 100 retrieved documents at
decoding time.

Our frozen J1-Large-7B outperformed the similarly-sized
Retro-7.5B model (Borgeaud et al., 2021), which has a sim-
ilar decoder-only architecture, but was highly customized
to the open-book setting: it was pretrained with a retrieval
component and then fine tuned to attend to 20 passages. The
frozen J1-Large-7B surpassed Retro by 3.3 points with no
re-ranker, i.e., when the ∼ 17 passages shown at its input
are a subset of the 20 passages shown to Retro, showing
that frozen, decoder-only LMs can outperform specialized
ODQA reader architectures when given the same set of re-
trieved documents. J1-Large-7B surpassed Retro by 4.4
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points when the ∼17 passages at its input are re-ranked.

When not limited to the DPR retriever, our frozen J1-Grande-
17B matched the performance of the strong fine-tuned FiD-
Distill model (Izacard & Grave, 2020b), and outperformed
EMDR2 (Singh et al., 2021), which jointly fine tuned both
retriever and reader end-to-end.

4. Conclusion
Overall, our results demonstrate that huge frozen language
models serve as excellent readers for open domain question
answering, and do not fall behind more elaborate prominent
fine-tuned readers.
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