
Starting Sept 26 !

- Convex ( but  non
- linear ) optimization

- Summary of Project Ideas

- Quadratic Programming
!

"

PSD
"

- TSP and Lazy Constraints ( Modifying 4¥77)
- PROPOSAL GRADING ( page 17 )

- Friday ,
Oct 5 : Getting a good / better model

( page 20 )



Sept 26 !

Most real world problems  are not truly linear
. .  -

General problem :  max FLI ) sit
.

"
non - linear program

"

{ cagptnaing.IS )
" mathematical program

"

-

We need some conditions  on f  and {config
# ) to getsomethingthat  a computer can solve

- .  -

What  makes LP work ?

Think  of  calculus optimization !

Y ysfcx )
•

titty
( I ) find X sit . f' G) so : candidates far local max

local min

(2) If constrain X to be a EXE b
,

then

check flat
,

flb )
=

④ If flx ) is concave down
,

and you

want max f :

la±t÷
A local maximum  on IR orinterval

is  a global maximum

E- 19%59"ma×
LP works  on this  idea

. ① ← convex

CP = Convex programming i feasible  region  convex

f  is  concave down

QP = Quadratic programming
: CP and f  is quadratic

function



Quadratic programming !

Max fee ) s ,f
.

←
f is quadratic ,

but concave . down

:÷÷÷ in

Examples of quadratic f that are concave down

( I ) FCK ) is a utility with "

diminishing returns
"

t .¥i
" "

÷:*: ": .

concave

down Xs 2 " s 2 . ft )§Make Kowitz model (discuss in a few weeks )
J n

f CE ) = Edi Xi

?÷
h ??stay

'

9M¥99
Bij

-

Variance
of portfolio



Why is checking the endpoints bad ?

- In I - dim :

:#
a # I b

Xs a
Isb To

2 endpoints
a b

Xsa
,

x .

- b

=

- In 2- dim

conf•
am

4
"

endpoints
"

C corners )

"" i!¥¥•
, " ×

,

to check

=

- In 3- dim

¥g
8 endpoints kornerslvertices

=
- In 20 - dim

2
"

-

- 1,048,576 vertices



Furniture
BACK I

Resource Allocation ' Diets

My suggestion :

④
{

Matrix games

i÷.

iiiisiinsii.iiiisonn.m.Ips.aps.cp@BYPawdIISaaoati.n

,
etc .

Graph Colouring" " " In:÷÷÷÷÷.

Diets that prefer  a  variety
of foods

Typical Challenges !

LP 's
'

. Gathering data on  variable  and constraints

-

.  s .  . m .  What  are  interesting constraints

LP 's with 100 decision vars
^

- - restraints have  solutions

with most decision  variables  O



Sept 28 :

-

Blessing / Curse of the simplex method
, really LP

. .  -

W n

Examples I
today for  a lot

of  models

- In a lot of projects ,
a quadrant objective fine

is better ( more realistic
, gives better optimal solutions

,
etc

. )

However
, you often need quadratic to be concave down

. . .

[ Goro bi will refuse to solve it  otherwise
,

- - - ]
- Many QP 's are naturally concave down

. .
.

=

Homework ¥2 i Some problems have
many

IP formulations
.

.
.



Blessing of simplex method : it produces optimal solutions

with some guaranteed # of zeros
. . .

E. g . best linear approximation !

yn ,yn ,
Y ix. in

+!÷.i
Want y = axxb that fits the data well

.

for each point Hi, Yi )
,

error
; =/Yi - ax ;

 
- b /

( I ) linear regression is : choose a ,b sit
.

,
.§ ( error

; )
"

is

minimal
.

(2) in some situations
,

want to minimize

f ( a. b) =

miax( error ; )
"

best max error fit
"  "

best LA fit
"  " best Chebyshev fi ,

"

the b-  -

( linear approximations :

y = axtb )

( similar properties for
y s ax 't box -1C

y
-

. ;ax
' tbxxc + de

" )



Given Hi
, 4,7 , -

- .

C Xn ,Yn ) want a ,b sit .

d
Max lyi

- ax ;
 - BI is as small as possible

.

ist
, -

-
. ,n

What a we expect ?
m a

n :3 -7g ?

h 2

#
?

Can always do exactly

?

 
"

÷÷÷÷:

I " A
"

support
"

point is an
C Xi ,y ; ) sit ,

for the best  a ,b ,

I Yi - ax ;
 - b I is largest

=

LP ! min w sit
.

- w E y ,
- ax

,
- b f W

Decision vars a ,b , w
- w e ya

- axz - b E  Cee

( Given I
.

- in s yn
- axn - b I w

Wso means pefrfect fit

usually owe expect w > o
[ we can assume best a. b so ]



2 slack variables

First dictionary I
b Lg

decision vars a ,b ,
w

sina.im
. a.sw.cn. " . . , ,of" " " " "

2n inequalities } !
= 41- ax

.

- b) t w so

2n slack  vars

In the initial dictionary
2n basic 3 non . basic

Vars Vars

-

§
slack

( rest ) basic
f

3 nobntasic
→ foptimal are

so Vars
solution

- -
T 3 slack variables

a ,b , W

comes from

or Yi
- axi - b E w

- w f
y ;

 - axi - b

So

or
Yi - ax

,
.

 
- b = w

- w
-

. yi . ax ;
 . b

/ themes



So

or
Yi - ax

,
.

 
- b = w

- w
- yi . ax ;

 . b
/ threes

I " A
"

support
"

point is an
C Xi ,y ; ) sit ,

for the best  a ,b ,

I Yi - ax ;
 - b I is largest

simplex method ⇒ if 3 de isiah vars
,

and

they are all > in opt ,
⇒ 3 slack vars are 0

in optimality

Bad news : if  

you have
many decision vars

& few slack vars



Oct I

- Please email me : jf@math.ubc.ca if
you want to

work in a group of E 2 people

- Remarks on QP 's and

what
Gurobi ( and you ) want

to avoid

- TSP 's i Lazyconstraints
,

"

modifying LP
"

- Modifying other LP 's IIP 's {
curve fitting ( 5,4 → LY

airplane scheduling ( max ⇒sum )



Quadratic Programs :

Objective Ck ) =. Linear (F) + Quadratic

Is decision vars

Linear (E) = I I -

- EnCixi C KEIR
"

,
2

"

)

Quadratic (E) = ,§
,

a ;j×i× ; f ave - down or

Good new
: QCI ) = Eoijxixj is concave - down

iff QCXTEO all I
.

Example :

←
reward

youu
mat U ( I ) .

- UH . ,tz ) = X
,

+ Xz +
-

for having
Some Of Xi

,

Some of Xz

example : X
,

x Xzx Co.ol ) X ,Xz
-

xz
is not concave - down

look at 2-  = Xi H
positivein x

,
Pos neg



What works

max UCE ) = X
,

x Xz . CaryX
,

- Xz )
'

- ( x
.

-3*2✓
- ( 4x .

-

xz )
'

Concave down i

^
- lo . 1) ( X

,
-xzjh

penalized for

not some of each
,

not equal amounts

of each
= Linear Cx

. He ) t ( axis bxyxcyz )

Standard tests : given Q=QCE ) quadratic , is

it concave down ? i.e
. always fo ?

Markow its model : Obj  

= Liner CI ) -

µ Variance KT

-

In Markowitz model
, you are guaranteed that the quadratic

term is always E O
,

hence concave
down

.



Next :

Travelling Salesman problem TSP ( big field )
person

Idea !

n cities '

•

2

n •

&

i
.

Cost o

Cij  =

going from
4 ° 3

city i to

city j

Start at city
# I

,
want to visit all cities with

the lowest cost
=

TSP used in a lot  of problems . .  -

• a 4 eyelets
,

Toy problem ! lacing your shoes
• •

left  and

• .
right

,

We
@ •

Want to

*
run lace

•

<
o thru all eyelets*J 7•¥
I tie

shoes



Usual formulation :

• Xij s f to
from city i → city j

•

a
. #

"

f. ,
What equalities or inequalities ?

etc
. I Xij  = h

i
, jst , , n

for each i
, §e × =/ from city is Igo to

exactly one city afterwards

for each j

⇐ Xijs I city j comes right  after

one city
n

Objective :

minimize
total cost :

i ,§,
Xij Cij

w

This alone : '

of
.

2

"

cost
"

? °* " ÷s .⇐s

2 ways ( many ways ) to avoid

, .

⇐
g getting more than one loop .  -

-

-

Problem : You can get a set of loops,
not just one

. . .

=

Recall : Sudoku I
2 ways of

souring IP
,

one is better than the other



How to prohibit 2 or more loops

•
I 4 ←

of ÷,
3 2 5 6

There's no connection Between ( 1,33 ) and {4,5/6,7}

{ Xij
 & I this is a standard

way of
is 1,2 , 3

j
 

= 4,5 , 6,7
solving TSP

.

→

The problem :  really

far
every

S ch ,
.

→
n ) S Xij 31 y

its
, jets

÷:!n
,

"
.I constraint addition

" )Keep running the IP
,

and prohibit any loop that

comes
up by adding one of

Ren ! Guro bi has this strategy on its website



Oct 3 !

Proposals due Oct 5 ( Friday )
, meaning

- 11:59pm  on Monday ,
Oct 8 ( s Thanksgiving)

on Canvas

- You can
choose your own group

under Projects ,

submit

- 300-700 words
, excluding math symbols

and formulas ( far the Proposal part ,

- Should have
not the outline )

31 parametric

* I -2 sentence overview %I

easy

A BBor more questions to investigate
I

31 difficult

* At least one precise LPIIPIQP let
.

* List of who is doing what

* Should be concise
,

well . organized
,

and clear

( One point each )

- Can be resubmitted once
,

within a week of

being returned
,

for a higher score



in ICCS
,

room X 561

Oct 3 ! Last appointments this week : Th 23
,

Fri 9:30 - 11:30
,

as

- Gurobi examples of good / bad QP op

- More TSP

Synthetic Data ( far TSP or Flight Schedules or Cities in Canada or
. . .

)
- IToyexamples

- Next topics : GOOD
,

MEANINGLESS objective functions

- TSP - Many competing formulations

- Triangle inequality in realistic models

- Two extreme toy examples
T

dist CBR ) E

- Synthetic Data distCBQI-distlQ.ie)



TSP !

,

I §
.

Xij ' I

Added
§ Xij  = I

(1) S c { i
, . . . ,n ) ,

n cities

II. ,
Xii → I

not in
S

( z ) for
any

S c { I
, - - in } don't want

§ Xij t I Sl - I

C if St{ h . . in ) )
in

size of S

(3) etc
.

(4)

!



Friday Oct S '
.

- How to make a better model : small adjustments

Based an student projects

① Optimal revenue : one variable →

many
variables

② Resource Allocation LP example

[ diet problem) ! find a better parameter



Example of minor adjustment :

decide on price
Coffee Revenue

p ,
:b ↳.

,
Selling coffee → p ,

.

.

P .

/ Selling donuts ⇒ pz

Coffee
/

a E p , E b

P ,

-

- a means
: cost tcfcafe is a

donut shop
make over

p ,
:b means : no one buys if price Sb f cost

Simplest approximation ( reasonable ) : Coffee Rev = C ( p ,

- a) ( b -

p , )
-

demand at p ,

= constantcowslip ,
-

C pie
, Cso

=

Selling Donuts at pre 2
=

Cotc , Pi 's GP '

Cj .  - Ceo
Revenue Donuts = → = Do + D

, pat Dz pi
-

Total Rev C p , ,p , ) = @otDol-Cqp.xD.pz ) -1 Quadratic
in

Solution is not so interesting
Conjcawven §p,'t Dzpz

'

Smell adjustment :
minor  adjustment
-

Re Coffee : C ( p ,

- a) ( b -

p ,
to.lt#99-pz1 )

T ↳ gets -4%1! ) pips term



Quadratic - pi - 3pi

to
- pi - 3ps

tqmcp,

I
if Small enough ,

the quadratic

a.  →
÷::÷"÷::÷÷



Diet problem i min cost  i Clxitczxzt .  a -

← Cuckoo

Decision Vcrs ! X
, ,  

- - . ,Xw
,

← foods

Constraints :

min protein f pix ,
'

- -

tpwoxwof
Max protein

huh Carbo f S
,

X
,

t
-

-
-

+ fax
, "

f max carbs

÷::*! :

bounded

above & below

Yields diets with
very few types of foods consumed

.

-⑤ Could bound each food Xi Em
, , Atma , - -

Have mi
,

. - .

, Moo or Pi ,  
- -

y Pio .
or Si

,  
. -

,
Go .

be

parameters

cnn.ie . 1¥:] .

"

If!:] .

*..!
constants current

prices

LP with 0
, B parameters


