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CPSC 536 Oct 22
,
2025

- Next week :

Section 4 :

- Variational proof of the

Spectral theorem for finite
symmetric

matrices

- Variational analysis of

regression and ridge

regression

- Connection to kernels

- SVD
,
PCB



- 2-

- This week :

say as much as

possible about :

- Generalized functions

- Solving w" = dy(o) on (0 , 2)

with Dirichlet conditions
-

Why Green's function on

(0
,2) is

- Used to solve Prisson

equation !Du = f

- Is positive definite(i
- Heat equation and Gaussians
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- Some material that we don't get
to will appear as exercises

-# may
add some questions to

ask ChatgpT/Gemini/etc.

when you are ready to learn
more... (not homework to

be submitted - .)

ChtGPT/Generi do a great

job if you want to know !

the common notation in Auner Friedman
-
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Joel's notes (for Joel ... )

B(IR)
implies CI(IR)=>F C : (c)

of or , e .g .

(0 , 2) <IR

Un+ Y in Blue) means :

(1) supp(Yu) < K for some

compact K
<&

(2) V kew ,
maxken"-41 - 0

&(2) & continuous linear

functionals on D(ut) ; i
.e,

ET I vente ,
<Tien] (i)
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where <,) is the duality pairing

5)(2) x (a) - IR

Most intuitive properties of CDEs

hold for distributions : e.g.

solving
we' = F on (2) or I :

two solutions

wi = e wif

have

wi-wi = C constant
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The
Most intuitive properties of CDEs

hold for distributions : e.g.

solving
we' = F on (2) or I :

two solutions

wi = e wif

have

widcostC
,
I

sol !

w(x = (f(x)dx + C
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wi = f = We regular functions

then

w .
(x) - w

= (m) = C
.

Exercise : Same is true for

generalized functions

This should doable who knowing
def

Generalized functions

[ lineer
mapscontinuous

I (i(m) = &(12) + 12
w/o knowing--
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Back to "naive calculations :

RaLU(x = ReLVp(X)

has
/

ReLU(x) = G(x)
H

#
Heanisde(x) @c(N)
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Solve
,
fix ye (9,2)
· w" (x) = G(x)x((0, 2)

Dirichlet cands

w(l) = 0 , w(Ll-o

Here(y(x) = G, (x - y)

--
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(Re(Vy(x))" = Gy(x)

ReLUy(x) = Re(V(x-y)

- ReLU
,
(x - y)

I
General solution to -" = G(x)

Y
un

any

C + x) + Particlese
here

( +x( + ReLVy(x)
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How:

C + x(tReLU(x) = w()

to satisfy
w(a) = w(L) = 0

So

(1) w() = Co= =0

(2) w(x) = x(
,
+ ReLty(x)

w(L) = 0

0 - LC
,

+ ReLUy(L)



- 10 -

w(x) = x2 .
= ReLVy(x)

Y
0- LC + ReLUy(L)

- L4 : ReLUy(L)

? ii
"

by

--
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Call this

Green(y , x))
= ReLVy(x) + 2 ,

x

i
(w . w2)" = 0
# w.Wi = CX P
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Claim 1 G(y , x) = G(x +y) ,

i.e= [PL] is a

symmetric kerrel function

2) + x -> IR

(x
, y)tG(x,y)

I we are extending from =192)
t 7)-(0 , L] if you want)
Exercise : Not too painful .

Reason : ((w") (v) = SW(V'
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modulo bondary terms of
twice integrating by parts,

(Exercise)

I because of Dirichel conditions)

i
.
e
. witoo" is self-adjont

by contrast

((wiv = f = (wv)
is G(x ,y)= - GA

S

Claim 2 ! G(xy) is positive definite ,
i.e. X

.
- - Xme (4) or [0 ,]

any 21 .
--sTmEIR
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then

G
unless & : 22 .. Im

= O

iie .

St ;Rel11
messy liner

term

Make it simpler :
0: X

.
<X. ? - Amth

Reht simplies
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Friday !

Gaussians Heat Eg

Finish Generalizedfunctions

Start on variational proof
of spec theorem

im

~
l ends

A
.
2
. (e)

wier : /ey
but Jiang
ricr = r2/


