
Final Practice
,
Solutions

(1) ( False : Since mi isn't generally O,
my depends on time.

(b) True ; see HW 5
,

Problem 2

Latrue ; true of - more generally -y" - f(y)
(HW2

,
Problem 4 (g)

(d) True : HW 6
,

Problem 3(c)

ses false - you can scale any sit.

IAXII-IIAI III and get another example

(e .g. if = 2 , ) works
,

then so does [2)
for

any
aFIR)

(f) False- generally you have to solve

an (N +Dx (nill system , which takes

roughly O(n3) flops.

(Theoretically one can do this in some

①(12 :36) flops, but not in practice ...]

(9) True ; each Lj()
takes Oc flops,



so jL; takes Ole flops

(h) True; see (A &G) , bottom page 308.

Idea! compute

For

D iii①
f[xi]

I
②

i = 1, .., h I i = 2 ,. n ,
h

as as

f(xi]-f(xii) f(xi-1
,

Xi] - F(Xi-2
,
Xii)

Xi -Xi -1
Xi - Xi -2

⑩ etc. -.., until last stage a

We have not stages , where t stage

takes O(n +2-j) flops.

(i) False : f[xo
, -..,Xn] is independent

of the order .



(2) We haven polynomials of degree 3,

for 4n parameters. Each polynomial

S
:
(x) = Airbi(x -x ,) + c ,

(x-x
,2 + di(x -x + 13

has 2 given
values (at x = X ; and X-Xini),

for 2n equations. Insisting on continuous

first and second derivative at X..... n- 1

gives 2/n-2) equations. Total number of

equations = 2 + 2(1-1) = 4n-2
.

3) Since Sol = borc2(x ch + 0
.3-Xo,

we have Saba
.

Hence bo sild

= V(x0 = FCA) : Hence bofIA).

(b)
bi = f[Xi

,
Xi - i (2c : Cial

implies



f'(A) = bo = f(x
,+) - E
(2 + (i)

Hence
f(x0

,x,) - f'(A)
2(
.
+ C

=

h/b

(C) The isl instance of the equation

for E in terms of 3 fX
, istis]

plus the new equation gives

2c
o

+ C
, -El

2 Co + 2 ,
+ 22 = 3 f(x0

,xz)

and the unchanged other equations :

Ec
,

+ 20 + 23 = 3 f(x ,+2 , x3]

!( 2(y62(x = 3 f(x2
,+ ,4)

i i



So instead of Hradnt we get

(2I +M is given , where
M is non

for 5-kosi-Cra) , where M is

, "2
M "20 "2I G

n
- I I E

0

L E d

Hence IMI = 1 , since the new

row hasrow sum I
,
and the modified

2nd row
hasrow sum 1.

(4) The generalized mean-value theorem

states that



f(x0. st3]=
for some 3 in any

interval containing
-

, X3 . Since Xi-ilz ,
this interval

can be as small as [0 ,1
,

i<. [0 , D.

Since f(x) =sit
,
f(x) = - CoS(X).

Hence

If(x . -

-st3)) =1
(since we only know e (0

, 1) , cos(3)

can be as large as 1)
.

(5) There error in interpolation theorem

says that

If(x) - p(x) =/



So If (5) = (sin() ) which is bounded

by 1 Jor
,

more carefully , since x

and - lie or [P
, 1) (sin(3)/ sin()

(which is < 1 since 1 =/2)

Also :

(i) =) (

= ! . . E=
So

/ (x) = Y
or just Try

16) (a) To compute the
coefficients

Co
, .., 3 with p(x) = Co + C , x + 2X + Cyx]



will give atandermonde matrix with

condition number at least order (1023

(See HW6
,
Prob 5)

.

For not
, this

number is larger than 253 = 10
,
so

we can't expect any precision from

this calculation
.

By contrast the Lj( involve
S

products of : . Since X
,
i,

are numbers 10 times 0
, 3 ,% ,

1
,
12,

these numbers are normal
.
Hence

We expect X
,
Xij to have absolute error in

precision roughly 10% . 10%
.

Since

-Xi
, XjX ; are all close to 10,

we expect relative error roughly 10.



Hence we expect Lj(x) to be

within 6 . 18
%
of relative precision

(since each Lj() is the product of

6 terms)
.

So we expect Lagrange
interpolation to be much more precise.

[The only exception would be if

p(10(1) had some unexpected

cancellation... To be 100% sure you'd

have to compare p(10(3/2) to

sin (in for i = 0 , 1 , 2, 3 - ]
(See HWO

,
Prob 5)

6(b) No : Use Pn(x) to denote p(X)

for various values of no. Then

for any nim el we
have



r(y) = pn(15 y) - Pm(10
*

y

has roots at y = 0
, 113 , 43 , %; since

~ (y) is of degree = 3
,
and w(y)

has at least 4 roots
, rsyl = 0

line
. r(y) is the zero polynomial) .

Hence pe(10y) = Pm(15*y) for

all
,
and hence Pn(10 (3/21) = Pm(18(3/2) .

Compare with HW7
,
Problem 3,

and Midterm
,
Question

4.

[Note : The midterm solutions show that

there are a number of ways of solving

this problem , such as with Lagrange interpolation)



17) the divided difference formula
gives

g(x) = p(x) + (x - x) . - (x-X n) f(x , - - - Xn++)

where f(x)-sir('/)
.

The flop count is :

flops to compute Flxi- ,Xnoi : OCn

" ) yil for each is

O(n) to compute plyi),

O(n) + (yi -Xc) -- (y-xn

O(1) to multiply Cyi-Xc--(y-xn) times
f(x , . --,xn+)]

So total of O(n) flops per each glyi)
1) "Offn) for all glyps , isyes l .

Hence total flops = O(nt + 0 (en)



7(b) Each Ljbyil requires you to
:

f(xj)π
I

j jin
(these can be reused overall j)

these cur

in beene
over all

k

For a total of

SO(n2) flops for f() xi

O(n) flops for2 ,1 il--ishnalil
per
each S O(n) flops for E (f(xj Mi

Yi

Total 8(n2 + In)

Remark : See [A &G) , page 305,

for a more complete discussion
.



Note : (7a) can both be done with

Olentn) operations : it suffices to

compute the On such that

q(x) = P(x) + Cn(x -x)) .
- -

(x- Yn) .

You can find On as

q(X n+ 1) - P(Xn+ i)
Cn =

S

(nx -xi)(Xn(x2) .
-

. (Xnxi- Xz)

since you want 9 nail ,
and

since you can compute p(xn) · Since

you can compute planpil in OCN flops , and

(nXl ... (rXn) as well , you can

& ind
Ce in

8/n7 flops instead of On flops.

Similarly , from Legrange interpolation , you have

g(x) = p(x) +-- ins (i) , which



also takes On flops.

18)(a) Using fly) - 2Y

Yis Yith flyin

becomes

Yia
- Yithaair

i
. e-

Yin (1
- ) = Yi (1 + )

So

Yix Yi an

(b) If a < 0
,
then 1-942 > /

1 if

·ahl1-ahl iff ah--ah



which is true
,
since a " O.

at x- if

1 + ah(23 - 1 + ah/2 iff 1-1

which is true . Hence

Lah
1 - ah/2

<C) It suffices to show that

I +ahl2
--> I
1 - ah/2

Since ahs2
,

ah/2) so

1-ah/230
.

Hence we can multiply

both sides by 1-ah/2 and

the inequality above is equivalent



+d

1 +ahlz > 1-ahlz

Sa
ah/21- ah/2

which holds since a
,
ht 0.

(d) If ah > 2 then ah/23

so
1-ah/20 · Hence

an
and so the y;

alternate in

Signs (since yo-l , so yo c).

The true values of /07 , y(h) , y /22),..

with yo are

y(ihl - e
aliht

, = zich
which are always positive.



9(a)

YY

(0()) - y(x
&

h

=

hy() + ( (2) y "()
+ 0((3)

h

= y'(t) + E y"(t) + O(L3) .

Also

YIYlY"GETYA



= y'(x) + E y"(t) + 8(hz).

Hence both sides = y'H) + EY"(A + 8(hz) .

(b) By (a),

y(t +h)
-y(t)

=
y'(t +h) + y )

+ O(L)
↓ Z

-

(y(t+h)) + f(y(t))
+ 0(h)

2

So

y(t +h) -y(t) = E(f(y(t
xL)) + f (y(t)) + C(h)

and adding /th to both sides yields

y(t +2) = y(t) + E(f)(y( xL)) + f (y()) + O(h3)

(c) Because of the 8(h) term

above
,
the method (1) is accurate



to second order
.


