NUMERICAL EQUIVALENCES AMONG KRYLOV SUBSPACE ALGORITHMS FOR SKEW-SYMMETRIC MATRICES*
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Abstract. We briefly review Krylov subspace methods based on the Galerkin and minimum residual conditions for solving $Ax = b$ with real $A$ and $b$, followed by two implementations: the conjugate gradient (CG) based methods CGNE and CGNR. We then show the numerical equivalence of Lanczos tridiagonalization and Golub–Kahan bidiagonalization for any real skew-symmetric matrix $A$. We give short derivations of two algorithms for solving $Ax = b$ with skew-symmetric $A$ and use the above equivalence to show that these are numerically equivalent to the Golub–Kahan bidiagonalization variants of CGNE and CGNR. These last two numerical equivalences add to the theoretical equivalences in the work by Eisenstat [Equivalence of Krylov Subspace Methods for Skew-Symmetric Linear Systems, Department of Computer Science, Yale University, preprint, arXiv:1512.00311, 2015] that unified and extended earlier work. We next present a method based on the Lanczos tridiagonalization process for minimizing $\|AT(b - Ax_k)\|_2$ when $A^T = -A$ and show that for skew-symmetric systems it is numerically equivalent to LSMR developed by Fong and Saunders [SIAM J. Sci. Comput., 33 (2011), pp. 2950–2971]. Finally, we illustrate the typical convergence behaviors of these algorithms with a numerical example and use these and an analysis to give new insights into algorithm choices for general large sparse matrix solution of equations problems.
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1. Introduction. For skew-symmetric matrices $A = -A^T \in \mathbb{R}^{n \times n}$ we will examine iterative orthogonal transformations to tridiagonal or bidiagonal forms and the use of Krylov subspace methods based on these for solving systems of equations $Ax = b$ and least squares problems $\min_x \|b - Ax\|_2$. For the $k$th approximation $x_k$ to such $x$ we will consider three optimality criteria: minimizing the error $\|x - x_k\|_2$, the residual $\|b - Ax_k\|_2$, and the normal equations residual $\|A^T(b - Ax_k)\|_2$.

Skew-symmetric linear systems present distinct challenges compared to symmetric systems. For example, if $A$ is a skew-symmetric matrix, then $x^T A x = 0$ for any vector $x$, which eliminates the possibility of considering a method based directly on minimizing the $A$-norm of the error $\sqrt{(x - x_k)^T A (x - x_k)}$, such as the conjugate gradient (CG) method. In addition, it is not easy to develop preconditioners that preserve skew-symmetry. It is enough for the dimensions of a skew-symmetric matrix to be odd for it to be singular, so since we will be interested in solution of equations, for simplicity here we will assume that all our skew-symmetric matrices are nonsingular.

On the other hand, skew-symmetric matrices have unique mathematical properties. Their diagonal entries are zero, and their nonzero entries are completely deter-
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mined by their strictly lower or upper triangular part. The symmetry of their (pure imaginary) eigenvalues with respect to the origin is intriguing. These properties call out for exploitation by specialized solution methods. We discuss some history of these in section 3 after an introduction to the relevant Krylov subspace methods.

This paper was initially motivated by the realization that the development in [9] could be simplified. Greif and Varah [9] derived Krylov subspaces via the Lanczos tridiagonalization [15] for skew-symmetric $A$ and applied the Galerkin and minimum residual conditions to provide two iterative solution methods for skew-symmetric systems. In a recent manuscript, Eisenstat [4] provided algorithm-independent proofs showing that for skew-symmetric systems, with exact arithmetic there is no advantage in using the Galerkin method over the classic Craig’s method or in using the minimum residual method over the CG method applied to the normal equations. We elaborate on these observations in section 3 and below.

Following these insights the present paper shows the numerical equivalence of carefully implemented pairs of the above, and other solution of equations methods, by showing the numerical equivalence of Lanczos tridiagonalization and Golub–Kahan bidiagonalization (GKB) [7] for skew-symmetric matrices.

In section 2 we briefly review Krylov subspace methods based on the Galerkin and minimum residual conditions for solving general $Ax = b$ problems, followed by two implementations: the CG based methods CGNE and CGNR. These are described, for example, in [8, Chap. 7]. In section 3 we provide some remarks on related work and relevant references. Recently we have realized that the structure of the tridiagonal matrix arising in the Lanczos tridiagonalization process for skew-symmetric matrices, described in section 4, can be used to develop $Ax = b$ solution methods based on this Lanczos process that do not require the usual decomposition of the tridiagonal matrix. We show in sections 5 and 6 that for skew-symmetric $A$ two Lanczos process steps are equivalent to one step of the GKB process. Sections 7 and 8 use this structure and equivalence to show that if the Galerkin and minimum residual method to solving $Ax = b$ with such $A$ are based on the Lanczos process, the resulting algorithms are equivalent to the well-known CGNE and CGNR methods, respectively. The method LSMR in [5] uses GKB to minimize $\|A^T(b-Ax_k)\|_2$ at each step for general $A$. In section 9 we develop the Lanczos process to carry out this minimization and show that it is equivalent to LSMR for skew-symmetric $A$. We briefly discuss preconditioning in section 10 and examine the behavior of these algorithms in section 11. Section 12 corrects an error in the printed version of the classic Hestenes and Stiefel paper [11] and provides new insights into the choice of algorithms for large sparse systems of equations with general unsymmetric matrices.

Notation. We will use $U_k$, $V_k$, and $W_k$ to indicate matrices of $k$ vectors, e.g., $W_k = [w_1, \ldots, w_k]$, and produce theoretically orthonormal versions of these where appropriate. We use “$\triangleq$” to mean “is defined to be” and use “:=” to mean “is computed to be,” where for simplicity any normalization of the form “$w\beta := b/\beta$” will be shorthand for “$\beta := \|b\|_2$, stop if $\beta = 0$, otherwise $w := b/\beta$.”

2. Krylov subspace methods for linear systems of equations. We consider general $A$ to set up the background. First, Krylov subspace methods for solving

\[(2.1) \quad Ax = b, \quad A \in \mathbb{R}^{n \times n} \text{ nonsingular,} \]

compute a sequence $\{x_k\}$ of approximate solutions where for simplicity we take $x_0 = 0$:

\[x_k \in \mathcal{K}_k(A, b) \triangleq \text{span}\{b, Ab, \ldots, A^{k-1}b\} = \text{Range}(W_k), \text{ say,} \]
where $W_k$ is a rank-$k$ matrix, typically with orthonormal columns. A vector $x^G_k$ satisfies the Galerkin condition ($^G$ for “Galerkin”) if

$$x^G_k = W_k y^G_k, \quad W_k^T (b - AW_k y^G_k) = 0, \quad \text{Range}(W_k) = K_k(A, b).$$

If $A$ is symmetric positive definite (SPD), then a unique $x^G_k$ always exists and minimizes the $A$-norm of the error, as is seen by differentiating with respect to $y_k$

$$\|x - x_k\|_A^2 \overset{\Delta}{=} (x - x_k)^T A(x - x_k) = (x - W_k y_k)^T (b - AW_k y_k).$$

In our case, considering $(x - x_k)^T A(x - x_k)$ is inappropriate since with $A^T = -A$ this will be zero for all $x_k$. Worse still, $y^G_k$ might not always exist in (2.2); see section 3.

Instead of the Galerkin condition, $x_k$ could be the vector that minimizes the Euclidean norm of the residual $r_k = b - Ax_k$, where with $^M$ for “Minimum residual,”

$$x^M_k = W_k y^M_k, \quad y^M_k = \arg\min_{y_k} \|b - AW_k y_k\|_2^2, \quad \text{Range}(W_k) = K_k(A, b).$$

This $x^M_k$ always exists and is unique at least until the last step. It minimizes the $A^T A$ norm of the error associated with $x^M_k$ and satisfies $W_k^T A^T (b - Ax_k^M) = 0$.

The CG method [11] is a Krylov subspace method based on the Galerkin condition (2.2) for solving $M \tilde{x} = c$ for SPD $M$. Thus from (2.2)

$$\tilde{x}_j = \tilde{W}_j z_j, \quad \tilde{W}_j^T (c - M \tilde{x}_j) = 0, \quad \text{Range}(\tilde{W}_j) = K_j(M, c).$$

Instead of (2.1), to handle general possibly nonsquare $A$, CG can be applied to different forms of $M \tilde{x} = c$ with SPD $M$; see, e.g., [8, Chap. 7].

First, Craig’s method [3] is useful for consistent systems $Ax = b$, e.g., when $A$ is $m \times n$ of rank $m$. Craig’s method is also called CGNE, and uses CG to solve $A A^T y = b$, and then evaluates $x = A^T y$, so that using $^E$ to denote CGNE, (2.5) leads to

$$y^E_j = U_j z^E_j, \quad U_j^T (b - AA^T U_j z^E_j) = 0, \quad \text{Range}(U_j) = K_j(A A^T, b), \quad x^E_j = A^T y^E_j.$$  

Because of the Galerkin condition, with full row rank $A$ this minimizes the $A A^T$-norm of $y - y^E_j$; see (2.3). But $(y - y^E_j)^T A A^T (y - y^E_j) = \|x - x^E_j\|_2^2$, so it also minimizes the Euclidean norm of $x - x^E_j$. This suggests that CGNE means “CG minimizing the Norm of the Error.” Unfortunately, CGNE is sometimes interpreted as “CG Normal Equations.”

Instead of Craig’s method, another application of CG to solving $Ax = b$ or minimizing $\|A x - b\|_2$ was given by Hestenes and Stiefel in [11, eq. (10.2)]. It was called CGNR in [8, Chap. 7] and CGLS in [20, sect. 7.1] and uses CG to solve the normal equations $A^T A x = A^T b$. With full column rank $A$, as is the case here, the approximate solution $x^R_j$ (with $^R$ from CGNR) at step $j$ is the unique vector that satisfies (see (2.5))

$$x^R_j = V_j z^R_j, \quad 0 = V_j^T A^T (b - AV_j z^R_j), \quad \text{Range}(V_j) = K_j(A^T A, A^T b).$$

Whether $A$ has full column rank or not, $x^R_j$ minimizes $\|b - AV_j z_j\|_2^2$ since (2.7) gives the normal equations for this minimization, so $x^R_j$ minimizes $\|b - A x_j\|_2^2$ over all $x_j \in \text{Range}(V_j)$, leading to least squares solutions to $A x \approx b$. Thus CGNR probably means “CG minimizing the Norm of the Residual”; see, e.g., [8, pp. 105–106]. An implementation based GKB [7] is LSQR in [20].
3. Related work. An understanding of the special properties of, and theoretical relationships among, algorithms for skew-symmetric matrix problems $Ax = b$ developed over the years. As noted in [4], early on Huang, Wathen, and Li [12] gave an algorithm computing only the even minimum residual iterates $x_{2j}^M$ (see (2.4)). Idema and Vuik [13] also applied the minimum residual condition (2.4) and observed that the algorithm in [12] is equivalent to CGNR (see (2.7)), i.e., that $x_{2j}^M = x_{j}^R$. Jianguo [14] again applied the minimum residual condition, while Gu and Qian [10] imposed the Galerkin condition (see (2.2)). Greif and Varah [9] gave algorithms based on the Lanczos process for both the minimum residual and the Galerkin conditions, showing that in theory the odd iterates $x_{2j+1}^G$ in (2.2) do not exist (they would require solutions of incompatible singular systems for $y_{2j+1}^G$), while the even iterates $x_{2j}^G$ are equivalent to CGNE iterates $x_{j}^E$ (see (2.6)). They also showed that in theory, in (2.4), $x_{2j+1}^M = x_{2j}^M$. The Lanczos process has been applied to other structured matrices; for example, in [2] the Lanczos process is tailored to take advantage of symplectic structure.

Eisenstat unified and extended the results of [9] by using his elegant Lemma 1 in [4] to give algorithm independent proofs that, among other things, if $A^T = -A$, then in theory $x_{2j}^G = x_{j}^E$ in (2.2) and (2.6), and $x_{2j+1}^M = x_{2j}^M = x_{j}^R$ in (2.4) and (2.7), and in each case there is no advantage in using the first approach over the second.

These results assumed mathematically exact relationships. In the following we will show that many of the equivalences can also occur in finite precision computation.

4. Lanczos tridiagonalization of skew-symmetric matrices. Given an integer $k > 0$ and a unit norm vector $w_1 \in \mathbb{R}^n$, the $k$-step Arnoldi iteration [1] for general $A \in \mathbb{R}^{n \times n}$ generates a sequence of orthonormal vectors $\{w_j\}$ such that

$$AW_k = W_{k+1}H_{k+1,k} = W_kH_k + w_{k+1}\gamma_{k+1}e_k^T, \quad W_k^TW_k = I_k, \quad W_k^TAW_k = H_k,$$

where $W_k \triangleq [w_1, \ldots, w_k]$, $H_{k+1,k}$ is a $(k+1) \times k$ upper Hessenberg matrix, and Range$(W_k) = \mathcal{K}_k(A, w_1)$. These relations may be used in (2.2). If $A = -A^T \in \mathbb{R}^{n \times n}$, then $H_k^T = W_k^TA^TW_k = -H_k$, giving

$$H_{k+1,k} = \begin{bmatrix} 0 & -\gamma_2 & \gamma_3 & \cdots & 0 & -\gamma_k \\ \gamma_2 & 0 & -\gamma_3 & \cdots & 0 & -\gamma_k \\ \gamma_3 & \gamma_2 & 0 & \cdots & 0 & \cdots \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\ \vdots & \vdots & \cdots & \cdots & \cdots & \cdots \\ \gamma_k & \gamma_{k-1} & \cdots & \cdots & 0 & \gamma_{k+1} \end{bmatrix} \equiv \begin{bmatrix} H_k \\ \gamma_{k+1}e_k^T \end{bmatrix}.$$  

This leads to Algorithm 1, a short recurrence Lanczos process computing $W_k$ and $H_k$. 

**Algorithm 1** The Lanczos process [15] for skew-symmetric $A \in \mathbb{R}^{n \times n}$

Given $w_1 \in \mathbb{R}^n$ with $\|w_1\|_2 = 1$ compute $w_2\gamma_2 := Aw_1$

for $k = 2$ step 1 until convergence do

$w_{k+1}\gamma_{k+1} := Aw_k + w_{k-1}\gamma_k$

end for

Note that in Algorithm 1 each $\gamma_j$ results simply from the normalization of its $w_j$.

There are at most $n$ orthonormal vectors, so in theory this process must stop in $k_0 \leq n$ steps. And since $H_{k_0}$ is skew-symmetric in $AW_{k_0} = W_{k_0}H_{k_0}$, (4.3) nonsingular $A = -A^T \Rightarrow$ Algorithm 1 stops in an even number of $k_0 \leq 2j_0$ steps.
Because there is no diagonal element in (4.2), Lanczos tridiagonalization for skew-symmetric matrices is likely to be marginally more well behaved numerically than the symmetric Lanczos process, but cancellation will still eventually lead to loss of orthogonality among the \( w_k \) vectors, and the process is unlikely to stop in \( n \) steps. It is the special form of the tridiagonal that leads to the following equivalences.

5. **Golub–Kahan bidiagonalization.** Often the best way to understand, compare, and implement algorithms such as CGNE and CGNR is via Golub–Kahan bidiagonalization (GKB) [7] in the form of “Bidiag 1” in [20, sect. 3], which we now state as Algorithm 2. Again note that every scalar results from a normalization.

**Algorithm 2** Golub–Kahan bidiagonalization [7] for general \( A \in \mathbb{R}^{m \times n} \)

Given \( u_1 \in \mathbb{R}^m \) with \( \|u_1\|_2 = 1 \) compute \( v_1 \alpha_1 := A^T u_1 \)

for \( j = 1 \) step 1 until convergence do

\[
\begin{align*}
  u_{j+1} \beta_{j+1} & := A v_j - u_j \alpha_j \\
  v_{j+1} \alpha_{j+1} & := A^T u_{j+1} - v_j \beta_{j+1}
\end{align*}
\]

end for

This gives lower bidiagonal \( B_{j,j-1} \) (denoted by \( B_{j-1} \) in [20]), where after \( j-1 \) steps with \( U_j \triangleq [u_1, \ldots, u_j] \) and \( V_j \triangleq [v_1, \ldots, v_j] \) (see [20, sect. 3]),

\[
(5.1) \quad AV_{j-1} = U_j B_{j,j-1}, \quad A^T U_j = V_j B_j^T, \quad B_{j,j-1} \triangleq \begin{bmatrix} \alpha_1 & \beta_2 & \alpha_2 & \beta_3 & \alpha_3 & \beta_4 & \cdots & \beta_{j-1} & \alpha_{j-1} \end{bmatrix} = \begin{bmatrix} B_{j-1} \alpha_1 & \beta_2 & \alpha_2 & \beta_3 & \cdots & \beta_{j-1} \end{bmatrix},
\]

\[
(5.2) \quad U_j^T U_j = V_j^T V_j = I_j, \quad \text{Range}(U_j) = \mathcal{K}_j(A A^T, u_1), \quad \text{Range}(V_j) = \mathcal{K}_j(A^T A, A^T u_1),
\]

where \( U_j \) and \( V_j \) can be used for CGNE in (2.6) and CGNR in (2.7), respectively.

6. **Equivalence of Lanczos tridiagonalization and Golub–Kahan bidiagonalization for skew-symmetric matrices.** When \( A^T = -A \), we now show that one step of Algorithm 2 is equivalent to two steps of Algorithm 1 if \( u_1 = w_1 \).

First make the following substitutions in Algorithm 2:

\[
(6.1) \quad A^T \rightarrow -A, \quad u_j \rightarrow \tilde{w}_{2j-1}, \quad v_j \rightarrow \tilde{w}_{2j}, \quad \alpha_j \rightarrow -\tilde{\gamma}_{2j}, \quad \beta_j \rightarrow \tilde{\gamma}_{2j-1},
\]

giving \( [u_1, v_1, u_2, v_2, \ldots, u_j, v_j] \rightarrow \tilde{W}_{2j} = [\tilde{w}_1, \tilde{w}_2, \tilde{w}_3, \ldots, \tilde{w}_{2j-1}, \tilde{w}_{2j}] \).

Note that \( \alpha_j \rightarrow -\tilde{\gamma}_{2j} \) is a substitution, not an equality. Both \( \alpha_j \) and \( \tilde{\gamma}_{2j} \) are positive. The body of the loop in Algorithm 2 then becomes \( \tilde{w}_{2j+1} \tilde{\gamma}_{2j+1} := A \tilde{w}_{2j} + \tilde{w}_{2j-1} \tilde{\gamma}_{2j} \) and \( \tilde{w}_{2j+2} \tilde{\gamma}_{2j+2} := A \tilde{w}_{2j+1} + \tilde{w}_{2j} \tilde{\gamma}_{2j+1} \), or replacing 2\( j \) by \( k \), \( \tilde{w}_{k+1} \tilde{\gamma}_{k+1} := A \tilde{w}_{k} + \tilde{w}_{k-1} \tilde{\gamma}_{k} \) and \( \tilde{w}_{k+2} \tilde{\gamma}_{k+2} := A \tilde{w}_{k+1} + \tilde{w}_{k} \tilde{\gamma}_{k+1} \), i.e., two successive steps, so Algorithm 2 becomes the following algorithm.

**Algorithm 3** If \( A^T = -A \), Golub–Kahan bidiagonalization \( \equiv \) Lanczos process

Given \( \tilde{w}_1 \in \mathbb{R}^n \) with \( \|\tilde{w}_1\|_2 = 1 \) compute \( \tilde{w}_2 \tilde{\gamma}_2 := A \tilde{w}_1 \) (assume nonsingular \( A \))

for \( k = 2 \) step 1 until convergence do

\[
\begin{align*}
  \tilde{w}_{k+1} \tilde{\gamma}_{k+1} & := A \tilde{w}_k + \tilde{w}_{k-1} \tilde{\gamma}_k \quad (\text{ideally this stops with } \tilde{w}_{k_0+1} \tilde{\gamma}_{k_0+1} = 0; \text{ see (4.3)})
\end{align*}
\]

end for

Thus by expanding one step of GKB into two successive steps, the resulting Algorithm 3 has the same form as Algorithm 1, and if \( w_1 = u_1 = w_1 \), then Algorithm 3
develops exactly as Algorithm 1. Therefore each GKB step in Algorithm 2 with
\( A^T = -A \) (so that \( m = n \)) can be made identical to two Lanczos process steps
in Algorithm 1, and the computational cost and accuracy of this special version of
Algorithm 2 must then be identical to that of Algorithm 1.

Algorithm 1 terminates in \( k_0 = 2j_0 \) steps for nonsingular \( A \) (see (4.3)), so with
\( u_1 = w_1 \) it follows from (6.1) and (5.2) that for \( U_j \) and \( V_j \) in (6.1), for \( j = 1 : j_0, \)
\[
\begin{align*}
\text{Range}(U_j) &\equiv \text{Range}([w_1, w_3, \ldots, w_{2j-1}]) = K_j(AA^T, w_1) = K_j(A^2, w_1), \\
\text{Range}(V_j) &\equiv \text{Range}([w_2, w_4, \ldots, w_{2j}]) = K_j(A^T A, A^Tw_1) = K_j(A^2, Aw_1), \\
U_j^T V_j &= 0, \quad \text{Range}([U_j, V_j]) = K_{2j}(A, u_1) = K_{2j}(A, w_1), \quad AV_{j_0} = U_{j_0}B_{j_0},
\end{align*}
\]
where \( U_j^T V_j = 0 \) follows from \( W_{2j}^T W_{2j} = I_{2j} \). Thus the odd indexed vectors from
the Lanczos process are the \( u_j \) vectors from GKB, while the even indexed vectors
from the Lanczos process are the \( v_j \) vectors from GKB, so interestingly, the two sets
of GKB vectors are orthogonal. Here (6.2) parallels the more theoretical derivation
by Eisenstat [4, Lem. 1] of the following: If \( A^T = -A \) and \( Ax = b \), then (with
\( b = w_1 \beta_1 = u_1 \beta_1 \))
\[
\begin{align*}
\text{(6.3) for } j = 1 : j_0, \quad &\quad K_{2j}(A, b) = K_j(A^2, b) \cup K_j(A^2, Ab), \quad K_j(A^2, b) \perp K_j(A^2, Ab); \\
0 = V_{j_0}^T u_1 \beta_1 = V_{j_0}^T b = V_{j_0}^T Ax = -V_{j_0}^T A^T x = -B_{j_0}^T U_{j_0} x, \quad \text{so } x \perp K_{j_0}(A^2, b).
\end{align*}
\]
Another approach is to note that if \( B_{j_0} y = e_1 \beta_1 \), then \( AV_{j_0}y = U_{j_0}e_1 \beta_1 = b \), so
\[
\begin{align*}
\text{If } x = V_{j_0} y &\in K_{j_0}(A^2, Ab) \perp \text{Range}(U_{j_0}) = K_{j_0}(A^2, b),
\end{align*}
\]
Now \( k = 2j \) steps of Lanczos tridiagonalization are equivalent to \( j \) steps of GKB,
and \( \text{Range}(W_k) = \text{Range}([U_j, V_j]) \). But in theory \( k = 2j \leq n, \) so \( j \leq \frac{n}{2} \) for nonsingular
\( A \), and GKB must in theory (i.e., in the absence of roundoff error) stop in at most
\( \frac{n}{2} \) steps. Another way of looking at this is that the nonzero eigenvalues of \( A = -A^T \)
come in imaginary pairs, \( \pm \sigma_i \sqrt{-1} \), and so each nonzero singular value \( \sigma_i \) of \( A \) occurs
twice, so that GKB must in theory stop in at most \( \frac{n}{2} \) steps for nonsingular \( A \).

The Lanczos process–GKB equivalence suggests that with skew-symmetric ma-
trices, for any computation involving the Lanczos process, there is a numerically
equivalent computation involving GKB. To support this, and show the required re-
ductions, in each of the next three sections we illustrate a solution of equations
method for \( Ax = b \) based on the Lanczos process, and its GKB equivalent, so we
take \( u_1 \beta_1 = w_1 \beta_1 = b \) in Algorithms 1 and 2 to relate (4.1)–(6.3).

7. Lanczos–Galerkin and CGNE methods for skew-symmetric matrices. Let \( A = -A^T \in \mathbb{R}^{n \times n} \) and \( b \in \mathbb{R}^n \), with \( A \) nonsingular so that \( n \) is even. Assume
(4.1)–(4.2) hold with \( \beta_1 := \|b\|_2, \ w_1 := b/\beta_1 \). At step \( k \) of the Lanczos process the
Galerkin condition for solving (2.1) is with \( y_k^G \triangleq (\eta_1, \ldots, \eta_k)^T \) (see (2.2)),
\[
\begin{align*}
x_k^G &= W_k y_k^G, \quad W_k^T b = e_1 \beta_1 = W_k^T A W_k y_k^G = H_k y_k^G, \quad \text{Range}(W_k) = K_k(A, b).
\end{align*}
\]
This was analyzed and implemented in [9]. Here we show how the same process can be
more briefly presented by using the zero structure in (4.2) and taking \( k = 2j \). The
\( k = 4 \) case will make the development easily understandable. From (7.1) we need to
solve \( H_k y_k^G = e_1 \beta_1; \) see (7.2). Note that the 4th row of (7.2) gives \( \eta_3 = 0 \), so the 2nd
row gives \( \eta_1 = 0 \), and these two elements and their columns can then be deleted to
give the middle matrix equation in (7.2). With (6.1), deleting the 2nd and 4th rows gives the final matrix equation where the final matrix is $B_2$ in (5.1):

$$
\begin{bmatrix}
0 & -\gamma_2 \\
-\gamma_2 & 0 \\
\gamma_3 & 0 \\
0 & -\gamma_4 \\
\end{bmatrix}
\begin{bmatrix}
\eta_1 \\
\eta_2 \\
\eta_3 \\
\eta_4 \\
\end{bmatrix}
= 
\begin{bmatrix}
-\gamma_2 \\
0 \\
\gamma_3 - \gamma_4 \\
0 \\
\end{bmatrix}
\begin{bmatrix}
\eta_1 \\
\eta_2 \\
\eta_3 \\
\eta_4 \\
\end{bmatrix}
\Rightarrow 
\begin{bmatrix}
\beta_1 \\
\beta_2 \\
\alpha_1 \\
\alpha_2 \\
\end{bmatrix}
\begin{bmatrix}
\eta_1 \\
\eta_2 \\
\eta_3 \\
\eta_4 \\
\end{bmatrix}
= 
\begin{bmatrix}
\beta_1 \\
0 \\
0 \\
0 \\
\end{bmatrix}.
$$

In general, the last row of $H_{2j}y^G_{2j} = e_1\beta_1$ gives $\gamma_{2j}\eta_{2j-1} = 0$, and the remaining even rows of $H_{2j}$ show that $\eta_{2i-1} = 0$, $i = 1, 2, \ldots, j$. Deleting the columns corresponding to zero elements and the resulting zero rows means $H_{2j}$ becomes $B_j$ in (5.1). Writing $t^G_j \triangleq (\eta_2, \eta_4, \ldots, \eta_{2j})^T$ leads to the following Lanczos–Galerkin approximations:

$$
\begin{equation}
(7.3) \quad \text{Solve } B_j t^G_j = e_1\beta_1 \text{ and form } x^G_{2j} = W_{2j}y^G_{2j} = V_j t^G_j = x^G_{2j-2} + v_j \eta_{2j}.
\end{equation}
$$

Thus only the $w_{2i}$ contribute to $x^G_{2j} = W_{2j}y^G_{2j}$, meaning that $x^G_{2i+1} = x^G_{2i}$ and the residuals $r^G_{2i+1} = r^G_{2i}$ for $i = 1 : j$. But the vectors $u_i = w_{2i-1}$ contribute to the residuals since from (4.1) and $H_{2j}y^G_{2j} = e_1\beta_1$,

$$
\begin{equation}
(7.4) \quad r^G_{2j} \triangleq b - Ax^G_{2j} = w_1\beta_1 - AW_{2j}y^G_{2j} = w_1\beta_1 - W_{2j+1}H_{2j+1,2j}y^G_{2j} = -w_{2j+1}\beta_{j+1}\eta_{2j}.
\end{equation}
$$

Now to obtain the CGNE approximation $x^E_j$ we take $u_1 = b/\beta_1$, $\beta_1 = \|b\|_2$ (so that $u_1 = w_1$ in (7.1)) in GKB Algorithm 2, together with the CGNE condition in (6.6). Then (5.1) and (6.1) give the GKB-CGNE approximations,

$$
\begin{equation}
(7.5) \quad 0 = U_j^T(b - AA^TU_jx^E_j) = e_1\beta_1 - B_jV_jB_j^Tx^E_j = e_1\beta_1 - B_jt^E_j, \quad t^E_j \triangleq B_j^Tx^E_j,
\end{equation}
$$

$$
\begin{align*}
x^E_j &= A^TU_jx^E_j = V_jB_j^Tx^E_j = V_jt^E_j. \\
\end{align*}
$$

With $t^E_j \triangleq (\tau_1, \tau_2, \ldots, \tau_j)^T$, $B_jt^E_j = e_1\beta_1$ in (7.5) shows that

$$
\begin{equation}
(7.6) \quad \tau_i = \frac{\beta_1}{\alpha_{i-1}}; \quad \tau_i = -\tau_i - \frac{\beta_i}{\alpha_i}, \quad i = 2 : j; \quad x^E_j = \sum_{i=1}^{j} u_i\tau_i = x^E_{j-1} + v_j \tau_j.
\end{equation}
$$

We see that $t^E_j = t^G_j$ in (7.3) so that $x^E_j = x^G_{2j}$ and $r^E_j \triangleq b - Ax^E_j = r^G_{2j}$. Thus for skew-symmetric $A$, not only are the Lanczos–Galerkin and CGNE approximations mathematically the same (see [9] and section 3), but they are computationally the same if the above obvious implementations are used.

Greif and Varah [9] showed that each double step of the Lanczos–Galerkin algorithm is equivalent to a single step of CGNE for skew-symmetric $A$ by scaling the Lanczos–Galerkin vectors to produce the standard variant of CGNE. In Algorithm 4 we give the CGNE version that comes from (7.6) with GKB in Algorithm 2.

The mathematical equivalence of Algorithm 4 with the standard CG variant was shown in [9]; see, e.g., [9, Alg. 2, p. 592]. Algorithm 4 requires one less inner product but two more vector scalings per step. If needed, $r^E_{2j} = -u_{j+1}\beta_{j+1}\tau_j$ follows from (7.4), (6.1), and $\eta_{2j} = \tau_j$.

We repeat the observation from section 6 that theoretically Algorithm 1 converges in at most $n$ steps, so that Algorithm 2 and CGNE in Algorithm 4 must converge in at most $n/2$ steps, but of course the number of matrix-vector products is the same. The above observation also follows since CGNE is mathematically equivalent to applying CG to $AA^Ty = b$ and forming $x = A^Ty$. But $AA^T \neq -A^2$ has at most $n/2$ distinct eigenvalues, giving the ideal convergence of CGNE in at most $n/2$ steps.

Given $b$ compute $u_1 \beta_1 := b, v_1 \alpha_1 := -Au_1$, $\tau_1 := \beta_1 / \alpha_1$, $x_1 := v_1 \tau_1$

for $j = 1$ step 1 until convergence do

$u_{j+1} \beta_{j+1} := Av_j - u_j \alpha_j$
$v_{j+1} \alpha_{j+1} := -Au_{j+1} - v_j \beta_{j+1}$
$\tau_{j+1} := -\beta_{j+1} \alpha_j / \alpha_{j+1}$
$x_{j+1} := x_j + v_{j+1} \tau_{j+1}$

end for

8. Lanczos minimum residual and CGNR methods for skew-symmetric matrices. To find $x_k^M$ in (2.4) using the Lanczos process we take $w_1 \beta_1 := b$ in (4.1) to give in the $k$th step

$$\|b - AW_k y_k\|_2 = \|w_1 \beta_1 - W_{k+1} H_{k+1,k} y_k\|_2 = \|e_1 \beta_1 - H_{k+1,k} y_k\|_2,$$

(8.1) $$x_k^M = W_k y_k^M, \quad y_k^M = \arg \min_{y_k} \|e_1 \beta_1 - H_{k+1,k} y_k\|_2.$$  

This was carefully analyzed in [9]. But similarly to section 7, a solution method is more easily developed by using the zero structure in (4.2) and taking even $k = 2j$.

Define $y_k \equiv (\eta_1, \ldots, \eta_k)^T$. The expression $e_1 \beta_1 - H_{k+1,k} y_k$ in (8.1) separates into two unconnected sets of rows, the odd rows involving the $\eta_{2i}$, and the even rows involving the $\eta_{2i-1}$, from which we will see that the $\eta_{2i-1} = 0$ for the minimum in (8.1). The $k = 4$ case makes the development easily understandable,

$$H_{5,4} y_4^M - e_1 \beta_1 = \begin{bmatrix} 0 & -\gamma_2 & \eta_1 \\ -\gamma_2 & 0 & -\gamma_3 & \eta_2 \\ \gamma_3 & 0 & -\gamma_4 & \eta_4 \\ -\gamma_4 & 0 & \eta_4 \\ \gamma_5 & \gamma_4 & \eta_5 \\ \eta_5 & \eta_4 & \eta_3 \end{bmatrix} - \begin{bmatrix} \beta_1 \\ \beta_2 \\ \beta_3 \\ \beta_4 \\ \beta_5 \end{bmatrix} = \begin{bmatrix} -\gamma_2 \eta_2 - \beta_1 \\ \gamma_2 \eta_1 - \gamma_3 \eta_3 \\ \gamma_3 \eta_2 - \gamma_4 \eta_4 \\ \gamma_4 \eta_3 \\ \gamma_5 \eta_4 \end{bmatrix}.$$  

To minimize the Euclidean norm of this expression we can set the odd rows to zero without affecting the even ones. So with (6.1) and (5.1) we minimize

$$\left\| \begin{bmatrix} -\gamma_2 \\ \gamma_3 \\ -\gamma_4 \\ \gamma_5 \end{bmatrix} \begin{bmatrix} \eta_1 \\ \eta_2 \\ \eta_4 \\ \eta_5 \end{bmatrix} - \begin{bmatrix} \beta_1 \\ \beta_2 \\ \beta_3 \\ \beta_4 \end{bmatrix} \right\|_2 = \left\| \begin{bmatrix} \alpha_1 \\ \alpha_2 \\ \alpha_3 \\ \alpha_4 \end{bmatrix} \begin{bmatrix} \eta_1 \\ \eta_2 \\ \eta_4 \\ \eta_5 \end{bmatrix} - \begin{bmatrix} \beta_1 \\ \beta_2 \\ \beta_3 \\ \beta_4 \end{bmatrix} \right\|_2 = \left\| B_{5,2} \begin{bmatrix} \eta_1 \\ \eta_2 \\ \eta_4 \\ \eta_5 \end{bmatrix} - e_1 \beta_1 \right\|_2.$$  

In general, because of the structure of $H_{k+1,k}$ the odd numbered elements of $H_{k+1,k} y_k$ involve only even-indexed $\eta_i$, while the even numbered elements of $H_{k+1,k} y_k$ involve only odd-indexed $\eta_i$. So, as above, we can set the odd-indexed $\eta_i$ to zero and, with $z_j \equiv (\eta_2, \eta_4, \ldots, \eta_{2j})^T \equiv (\zeta_1, \zeta_2, \ldots, \zeta_j)^T$ and (6.1), solve

$$z_j^M = \arg \min_{z_j} \|B_{j+1,j}^M z_j - e_1 \beta_1\|_2, \quad x_{2j}^M = \sum_{i=1}^j w_{2i}^M \eta_{2i} = \sum_{i=1}^j v_i \xi_i^M = V_j z_j^M.$$  

Again only the $w_{2i}$ contribute to $x_{2j}^M = W_{2j} y_{2j}^M$, meaning that $x_{2j+1}^M = x_{2j}^M$ and the residuals $r_{2j+1}^M = r_{2j}^M$. With $k = 2j$ the residuals are then (see (4.1))

$$r_{2j}^M \equiv b - Ax_{2j}^M = u_1 \beta_1 - AW_{2j} y_{2j}^M = W_{2j+1} (e_1 \beta_1 - H_{2j+1,2j} y_{2j}^M),$$  

$$\|r_{2j}^M\|_2 = \|e_1 \beta_1 - H_{2j+1,2j} y_{2j}^M\|_2 = \|B_{j+1,j}^M z_j^M - e_1 \beta_1\|_2^2.$$
Similarly to section 7, we can obtain the CGNR solution by taking \( u_1 = w_1 = b/\beta_1, \beta_1 = ||b||_2 \) in GKB Algorithm 2 together with the CGNR condition in (2.7). This gives with (5.1) and (6.1) the CGNR solution \( x_j^R = V_j z_j^R \) at step \( j \) via GKB, where it will be seen that \( z_j^R \triangleq (\zeta_1^R, \zeta_2^R, \ldots, \zeta_j^R)^T = z_j^M \) in (8.2),

\[
0 = V_j^T A^T (b - AV_j z_j^R) = B_{j+1,j}^T (b - U_{j+1} B_{j+1,j} z_j^R) = B_{j+1,j}^T (\epsilon_1 \beta_1 - B_{j+1,j} z_j^R),
\]

(8.4) \( z_j^R = \arg \min \| \epsilon_1 \beta_1 - B_{j+1,j} z_j \|_2 = z_j^M, \quad x_j^R = V_j z_j^R = V_j z_j^M = x_j^M, \)

and again we see that for \( A^T = -A \) the Lanczos minimum residual approach is mathematically equivalent to the CGNE approach; see section 3. But if the above algorithms are used, we now see that they are numerically equivalent.

The method indicated by (8.4) is implemented as Algorithm LSQR in [20, sect. 4], [21], so there is no reason to repeat it here. The standard CGNE and CGNR algorithms are given in [8, p. 105]. The only thing to remember is to use \(-A\) when \( A^T \) is required and to note that ideally the methods would stop in no more than \( n/2 \) steps.

9. Minimizing the normal equation residual for skew-symmetric matrices. If \( A \) is \( m \times n \) with rank \( n \), then the least squares solution to \( Ax = b \) satisfies \( A^T r = 0, \ r \triangleq b - Ax \), and it can make sense, even for general \( Ax = b \), to choose \( x_k \) from a Krylov subspace to minimize \( \| A^T r_k \|_2 = \| A^T (b - Ax_k) \|_2 \); see Fong and Saunders [5], who developed the algorithm LSMR (Least Squares via MINRES on the normal equations) based on GKB to solve such problems. As far as we know, for skew-symmetric problems no one has published an algorithm based on Lanczos tridiagonalization to solve such problems, so we will quickly indicate such an approach and show how, as expected, it can be reduced to LSMR applied to skew-symmetric \( A \).

For \( A \in \mathbb{R}^{n \times n} \), using \( W_k \) in (4.1) would give (\( N \) for “Normal equations residual”)

\[
(9.1) \quad w_1 \beta_1 := b, \quad y_k^N := \arg \min_{y_k} \| A^T (b - AW_k y_k) \|_2, \quad x_k^N := W_k y_k^N.
\]

When \( A^T = -A \), the Lanczos process (4.1) and (4.2) leads to the minimization of

\[
(9.2) \quad \| A^T (b - AW_k y_k) \|_2 = \| -A (w_1 \beta_1 - W_{k+1} H_{k+1,k} y_k) \|_2
= \| -w_2 \gamma_2 \beta_1 + W_{k+2} H_{k+2,k+1} H_{k+1,k} y_k \|_2
= \| e_2 \gamma_2 \beta_1 - W_{k+2,k+1} H_{k+1,k} y_k \|_2.
\]

But because of the structure of \( H_{k+1,k} \), if \( y_k \triangleq (\eta_1, \ldots, \eta_k)^T \), the odd numbered elements of \( H_{k+1,k} y_k \) involve only even-indexed \( \eta_i \), while the the even numbered elements of \( H_{k+1,k} y_k \) involve only odd-indexed \( \eta_i \). For the same reason the odd numbered elements of \( H_{k+2,k+1} H_{k+1,k} y_k \) involve only odd-indexed \( \eta_i \), while the even numbered elements of \( H_{k+2,k+1} H_{k+1,k} y_k \) involve only even-indexed \( \eta_i \). This breaks the minimization of (9.2) into two separate minimizations, one over the odd-indexed \( \eta_i \) and the other over the even. But the only nonzero element arising from \( A^T b \) is \( e_2 \gamma_2 \beta_1 \), which is related to even-indexed \( \eta_i \), so the odd-indexed \( \eta_i \) must be set to zero.

Setting the \( \eta_{2l-1} = 0 \) in (9.2) leads to the even-indexed elements of \( H_{k+1,k} y_k \) being zero. Removing these and the related columns, and then zero rows, of \( H_{k+2,k+1} \) leads with (6.1) to, for example, for \( k = 4 \) or \( k = 5 \),
for $z_j$ maintain skew-symmetry, in the sense that for $1080$
Algorithm LSMR in [5], with the same proviso as was given at the end of section 8.

(9.3) $z_j^N := \arg \min_{z_j} \| e_1 \alpha_1 \beta_1 - B_{j+1}^T B_{j+1,j} z_j \|_2$, $x_j^N := \sum_{i=1}^j w_i \eta_i^N = \sum_{i=1}^j w_i \zeta_i^N = V_j z_j^N$.

The GKB approach to minimizing $\| A^T r_j \|_2 = \| A^T (b - Ax_j) \|_2$ is, with $\cdot \cdot \cdot$ denoting
LSMR (see (5.1) and (5.2)),

(9.4) $u_1 \beta_1 := b$, $z_j^L := \arg \min_{z_j} \| A^T (b - AV_j z_j) \|_2$, $x_j^L := V_j z_j^L$,

$\| A^T (b - AV_j z_j) \|_2 = \| A^T (u_1 \beta_1 - U_{j+1} B_{j+1,j} z_j) \|_2$

$= \| u_1 \alpha_1 \beta_1 - V_{j+1} B_{j+1,j} z_j \|_2$

$= \| B_{j+1} (e_1 \alpha_1 \beta_1 - B_{j+1,j} z_j) \|_2$

(cf. (8.4) for LSQR), so from (9.3) and (6.2), $z_j^L = z_j^N$, $x_j^L = x_j^N \in \text{Range}(V_j) = K_j(A^T A, A^T b)$, and using the identical computation to solve these identical problems
for $z_j^L$ and $z_j^N$ will lead to identical numerical approximations.

For this section, to minimize $\| A^T r_j \|_2$ at each step we need simply apply the GKB
Algorithm LSMR in [5], with the same proviso as was given at the end of section 8.
Fong and Saunders [5] give an ingenious way of minimizing (9.5) and updating $x_j^L$ in
(9.4) efficiently in a numerically reliable way. The algorithm for the updates, which
includes careful implementations of Givens rotations for the QR factorizations, is laid
out in steps 4, 5, and 6 of [5, sect. 2.8].

10. Preconditioning. Using a preconditioner can significantly accelerate con-
vergence for $Ax = b$, so we briefly point out a few observations from this study.

A challenge in the design of preconditioners for skew-symmetric systems is that
in general, skew-symmetric preconditioners do not easily accommodate the desired
property of maintaining skew-symmetry of the preconditioned matrix. In other words,
given a skew-symmetric matrix $A$, a skew-symmetric matrix $M$ will typically yield a
preconditioned matrix $M^{-1} A$ that is not skew-symmetric or “skew-symmetrizable”
(and possibly not diagonalizable). On the other hand, an SPD preconditioner can
maintain skew-symmetry, in the sense that for $M = F F^T$ the matrix $F^{-1} A F^{-T}$
is skew-symmetric if $M$ is. See [9] for an illustration of an incomplete factorization
approach for skew-symmetric matrices that computes a positive definite preconditioner.

For the present study of Krylov subspace methods for skew-symmetric matrices,
a solution method based on the Lanczos process, and one based on the corresponding
GKB method, lead to numerically identical results, so a preconditioner that maintains
skew-symmetry will indeed give identical results for both approaches.

On the other hand, a difference between the two approaches is that a precon-
ditioner that does not maintain skew-symmetry will destroy the desirable prop-
ties of a method based on the Lanczos process in Algorithm 1. The short recur-
rence of the Lanczos process in Algorithm 1 produces orthogonality of $w_{k+1}$ against
$w_1, w_2, \ldots, w_{k-2}$ only because $A$ is skew-symmetric, and this orthogonality is the basis
for the excellent qualities of the process. Note that even $w_1^T w_2 \gamma_2 = w_1^T A w_1$ cannot be
expected to be zero unless $A$ is skew-symmetric. Nor does Algorithm 1 give the same
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results as Algorithm 2 when $A$ is not skew-symmetric. For example, Algorithm 1 uses $A$ alone, while Algorithm 2 uses $A$ and $A^T$.

A preconditioner that does not maintain skew-symmetry can be applied effectively with a GKB based method but can no longer in theory be expected to converge in $n/2$ steps—it can double the effective dimension of the problem. It may double the number of distinct singular values and even generate an adverse effect in terms of singular value grouping. Nevertheless, practical preconditioners are expected to generate a strong clustering effect, with the iteration count going significantly below $n/2$, and a good preconditioner that does not maintain skew-symmetry might still be superior to a less effective one that maintains skew-symmetry.

11. A numerical example. Numerical experiments for the examples that we have explored support the equivalence of Lanczos tridiagonalization and GKB for skew-symmetric matrices. As expected, orthogonality is lost so that none of $U_k^T U_k = I_k$, $V_k^T V_k = I_k$, or $U_k^T V_k = 0$ need hold—the supposedly zero elements may be large, slowing convergence significantly.

We illustrate our findings on an artificially generated example, which could be loosely described as a simple finite difference discretization of a constant convective term on the unit cube in three dimensions, $(0, 1) \times (0, 1) \times (0, 1)$. For a given positive integer $n$ and a real scalar $\alpha$, let us denote by $T_n(\alpha)$ the $n \times n$ skew-symmetric tridiagonal matrix

$$T_n(\alpha) = \begin{bmatrix} 0 & \alpha & 0 & \cdots & 0 \\ -\alpha & 0 & \alpha & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -\alpha & 0 & \cdots & 0 & \alpha \\ \end{bmatrix} \in \mathbb{R}^{n \times n}.$$ 

The matrix $A$ for which we solve the linear system $Ax = b$ is defined by

$$A = I_n \otimes I_n \otimes T_n(\beta) + I_n \otimes T_n(\gamma) \otimes I_n + T_n(\delta) \otimes I_n \otimes I_n,$$

where $\otimes$ denotes the Kronecker product and $(\beta, \gamma, \delta)$ is a triplet of preselected scalars. Evidently $A$ is of dimensions $n^3 \times n^3$. The right-hand side is randomly generated.

We show results with $n = 16$, i.e., a matrix $A$ of dimensions $4096 \times 4096$, and the triplet $(\beta, \gamma, \delta) = (0.4, 0.5, 0.6)$. We do not expect fast convergence in this example because preconditioning is not incorporated; our goal here is to observe and confirm the theoretical properties of the various algorithms that we have studied.

A very useful summary of the theoretical monotonic or otherwise behavior of the Euclidean norms of various vectors from Conjugate Gradients in [11] and MINRES in [19] for symmetric systems, and LSQR and LSMR for least squares problems, is given by Fong and Saunders in [6, Tabs. 5.1 and 5.2]. In particular, it is stated that for LSQR and LSMR applied to linear least squares problems, $\|x - x_k\|_2$, $\|r - r_k\|_2$, and $\|r_k\|_2$ are monotonically decreasing, while $\|A^T r_k\|_2$ is monotonically decreasing for LSMR but not LSQR. Here $x$ and $r$ are the optimal solution and residual ($r = 0$ in our case). Our computations with skew-symmetric $A$ support this for LSQR (i.e., CGNR) and LSMR.

We also encountered nonmonotonic residual norms for CGNE, in line with the theory for CG in [6]. From now on we will refer to LSQR rather than CGNR because LSQR is the implementation of (2.7) that we use. To further distinguish the colored plots, we order the labels in the figures from worst plot (top) to best (bottom).
Figure 11.1. Recorded relative residuals, $\|r_k\|/\|b\|$, for CGNE, LSMR, and LSQR, applied to a skew-symmetric numerical example of dimensions $4096 \times 4096$.

Figure 11.1 plots the relative residuals for CGNE, LSMR, and LSQR. CGNE features a nonmonotonic curve. LSQR minimizes the norm of the residual, and so its associated curve lies below the other two. Here the LSMR and LSQR curves are very close for a large number of the initial iterations, but in the later, probably more important iterations, LSQR shows a marked advantage.

Figure 11.2 shows the convergence history of $\|A^T r_k\|/\|A^T b\|$ for CGNE, LSQR, and LSMR, applied to a skew-symmetric numerical example of dimensions $4096 \times 4096$.

Figure 11.2 shows the convergence history of $\|A^T r_k\|/\|A^T b\|$ for CGNE, LSQR,
and LSMR. As expected, the curve for LSMR lies below the curve for LSQR since the former minimizes this particular norm. The convergence curves for CGNE and LSQR are nonmonotonic, as typically observed for other matrices (see the study in [5] for LSQR).

Figure 11.3 compares the convergence behavior of the error norms for LSMR, LSQR, and CGNE. Note how CGNE minimizes the Euclidean norm of the error throughout the iterations; see the paragraph containing (2.6). In fact this theoretical error norm is always monotonic for CGNE, LSQR, and LSMR: the first follows from the minimization property of CGNE and the other two from [6, Tab. 5.2] (and from (12.3), which follows from [11]).

12. Choice of algorithms. There are important relationships between LSQR and LSMR when solving linear least squares problems $\min_x \|b - Ax\|_2$ where the matrix $A$ has full column rank. Let us use the following notation:

- In solving $\min_x \|b - Ax\|_2$ with residuals $r_k = b - Ax_k$, denote LSQR vectors by $\cdot^R$ (see (2.7) and (8.4)) and LSMR by $\cdot^L$ (see (9.4)).
- For $A^T Ax = A^T b$ with residuals $\tilde{r}_k = A^T (b - A\tilde{x}_k)$, let CG and MINRES vectors be denoted by $\cdot^{CG}$ and $\cdot^{MR}$, respectively.

Since CGNR and LSQR are mathematically equivalent to CG applied to $A^T Ax = A^T b$ (see the last paragraph of section 2), we see that $\tilde{x}_k^{CG} = x_k^R$, so that

$$\tilde{r}_k^{CG} = A^T (b - A\tilde{x}_k^{CG}) = A^T (b - Ax_k^R) = A^T r_k^R.$$  

Now MINRES for $A^T Ax = A^T b$ and LSMR for $\min_x \|b - Ax\|_2$ both minimize $A^T(b - Ax_k)\|_2$ over the same subspace (see section 9), giving $\tilde{x}_k^{MR} = x_k^L$, so that

$$\tilde{r}_k^{MR} = A^T (b - A\tilde{x}_k^{MR}) = A^T (b - Ax_k^L) = A^T r_k^L.$$
Equipped with the above definitions, we prove below that

\[(12.1) \quad \|r_k^L\|^2_2 = \|r_k^R\|^2_2 + \sum_{j=0}^{k-1} \frac{\|A^T r_j\|^2}{\|A^T r_j\|^2_2} \left(\|r_j^R\|^2_2 - \|r_{j+1}^R\|^2_2\right) \quad \text{(see Figure 11.1)},\]

\[(12.2) \quad \|A^T r_k^L\|^2_2 = \frac{\|A^T r_k^L\|^2}{\sqrt{1 - \|A^T r_k^L\|^2_2 / \|A^T r_{k-1}\|^2_2}} \quad \text{(see Figure 11.2)},\]

\[(12.3) \quad \|x - x_k^R\|^2_2 \leq \|x - x_k^R\|^2_2 \quad \text{and} \quad \|x - x_k^R\|^2_2 \leq \|x - x_k^L\|^2_2 \quad \text{(see Figure 11.3)}.\]

Hestenes and Stiefel [11] applied CG to \(Ah = k\) with \(A\) SPD; see [11, p. 411, 2nd para.], where the equivalence with our notation is \(A \equiv A^T A\), \(h \equiv x\), \(k \equiv A^T b\). They used \(x_k\) to denote their CG iterate (see the start of [11, sect. 6]) and \(\bar{x}_k\) to denote their MINRES iterate (see the start of [11, sect. 7] and [11, Thm. 7:2]), so from our results above,

\[(12.4) \quad x_k \equiv \bar{x}_k^{CG} = x_k^R, \quad \bar{x}_k^{CG} = A^T r_k^L. \quad \bar{x}_k \equiv \bar{x}_k^{MR} = x_k^L, \quad \bar{x}_k^{MR} = A^T r_k^L.\]

They showed [11, Theorem 7:4, eq. (7:7)] that

\[f(x_k) = f(x_k) + \|r_k\|^2_2 + \frac{\|x(k) - f(x_{k+1})\|}{\|r_{k+1}\|^2_2},\]

where from [11, eq. (4:5)], \(f(x_j) \equiv (h - x_j)^T A (h - x_j)\). In our notation,

\[f(x_j) = (x - x_j^R)^T (A^T A)(x - x_j^R) = \|Ax - Ax_j^R\|^2_2 = \|r_j^R - (b - Ax)\|^2_2 = \|r_j^R\|^2 - \|b - Ax\|^2_2 - 2 (r_j^R)^T (b - Ax) = \|r_j^R\|^2 - \|b - Ax\|^2_2,\]

where the last equality follows from

\[(r_j^R)^T (b - Ax) = (b - Ax_j^R)^T (b - Ax) = b^T (b - Ax) = (b - Ax)^T (b - Ax),\]

since for the least squares residual \(b - Ax\), \(A^T (b - Ax) = 0\). Similarly,

\[f(x_j) = \|r_j^R\|^2 - \|b - Ax\|^2_2.\]

Then using (12.4), \(\bar{x}_j = \bar{x}_k^{MR} = A^T r_k^L\), and (12.1) follows.

Next, (12.2) comes directly from the CG–MINRES relationship for symmetric systems \(\|r_k^{CG}\|^2_2 = \|r_k^{MR}\|^2_2 / \sqrt{1 - \|r_k^{MR}\|^2_2 / \|r_{k-1}\|^2_2}\), which follows from [19, eqs. (7.4) and (7.5)] using \(\sum c_k^2 + c_k^2 = 1\); see also [8, Exer. 5.1]. It is a special case of the well-known “peak-plateau” relationship between Galerkin and minimum residual methods, often attributed to Weiss; see [22, 23].

Finally, by using the equivalences in (12.4) we can obtain (12.3). The first inequality in (12.3), the monotonicity of the error norm using LSQR, follows directly from [11, Thm. 6:2], while the final two inequalities, the superiority of the error norm using LSQR and the monotonicity of the error norm using LSMR, follow directly from the corrected version of [11, Thm. 7:5], which contains typographical errors.
We will state a corrected version of the theorem and proof using their notation and equation references. The errors and corrections were pointed out to us by Liesen [16], who noted that the errors were not present in the typewritten report of Hestenes and Stiefel, which was the basis for the printed paper.

**Theorem 12.1** (see [11, Theorem 7:5, p. 419]). The error vector \( y_i = h - x_i \) is shorter than (i.e., has smaller 2-norm than) the error vector \( \tilde{y}_i = h - \tilde{x}_i \). Moreover, \( \tilde{y}_i \) is shorter than \( \tilde{y}_{i-1} \).

**Proof.** The first statement follows from (7:2) and theorem 6:2, since \( \tilde{x}_i \) is in \( S_i \). By (7:2) the point \( \tilde{x}_i \) lies in the line segment joining \( x_i \) to \( \tilde{x}_{i-1} \). The distance from \( h \) to \( \tilde{x}_i \) exceeds the distance from \( h \) to \( x_i \). It follows that as we move from \( \tilde{x}_i \) to \( \tilde{x}_{i-1} \) the distance from \( h \) is increased, as was to be proved. □

The simple proofs here did not require the matrices to be skew-symmetric. The results hold for general linear least squares problems \( \min_x ||b - Ax||_2 \) when \( A \) has full column rank. Initial computations suggest that (12.1)–(12.3) might also hold using finite precision computations.

To understand the relative behavior of \( ||r_k^R||_2 \) and \( ||r_k^T||_2 \) in Figure 11.1, note that in (12.1), \( ||A^T r_k^E||_2 / ||A^T r_k^F||_2 \leq 1 \), so when \( ||A^T r_k^E||_2 \) is decreasing quickly, or when the LSQR residual norm \( ||r_k^R||_2 \) is decreasing slowly, we will have \( ||r_k^E||_2 \approx ||r_k^R||_2 \); see Figures 11.2 and 11.1. But when \( ||A^T r_k^E||_2 \) stagnates and \( ||r_k^R||_2 \) is decreasing quickly, then \( ||r_k^E||_2 \) and \( ||r_k^R||_2 \) will differ significantly; see the later iterations in Figure 11.1.

For other types of problems, Fong and Saunders [5] wrote that the LSMR residual norm “is never very far behind the corresponding value for LSQR.” Their comments probably arose because the combination of two conditions is required to produce a clear advantage of LSQR over LSMR: \( ||A^T r_k^E||_2 \) stagnating with \( ||r_k^R||_2 \) decreasing quickly, while either of two conditions would be sufficient for the two curves to be close. However, we encountered the case in Figure 11.1 without seeking it. Figure 11.1 and (12.1) emphasize the continued useful role of LSQR in minimizing the residual norm.

For Figure 11.2, we see from (12.2) that when \( ||A^T r_k^E||_2 \) stagnates we can have \( ||A^T r_k^R||_2 \) significantly greater than \( ||A^T r_k^F||_2 \). Thus while the stagnation of \( ||A^T r_k^E||_2 \) can make the normal equations residual of LSQR significantly worse than that of LSMR, it can also contribute to the residual of LSQR being noticeably better than that of LSMR.

From the above analysis and computations we now suggest some possible choices among these three GKB based algorithms, CGNE (Craig’s method), LSQR (CGNR), and LSMR, for more general unsymmetric matrix problems.

For full row rank \( A \), in theory, CGNE minimizes \( ||\hat{x} - x_k^E||_2 \) where \( \hat{x} \) is the minimum Euclidean norm solution of \( Ax = b \). For the error norm, CGNE showed a clear advantage over LSQR in Figure 11.3, which showed a clear advantage over LSMR, so that CGNE appears to be a possible choice for minimizing the error norm, but there are difficulties. If \( A \) is ill-conditioned for solution of equations, then the computed solution can be very different from the exact solution, and it is probably better to seek a method giving a small residual. More significantly, there is usually no good measure of \( ||\hat{x} - x_k^E||_2 \) available during the computation. Unfortunately, the nonmonotonic nature of \( ||r_k^E||_2 \) and \( ||A^T r_k^E||_2 \) (see, e.g., Figures 11.1 and 11.2) indicates that stopping criteria based on these are also less than ideal for CGNE. Nevertheless, if one criterion is to obtain as small as possible a computed error in a fixed number of steps, CGNE would be a good choice. CGNE is also an important method for solving full row rank underdetermined systems.
For solving $Ax = b$ with nonsingular $A$, LSQR cannot only give a significantly smaller residual norm than LSMR (see Figure 11.1) but also a significantly smaller error norm too (see Figure 11.3 and (12.3)), and it would appear to be the algorithm of choice in this situation.

For incompatible full column rank linear least squares problems, LSMR minimizes the useful criterion $\|A^T r_k\|_2$, while $\|A^T r_E k\|_2$ and $\|A^T r_R k\|_2$ can be nonmonotonic. The LSMR residual norm is also monotonic, and often quite close to that given by LSQR, so that LSMR is an ideal choice for least squares, as was pointed out in [5, 6].

To find practical codes for such general problems, follow the relevant links available from http://stanford.edu/group/SOL/software/lsqr/.

For skew-symmetric systems, we have dealt only with nonsingular $A$, where using LSQR with a criterion based on the residual norm would seem to be the correct approach, unless using another criterion and algorithm has an obvious advantage.

13. Summary and conclusions. Because of the numerical equivalence of the Lanczos process and GKB for skew-symmetric matrices, we have seen that for each of the above solution of equations methods using the Lanczos process there is an equivalent method based on GKB, and the latter is easier to develop because we do not have to figure out the nonzero elements and their relationships from among the zero elements. Briefly, for

$$x_k \in K_k(A, b) \triangleq \text{span}\{b, Ab, \ldots, A^{k-1}b\} = \text{Range}(W_k), \quad \text{say, with } r_k \triangleq b - Ax_k,$$

the following pairs of algorithms for $Ax = b$, $A^T = -A$ are theoretically equivalent:

- Lanczos–Galerkin ($W_k^T r_k = 0$) and CGNE (Craig’s method),
- Lanczos Minimum Residual (min $\|r_k\|_2$) and CGNR (CGLS, LSQR),
- Lanczos min $\|A^T r_k\|_2$ and LSMR (minimum normal equations residual).

But if these are implemented carefully with the second of each pair being implemented via GKB in the form of “Bidiag 1,” each pair is numerically identical. The first two pairs support the theoretical results in [4] and earlier works and extend them to computational equivalences.

We introduced a method based on the Lanczos process for minimizing the normal equations residual when $A^T = -A$, and section 9 showed the equivalence of this method to LSMR in [5] for such matrices. Adapting LSMR to skew-symmetric matrices is straightforward, and our numerical example showed that the smoothness of $\|r_j\|$ and $\|A^T r_j\|$ is as observed by Fong and Saunders in [5, 6] for other types of matrices. The residual norms for LSMR and LSQR decrease monotonically, while that for CGNE can be quite erratic. The residual norm for LSMR can be much larger than that for LSQR, but it usually is not. However, while $\|A^T r_j\|$ decreases monotonically for LSMR, it decreases in an erratic fashion for both CGNE and LSQR.

GKB provides a concise way of deriving Galerkin, minimum residual, and minimum normal equations residual Krylov subspace methods for skew-symmetric linear systems. The unique mathematical structure of the tridiagonal matrix that arises during the Lanczos process, and specifically the fact that the diagonal is zero and that the subdiagonal is just the negation of the superdiagonal, is the reason for being able to derive the equivalence with GKB. The numerical behaviors of the versions based on the Lanczos process and GKB should be identical, but the insight gained from the development of these algorithms should make it easier to carry out rounding error analyses with the approach initiated in [17, 18].
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