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Abstract

One of the major data mining applications is mining image data. We want to im-
plement a data mining model to specifically identifying photos taken on Columbia
main campus and thus determining the location it is taken as well as its view di-
rection. This project will likely involve a hidden Markov model and achieve high
accuracy and quick reaction.

1 Introduction

Every semester, there are freshmen admitted to Columbia and they have to walk around the campus
searching for the building they wanted to go to, sometimes have no sense of where they are at all.
Moreover, there are numerous visitors coming to Columbia every day and it is quite easy for them
to get confused on their current location on campus. Motivated by the idea of identifying buildings
on Columbias main campus, we wanted to move one step further to build an application which
could help the user identify his current position on campus and view direction by implementing data
mining techniques.

2 Problem Description

By taking a short video on users front view with his phone and sending it to the server, the user
could use our app to get his current position on campus map as well the direction he is facing.

A set of pictures will be obtained by taking a few frames from the video and then compared with
the pictures in the servers database. We want to implement a data mining model to accurately and
quickly determine a series of matches between the set and another set of pictures in the database so
that further predictions can be made by maximizing the probability of such matches.

Two major challenges we have to face are: prediction accuracy and system reaction time. Since
there are difficulties such as exposure, shadow, distance, obstruction, blur, weather and day/ night,
high-accuracy is not easy to achieve. System reaction time is another challenge which highly de-
pends on the model complexity, since our goal is to create a cellphone app to give user feed-back in
quick response. Therefore, our model and its parameters have to be carefully chosen and determined,
in order to handle these difficulties.

Our model will involve conditional probability measures, possibly a Hidden Markov Model [1]
and other techniques we will learn on class. The hidden Markov model could be represented as a
Bayesian net graph in Fig. 1.

We will divide the walking area of main campus into a large number of grids. Upon determining
the matches, we can return which grid the users video is taken from and which view direction the user
is facing. Currently we are considering an application with a capacity of one hundred partitions and
eight directions. Actually, since there are lots of buildings at campus, the places where users need
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location services are limited. Several hundred is a reasonable sampling frequency. Our application
will represent the users location by a pin point on a campus map shown on cellphone and an arrow
indicating his view direction. Our preliminary goal is to build a standalone version of the application
for the purpose of this project first. Then, if time permits, we shall develop an android or iOS app
on cellphones.

Figure 1: Hidden Markov Model

3 Data Source

We will gather the data by walking on all the routes on campus and taking pictures at center point
of each grid. A set of pictures will be taken on each of the eight directions. Therefore, the pic-
ture database will consist of one hundred positions, with every position having a set of pictures on
each of the eight directions. Then we will extract features from the picture database and build the
database using just the features. Features to be used might include Histogram of Oriented Gradients
(HOG)[2], Scale-invariant feature transform (SIFT) [4], Bag of Words (BOW)[3] and etc.

4 Expected Conclusion

Upon finishing the project, we want to take a tour around the campus, taking pictures and testing the
performance of our application. The expected conclusion is that our application will show relatively
high accuracy (like 70%) and short reaction time (like less than 5 seconds).
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