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Abstract

We outline a general purpose framework for black-box marginal maximum a pos-
teriori estimation of probabilistic program variables using Bayesian optimization
with Gaussian processes. We introduce the concept of an optimization query,
whereby a probabilistic program returns an infinite lazy sequence of increasingly
optimal estimates, and explain how a general purpose program transformation
would allow the evidence of any probabilistic program, and therefore any graphi-
cal model, to be optimized with respect to an arbitrary subset of its variables.

1 Introduction and Background

Probabilistic programming systems (PPS) [1–11] allow probabilistic models to be represented in the
form of a generative model and statements for conditioning on data. Informally, one can think of
the generative model as the definition of a prior, the conditioning statements as the definition of a
likelihood and the output of the program as samples representing expectation values of conditional
distribution. The core philosophy of PPS is to decouple model specification and inference, the
former corresponding to the user specified program code and the latter to an inference engine capable
of operating on arbitrary programs, often taking the form of samplers based on Markov chain Monte
Carlo (MCMC) [12, 13] or sequential Monte Carlo (SMC) [11, 14].

In this paper we introduce the idea of carrying out marginal maximum a posteriori (MMAP) es-
timation for probabilistic programs (PP). We aim to optimize with respect to some variables in a
program, whilst marginalizing out others. There are number of ways this could prove useful such as
hyperparameter optimization, mode finding and when the final required output is a single sample,
for example engineering design. Note that our objective function will be based on the evidence of a
program, rather than a return value.

In general PPS inference engines are inappropriate for optimization, particularly if the objective
function is expensive to evaluate, as is typically the case when it takes the form of an intractable
integral. Bayesian optimization (BO) [15–17] is an attractive technique for optimizing expensive
functions, as the resulting algorithms are typically very efficient in the number of function evalua-
tions, making it a suitable candidate for the maximization component of MMAP in PP.

Let f : Θ → R denote an arbitrary black-box function that can be evaluated for an arbitrary point
θ ∈ Θ to produce, potentially noisy, outputs Ẑ ∈ R. BO aims to find the global maximum over a
sub-space of permissible solutions S ⊆ Θ defined as

θ∗ = argmax
θ∈S

f (θ) . (1)

It is assumed that any noise is unbiased such that E[Ẑ|θ] = Zθ where Zθ represents the noiseless
evaluation of f (θ). One can place a prior on f , such as a Gaussian process (GP), and condition
upon observed data Dm = {θj , Ẑj}j=1:m, to give a posterior over functions p (f |Dm). This allows
estimation of the expected value and uncertainty in Zθ for all θ ∈ Θ. BO calculates such a posterior
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and uses it to define an acquisition function a : S → R which assigns a utility to evaluating f at par-
ticular θ, based on the trade off between exploration and exploitation in finding the maximum. This
acquisition function therefore forms a lower overhead surrogate function which can be optimized to
ascertain the next point at which the target function should be evaluated in a sequential fashion.

We will first define a framework for an optimization query. We outline an algorithm for the black-box
optimization of any marginal likelihood estimator, with respect to its input parameters, before mov-
ing on to how MMAP estimation of parameters defined within any arbitrary query can be achieved.

2 The Optimization Query

A PP query [18] is a function which takes a program and its inputs, and returns a characterisation
of the conditional distribution, for example an infinite lazy sequence of samples. In this section we
define a set of requirements for an “optimization query”, which instead returns an infinite lazy se-
quence of increasingly optimal estimates. We will first consider the case of optimizing the evidence
of a query q with respect to its input variables and discuss extension to arbitary variables with the
program in section 4. We refer to our setup as BOPP (Bayesian optimization for probabilistic pro-
grams). We assume q takes as inputs data upon which the query is conditioned Y and the parameters
which are being optimized with respect to θ. As we require q to provide an unbiased estimate of its
marginal likelihood p (Y |θ) we are restricted in the inference engines that can be used. Examples
of permissible inference algorithms include importance sampling [19], sequential Monte Carlo [11]
and the particle cascade [20], all of which are supported by Anglican [11].

Let q contain a set of latent variables X = {xi}i=1,...,N (note xi may have different dimensionality

for different i) with prior p (X|θ) = p (x1|θ)
∏N
i=2 p (xi|x1, . . . , xi−1, θ) parametrized by a set of

program inputs θ ∈ Θ, and a set of conditioning statements on observations Y = {yi}i=1,...,N , yi ∈
R such that the query defines the joint factorization1

p (X,Y |θ) = p (x1|θ) p (y1|x1, θ)
N∏
i=2

p (yi|x1, . . . , xi, θ) p (xi|x1, . . . , xi−1, θ) . (2)

We assume that the observations Y are fixed and finite dimensional. BOPP will attempt to find

θ∗ = argmax
θ∈S

f (θ) = argmax
θ∈S

p (Y |θ) p (θ) = argmax
θ∈S

p (θ)

∫
X

p (X,Y |θ) dX, (3)

and will require as inputs Y and p (θ). It will be necessary for q to either be passed to the BOPP
query, or be defined within its program block. We define the BOPP query to output an infinite lazy
sequence θ̂1, θ̂2, . . . such that

E
[
f
(
θ̂m

)
|Dm

]
≥ E

[
f
(
θ̂j

)
|Dm

]
, ∀j = 1, . . . ,m− 1, m = 1, . . . . (4)

In other words θ̂m corresponds to the point that is expected to be the most optimal of those evaluated,
which need not always be the point with the maximum function evaluation Ẑ.

3 Black-Box Bayesian Optimization

Although BO is a technique for optimizing black-box functions, there is substantial flexibility in
the BO algorithm itself. For example there are many possible choices for the class of surrogate
function including Gaussian processes [16, 24, 25], random forests [26] and neural nets [27]. Further
decisions need to be made on the surrogate model hyperparameters, the means of optimizing the
acquisition function and, in some cases, the method used to train the surrogate. For PPS the BO
algorithm must itself run in a black-box fashion; we therefore bring together a number of established
techniques along with our own design decisions to form an BO algorithm that can be run without the
need for problem specific user input. We refer to this as black-box Bayesian optimization (BBBO).

1Note, there is notational deficiency as in a higher-order PPS variable types, the order of the conditioning
for the latent variables and even the number of latent variables can change depending on the program trace.
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(a) 1 iteration
θ = [−1.478, 0.855]T (b) 20 iterations

θ = [−2.942, 1.550]T (c) 100 iterations
θ = [−2.306, 1.249]T (d) Ground truth

θ = [−2.3, 1.25]T

Figure 1: An example application of our BBBO to the problem of optimizing the transition function
parameters of an extended Kalman filter for tracking the chaotic latent states of a dynamical system,
the model for which is given in Appendix B. We marginalize over a set of latent statesX , conditioned
upon a series of observations Y , using a particle filtering algorithm (see Cappè SMC overview [21]),
and optimize the marginal likelihood p (Y |θ) with respect to the transition function parameters θ.
The synthetic data was generated using 104 time steps with ground truth parameters θ1 = −2.3 and
θ2 = 1.25. Experiments were run using a prototype algorithm written in MATLAB. The top plots
show a series of trajectories for different parameters, demonstrating converged to the true attractor.
The colormap is based on the speed and curvature of the trajectory, with rendering done using the
program Chaoscope [22]. The bottom left plot gives convergence in terms of log marginal likelihood
(left) and the bottom right in terms of distance to ground truth. Red corresponds to BBBO, green to
simulated annealing [23] and blue to a gradient descent algorithm with random restarts. The solid
lines shows the median performance and the bounds of the shaded areas are the upper and lower
quartiles over 20 tests, each of which was restricted to 100 function evaluations for all algorithms.
In all 20 tests, the BBBO algorithm converged within a small tolerance to the global maximum.

It should be noted that there are existing packages, such as Spearmint [25] and SMAC [26], that
can also be run without problem specific input. Due to space restrictions, only a brief high level
overview of our algorithm is presented here, with a full scheme given in Appendix 1.

As p (Y, θ) tends to be tightly peaked around its modes and is a strictly non-negative function, we use
the log joint f (θ) = log p (Y |θ) + log p (θ) as our objective function [28]. A small number of well
spaced points are sampled as an initialization. We use a GP prior on f with a Matérn- 32 [29] covari-
ance function, chosen because it is only once differentiable and therefore only makes weak assump-
tions about the smoothness of f. The GP prior mean function is taken to be µprior (θ) = log p (θ)− c
where c is a constant based on previous evaluations of f . We define a weakly informative, separable
hyperprior over the GP hyperparameters and marginalize over them [16, 25] using a Hamiltonian
Monte Carlo sampling scheme [30]. This leads to an integrated acquisition function corresponding
to a Monte Carlo integration over the individual acquisition functions of each GP, for which we use
the expected improvement (EI) [31]. The estimate of the optimal point at any step of the algorithm
is given by the point of those queried with the maximum mean value in the GP posterior (with the
hyperparameters marginalized out).

4 Marginalization of Arbitrary Variables within a Program

In section 2 we defined a framework for black-box MMAP estimation for the input parameters of a
query with respect to a given prior. Although this is a common scenario for optimization in machine
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learning (for example hyperparameter optimization), we propose extending these ideas to instead
optimize with respect to an arbitrary subset of sampled variables in a program. This is equivalent to
optimizing with respect to an arbitrary subset of nodes in a graphical model, whilst marginalizing
over the others, representing a new method beyond the scope of current BO algorithms.

Consider the Anglican query q in figure 2 as a demonstrative example of the problem. The marginal
distribution of q, p (Y, θ) =

∫
U

∫
V
p (U) p (θ|U) p (V |θ, U) p (Y |V, θ, U) dUdV , still defines the

same objective function as in (3) if we define X = {U, V }, but θ is no longer at the root of the
dependency structure as it was in (2). This causes two problems for optimizing with respect to
θ: it is sampled within the program and the corresponding probability distribution is only defined
conditioned on one of the parameters we wish to marginalize over U .

We propose dealing with both these issues simultaneously using a program transformation by which
we change any sample statements for elements of θ into observe statements, as detailed in figure 2. In
other words we will use the defined probability distribution for sampling θ to condition the program
to a particular value of θ. Critically, the distribution defined by the program has not changed, but the
query is now a function of θ which can be optimized. This simple but elegant solution means that
we can transform any probabilistic program, and therefore any graphical model, to an optimization
problem with respect to any of its composite variables.

Some complications remain from the fact that the definition of p (θ) is now not provided externally,
as was the case in the BOPP query defined in section 2, but is instead implicitly defined within the
program. This will require careful engineering of our optimization query. If there are implicit hard
constraints placed on θ because p (θ|U) has finite support, we will we need to, at least partially,
query the program to test if a θ is valid. Work by Gelbart et al [32] and Hernández et al[33] amongst
others has looked into the case of BO under unknown constraints which could prove helpful in
solving this problem. One could also look to use further problem transformation to allow partial
program evaluation in order to estimate p (θ) without requiring the full program to be evaluated.

We have assumed that θ is continuous with constant dimension. This need not always be case
for probabilistic programs, but arbitrary θ can be considered with suitable adaptation of the GP
covariance function. For example, arc kernels [34, 35] would allow the dimension of θ to vary.

Despite these outstanding issues, we believe the application of Bayesian optimization to probabilistic
programs is a promising direction for future research, both from a perspective of improving the
performance and applicability of PPS, and as flexible method for increasing the scope of BO to the
marginalization of arbitrary variables in a graphical model.

(defopt q [Y]
(let [U (sample p-U)

theta (sample :theta (p-theta U))
V (sample (p-V U theta))]

(observe (lik-func U theta V) Y)
(predict :U-V [U V])
(maximize-wrt :theta)))

(defquery qT [Y theta]
(let [U (sample p-U)

_ (observe (p-theta U) theta)
V (sample (p-V U theta))]

(observe (lik-func U theta V) Y)
(predict :U-V [U V])))

(defn doopt [qT Y n method]
(letfn [(point-seq [points theta]

(lazy-seq
(let [samples (->> (doquery

method qT [Y theta])
(take n))

log-Z (log-marginal samples)
predicts (map get-predicts samples)
points (conj points

[theta log-Z predicts])
[theta-next i-best] (bo-acquire points)]
(cons (nth points i-best)

(point-seq points theta-next)))))]
(point-seq (sample-initial-points qT Y n method))))

Figure 2: Possible defopt design written in Anglican. Here sample samples from a distribution, ob-
serve conditions on data and predict defines program output. Top left is a simple example defopt
query where we want to optimize θ. Note p-U, p-theta, p-V and lik-func all represent the
distribution definitions. The macro defopt transforms the query q to a query of the form shown bot-
tom left as qT. A query of this form may be passed to the function doopt, which returns sequence of
increasingly optimal triples [theta log-Z predicts]. After first using sample-initial-points
to generate and evaluate a set of initialization points, the algorithm alternates between performing
inference at a given theta, using doquery to estimate the log marginal likelihood for that theta,
and calling bo-acquire to select the next theta to evaluate. bo-acquire also calculates which of
the points so far is expected to be the optimum using the integrated mean function from our GP
posterior. This point is added to the lazy infinite sequence of returned points at each iteration.
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A Black-Box Bayesian Optimization Algorithm in Detail

In this section we give a more extensive outline our BBBO algorithm for optimizing a target func-
tion of the form f (θ) = p (θ) p (Y |θ). Although we have focussed on the case where p (Y |θ)
corresponds to a marginal likelihood, the introduced methods applies to any p (θ) and p (Y |θ), in-
cluding the case where these are not even probability densities. To aid with the application of our
algorithm to arbitrary programs we make two transformations to our target function that leave the
solution to (3) unchanged. Firstly we take the logarithm of f to account for the anticipation that
p (Y, θ) will be tightly peaked around its modes and so that the support of our target is the full real
line, noting that p (Y, θ) is strictly positive and therefore cannot be modelled by a GP without a
transformation. Secondly we use affine transformation after each data point is observed so that the
evaluated values of log p (Y |θ) have zero mean and unit variance in the transformed space2. This
is done to adjust for the varying scaling of different problems and means that we can more sensibly
specify automatic hyperpriors on the signal and noise variances.

Algorithm 1 outlines the general procedure for BBBO which starts by sampling m0 initialization
points. This is done to prevent because typically with a few points there is insufficient information
to make well informed decisions about the optimal point to next sample and we wish to avoid the
BO algorithm attempting to do anything other than exploring the space at this time. We take as a
defaultm0 = min (1 + 4 ‖θ‖0 , 20) where ‖θ‖0 is the dimensionality of θ, but note that the user may
wish to change this depending on the intended total number of function evaluations. In general the
choice ofm0 will not be critical to the performance of the algorithm. When the prior defines bounds
corresponding to a hypercube, we use a Latin hypercube method [36] to achieve well separated
points, otherwise we resort to (potentially approximately) sampling the start points from p (θ).

Algorithm 1 BLACK-BOX BAYESIAN OPTIMIZATION

1: Inputs: pY |θ, pθ,m0

2: {θj}j=1:m0
← GENERATEINITIALSAMPLES(pθ)

3: Ẑj ← log pY |θ (θj) + log (pθ (θj)) , ∀j = 1, . . . ,m0

4: m← m0

5: while true do
6: α` ∼ p

(
α|θ1:m, Ẑ1:m

)
∀` = 1 : L . Generate samples from posterior on GP hyperparameters

7:
{
µ`m (·) , k`m (·, ·)

}
← GPTRAIN(θ1:m, Ẑ1:m, α`, pθ) ∀` = 1 : L

8: θ̂m ←
{
argmaxj=1:m

1
L
µ`m (θj)

}
. Evaluated point with best expected Z

9: am (·)← 1
L

∑
`=1:L ζ

(
· ;α`, µ`m (·) , k`m (·, ·)

)
. Integrated acquisition function

10: θm+1 ← argmaxθ am (θ) . Next point to try
11: m← m+ 1
12: Ẑm ← log pY |θ (θm) + log (pθ (θm))
13: end while
14: return θ̂m

A GP prior is used to model f and we assume a Gaussian likelihood for p(Ẑ|f (θ)) =

1
σn

√
2π

exp

(
− (Ẑ−f(θ))

2

σ2
n

)
where σn is stationary anticipated standard deviation in our noisy func-

tion evaluations that we consider to be a hyperparameter of the GP. We note that using a Gaussian
likelihood will be an approximation to the truth as even though the Ẑ are unbiased, they need not
be Gaussian distributed. It may be possible to improve upon this assumption in future work, for
example by using variance estimation of particle filters [37]. This assumption is, however, highly
convenient as it ensures that our posterior after observingm datapointsDm = {θj , Ẑj}j=1:m is also
a GP, fully defined by a posterior mean function µm (θ;α) and covariance function km (θ, θ′;α).

As we have only considered bounded optimizations with uniform prior p (θ) in our experiments,
we use a zero prior mean function for the GP. For unbounded optimizations it will be necessary
to have a prior mean function which diminishes away from a region of interest. If p (θ) is cheap
to evaluate, we suggest setting the GP prior mean to µprior (θ) = log p (θ) − c where c is set to
the Monte Carlo estimate for the mean of log p (θ) over the initialization points. If p (θ) cannot be

2In future work we intend to refine this so that this scaling is not continually updated but based on a number
of samples at the start of the process.
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evaluated cheaply we suggest using the same expression but to replace p (θ) with a moment matched
normal distribution based on the previous evaluations.

We use a Matérn- 32 kernel [29] for the covariance function

k (θ, θ′)0 = σ2
f

(
1 +

√
3 ‖θ − θ′‖2

ρ

)
exp

(
−
√

3 ‖θ − θ′‖2
ρ

)
(5)

where σf and ρ are hyperparameters corresponding to a signal standard deviation and length scale
respectively. A key feature of the Matérn- 32 kernel is that it is only once differentiable and therefore
makes relatively weak assumptions about the smoothness of f . We refer to α = {ρ, σf , σn} as the
GP hyperparameters. We intend to investigate more complicated covariance functions, such as using
multiple kernels and non isotropic length scales, in future work.

As the performance of our GP surrogate will depend strongly on α, we introduce a weakly informa-
tive, separable hyperprior p (α) = p (ρ) p (σf ) p (σn):

log10 (ρ) ∼ N

‖θ1‖0∑
d=1

log10

∆d

10
, 1 + log10 (max ∆d −min ∆d)

 (6a)

log10 (σf ) ∼ N (1, 0.5) (6b)
log10 (σn) ∼ N (−2, 2) . (6c)

For bounded optimizations, ∆d is the maximum allowable variation of θ in dimension
d as defined by the bounds. For unbounded optimizations we instead take ∆d =
3
2

(
maxj=1:m θ

d
j −minj=1:m θ

d
j

)
where θdj denotes dimension d of each sampled point θj . The

hyperprior for ρ effectively reflects the range of length scales we might reasonably expect to infer
given the limited evaluations that our algorithm expects to take. The hyperpriors for σf and σn are
based on the fact that the problem has been scaled to have unit variance which bounds the range a
sensible values for a finite number of samples.

We use the expected improvement (EI) [31] above some threshold ξ > 0 as the acquisition function
ζm (θ;α) for a single GP with a particular given α

ζm (θ;α) =

∫ ∞
µ++ξ

p (z|µm (θ;α) , σm (θ;α))
(
z − µ+ − ξ

)
dz

=

{
(µm (θ;α)− µ+ − ξ) Φ (γm (θ)) + σm (θ;α)λ (γm (θ)) , σm (θ;α) > 0

0, σm (θ;α) = 0

(7)

where σm (θ;α) =
√
kτ (θ, θ), Φ is the cumulative distribution of a unit normal, , γm (θ) =

µm(θ;α)−µ+
m−ξ

σm(θ;α) , λ is the probability density of a unit normal and µ+
m = maxj∈{1,...,τ} µm (θj).

We use Lizotte’s [38] suggestion of ξ = 0.01σf . Marginalizing over α [16, 25] with respect to its
posterior probability gives the final integrated acquisition function:

am (θ) =

∫
α

ζm (θ;α) p (α|Dm) dα. (8)

A Hamiltonian Monte Carlo (HMC) method [30] is used to sample from the GP-hyperparameter
posterior p (α|Dm). HMC was chosen because the availability of analytic derivatives of the GP
log marginal likelihood. For each iteration of the BO algorithm we use a default of 100 HMC
iterations (i.e. 100 accept / reject steps) but note that user may wish to vary this depending on how
expensive the target function is to evaluate. For each HMC iteration we use 5 leapfrog updates
and for hyperparameter κ, the step size is set to min

(
0.01σκ, 0.1/

∣∣∣∂ log p(α|Dm)
∂κ

∣∣∣) where σκ is the

standard deviation of κ under the hyperprior and
∣∣∣∂ log p(α|Dm)

∂κ

∣∣∣ is the absolute value of the derivative
of the log GP-hyperparameter posterior with respect to κ at the current point. Although we found
this worked well in practise, a more advanced HMC sampler that avoids the need to set the number
of leapfrog updates or the step size might be preferable, for example NUTS [39]. Alternatively one
could consider using slice sampling for the GP hyperparameters [40] as is employed in a number of
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other BO implementations. Note that the hyperparameter samples are discarded from one iteration
of the BO algorithm to the next.

We use a simple simulated annealing [23] algorithm for optimizing the acquisition function. A
number of annealing trajectories are simulated in parallel and heuristics used for setting the cooling
schedule, step sizes and starting point of the trajectories. These heuristics are based on preliminary
evaluations of the acquisition function at randomly sampled points. We acknowledge that the choice
of simulated annealing is unlikely to prove the most efficient and intend to investigate alternatives in
future work. Possible alternatives include DIRECT [41], which has the advantage of being parameter
free but the disadvantage that it requires the optimization to be bounded, and gradient based methods,
noting that the derivatives are analytically available.

B Extended Kalman Filter for the Pickover Chaotic Attractor

As an example application we consider the case of optimizing the transition function parameters of
an extended Kalman filter for the tracking of a chaotic attractor. Chaotic attractors present an inter-
esting case for tracking problems as, although their underlying dynamics are strictly deterministic
with bounded trajectories, neighbouring trajectories diverge exponentially3. Therefore regardless of
the available precision, a trajectory cannot be indefinitely extrapolated to within a given accuracy
and probabilistic methods such as the extended Kalman filter [43] must be incorporated [44]. From
an empirical perspective, this forms a challenging optimization problem as the target transpires to
be multi-modal, has variations at different length scales and has local minima close to the global
maximum.

Suppose we observe a noisy signal yt ∈ RK , t = 1, 2, . . . in some K dimensional observation
space which we believe has a lower dimensional latent space xt ∈ RD corresponding to a chaotic
attractor of known type but with unknown parameters. Given observations up to some time T , we
wish to performance inference over the latent space using an extended Kalman filter as defined by

x0 ∼N (µ0, σ0I) (9)
xt =A (xt−1, θ) + δt−1, δt−1 ∼ N (0, σqI) (10)
yt =Cxt + εt, εt ∼ N (0, σyI) (11)

where I is the identity matrix, C is a known K ×D matrix, µ0 is the expected starting position, and
σ0, σq and σy are all scalars which are assumed to be known. The transition function A (·, ·) is

xt,1 = sin (βxt−1,2)− cos

(
5xt−1,1

2

)
xt−1,3 (12a)

xt,2 =− sin

(
3xt−1,1

2

)
xt−1,3 − cos (ηxt−1,2) (12b)

xt,3 = sin (xt−1,1) (12c)

corresponding to a type of Pickover attractor [45] with unknown parameters θ = {β, η} which we
wish to optimize. Note that η and −η will give the same behaviour.

Data was generated for 104 time steps using the parameters of µ0 = [−0.2149,−0.0177, 0.7630]T ,
σ0 = 0.01, σq = 0.01, σy = 0.2, a fixed matrix C where K = 20 and each column was randomly
drawn from a symmetric Dirichlet distribution with parameter 0.1, and ground truth transition pa-
rameters of β = −2.3 and η = 1.25 (note that the true global optimum for finite data need not be
exactly equal to this). Our prior p (θ), corresponds to a uniform in over a bounded region such that

p (θ) =

{
1/18, if − 3 ≤ β ≤ 3 ∩ 0 ≤ η ≤ 3

0, otherwise
. (13)

3It is beyond the scope of this paper to properly introduce chaotic systems. We refer the reader to Devaney
[42] for an introduction
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