
Does any of this stuff even work?Does any of this stuff even work?  
Interpolation and the limits of uniform convergenceInterpolation and the limits of uniform convergence

CPSC 532S: Modern Statistical Learning Theory

28 March 2022

cs.ubc.ca/~dsuth/532S/22/

1

https://cs.ubc.ca/~dsuth/532S/22/


AdminAdmin
Reminder: A3 (with edited Q1) due tonight

A4 (mostly on kernels) will be posted ASAP

Just trying not to have to replace questions…

Final will be available for most of the �nals period

Optional bonus questions, to boost your assignment grade

2



AdminAdmin
Reminder: A3 (with edited Q1) due tonight

A4 (mostly on kernels) will be posted ASAP

Just trying not to have to replace questions…

Final will be available for most of the �nals period

Optional bonus questions, to boost your assignment grade

Course grade will be curved

Nobody who showed reasonable understanding will fail

(even for grad student de�nition of failing)

2



AdminAdmin
Reminder: A3 (with edited Q1) due tonight

A4 (mostly on kernels) will be posted ASAP

Just trying not to have to replace questions…

Final will be available for most of the �nals period

Optional bonus questions, to boost your assignment grade

Course grade will be curved

Nobody who showed reasonable understanding will fail

(even for grad student de�nition of failing)

Teaching evals ; due April 11th

But please read Mike Gelbart's 

 before doing any of them

Numerical scores used heavily despite 

available

Teaching evaluations: the

good, the bad, and the ugly

systematic bias
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Deep learning vs kernelsDeep learning vs kernels
We've seen some stabs at deep learning approximation,

generalization, and optimization

NTK models, all three: as width , NNs “work”

So…are NTK models (or some tweak) all we need?

Bunch of results saying no
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Roughly: there is a  with ,  s.t.

if ,

then 

and if 's init is isotropic, true for any  with 

But GD learns this (at linear rate) with  samples
4

https://proceedings.neurips.cc/paper/2017/hash/e034fb6b66aacc1d48f445ddfb08da98-Abstract.html
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Okay, �ne, NTKs aren't the (whole) answer.

What if we assume approximation and optimization are �ne?

Current generalization bounds empirically aren't tight enough,

but can we hope to prove a tighter one?

6



Remainder of today is roughly this talk I've given before:

Can Uniform Convergence Can Uniform Convergence   
Explain Interpolation Learning?Explain Interpolation Learning?

(she/her)

TTI-Chicago → UBC + Amii

based on [ ], [ ], [ ] with:

UChicago MIT → Simons → Stanford TTI-Chicago

Danica J. Sutherland

ZSS NeurIPS-20 KZSS NeurIPS-21 ZKSS 2021

Lijia Zhou Frederic Koehler Nati Srebro
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https://arxiv.org/abs/2006.05942
https://arxiv.org/abs/2106.09276
https://arxiv.org/abs/2112.04470
https://zhoulijia.github.io/
https://frkoehle.github.io/
https://home.ttic.edu/~nati/
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typically generalize poorly”

(when )

We'll call a model with  an interpolating predictor

; Zhang et al., “Rethinking generalization”, ICLR 2017
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Simons Institute

July 2019

Lots of recent theoretical work on interpolation.

[ ], [ ], [ ], [ ], 

[ ], [ ], [ ], [ ], many more…

None* bound .

Is it possible to �nd such a bound?

Can uniform convergence explain interpolation learning?

Belkin+ NeurIPS 2018 Belkin+ AISTATS 2018 Belkin+ 2019 Hastie+ 2019

Muthukumar+ JSAIT 2020 Bartlett+ PNAS 2020 Liang+ COLT 2020 Montanari+ 2019

*One exception-ish [ ]:

relates  to a surrogate predictor,

shows uniform convergence for the surrogate. 

(Also, a few things since our �rst paper.)

Negrea/Dziugaite/Roy, ICML 2020
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A more specific version of the questionA more specific version of the question
Today, we're mainly going to worry about consistency:

…in a noisy setting: 

…for Gaussian linear regression:

Is it possible to show consistency of an interpolator with

This requires tight constants!
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 controls scale of junk: 

Linear regression: 

Min-norm interpolator: 

15



As ,  ridge regression on the signal

16



As ,  ridge regression on the signal

16



As ,  ridge regression on the signal

Designed setting so that , so

16



As ,  ridge regression on the signal

Designed setting so that , so

16



As ,  ridge regression on the signal

Designed setting so that , so

16



As ,  ridge regression on the signal

Designed setting so that , so

If ,  is consistent: 

16



As ,  ridge regression on the signal

Designed setting so that , so

If ,  is consistent: 

 is consistent when  �xed, , 

16



As ,  ridge regression on the signal

Designed setting so that , so

If ,  is consistent: 

 is consistent when  �xed, , 

Could we have shown that with uniform convergence?
16



As ,  ridge regression on the signal

Designed setting so that , so

If ,  is consistent: 

 is consistent when  �xed, , 

Could we have shown that with uniform convergence?
16



A first attempt at uniform convergenceA first attempt at uniform convergence

“Default” approach: 

17



A first attempt at uniform convergenceA first attempt at uniform convergence

“Default” approach: 

17



A first attempt at uniform convergenceA first attempt at uniform convergence

“Default” approach: 

17



A first attempt at uniform convergenceA first attempt at uniform convergence

“Default” approach: 

With , get 

17



A first attempt at uniform convergenceA first attempt at uniform convergence

“Default” approach: (assuming )

With , get 

17



A first attempt at uniform convergenceA first attempt at uniform convergence

“Default” approach: (assuming )

With , get 

17



A first attempt at uniform convergenceA first attempt at uniform convergence

“Default” approach: (assuming )

With , get 

Would need …

17



A first attempt at uniform convergenceA first attempt at uniform convergence

“Default” approach: (assuming )

With , get 

Would need …

but only have 

17



A first attempt at uniform convergenceA first attempt at uniform convergence

“Default” approach: (assuming )

With , get 

Would need …

but only have 

17



No uniform convergence on norm ballsNo uniform convergence on norm balls

Theorem: In junk features with ,

18



No uniform convergence on norm ballsNo uniform convergence on norm balls

Theorem: In junk features with ,

18



No uniform convergence on norm ballsNo uniform convergence on norm balls

Theorem: In junk features with ,

18



No uniform convergence on norm ballsNo uniform convergence on norm balls

Theorem: In junk features with ,

Proof idea:

18



No uniform convergence on norm ballsNo uniform convergence on norm balls

Theorem: In junk features with ,

Proof idea:

18



No uniform convergence on norm ballsNo uniform convergence on norm balls

Theorem: In junk features with ,

Proof idea:

18



No uniform convergence on norm ballsNo uniform convergence on norm balls

Theorem: In junk features with ,

Proof idea:

18



No uniform convergence on norm ballsNo uniform convergence on norm balls

Theorem: In junk features with ,

Proof idea:

18



No uniform convergence on norm ballsNo uniform convergence on norm balls

Theorem: In junk features with ,

Proof idea:

Koltchinskii/Lounici, Bernoulli 2017
18

https://arxiv.org/abs/1405.2468/


No uniform convergence on norm ballsNo uniform convergence on norm balls

Theorem: In junk features with ,

Proof idea:

Koltchinskii/Lounici, Bernoulli 2017
18

https://arxiv.org/abs/1405.2468/


A more refined uniform convergence analysis?A more refined uniform convergence analysis?

 is no good. 

19



A more refined uniform convergence analysis?A more refined uniform convergence analysis?

 is no good. Maybe ?

19



A more refined uniform convergence analysis?A more refined uniform convergence analysis?

 is no good. Maybe ?

19

https://arxiv.org/abs/1902.04742


A more refined uniform convergence analysis?A more refined uniform convergence analysis?
Theorem (à la [ ]):

In junk features, for each , let ,

Nagarajan/Kolter, NeurIPS 2019

19

https://arxiv.org/abs/1902.04742/


A more refined uniform convergence analysis?A more refined uniform convergence analysis?
Theorem (à la [ ]):

In junk features, for each , let ,

 a natural consistent interpolator,

Natural interpolators:  doesn't change if  �ips to . Examples: 

, , , 

 with each  convex, 

Nagarajan/Kolter, NeurIPS 2019

19

https://arxiv.org/abs/1902.04742/


A more refined uniform convergence analysis?A more refined uniform convergence analysis?
Theorem (à la [ ]):

In junk features, for each , let ,

 a natural consistent interpolator,

and . 

Natural interpolators:  doesn't change if  �ips to . Examples: 

, , , 

 with each  convex, 

Nagarajan/Kolter, NeurIPS 2019

19

https://arxiv.org/abs/1902.04742/


A more refined uniform convergence analysis?A more refined uniform convergence analysis?
Theorem (à la [ ]):

In junk features, for each , let ,

 a natural consistent interpolator,

and . Then, almost surely,

Natural interpolators:  doesn't change if  �ips to . Examples: 

, , , 

 with each  convex, 

Nagarajan/Kolter, NeurIPS 2019

19

https://arxiv.org/abs/1902.04742/


A more refined uniform convergence analysis?A more refined uniform convergence analysis?
Theorem (à la [ ]):

In junk features, for each , let ,

 a natural consistent interpolator,

and . Then, almost surely,

([ ] had a very similar result for )

Natural interpolators:  doesn't change if  �ips to . Examples: 

, , , 

 with each  convex, 

Nagarajan/Kolter, NeurIPS 2019

Negrea/Dziugaite/Roy, ICML 2020
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A more refined uniform convergence analysis?A more refined uniform convergence analysis?
Theorem (à la [ ]):

In junk features, for each , let ,

 a natural consistent interpolator,

and . Then, almost surely,

Proof shows that for most , 

there's a typical predictor  (in ) 

that's good on most inputs ( ), 

but very bad on speci�cally  ( ): 

take  with  the same, but  �ipped to 

Nagarajan/Kolter, NeurIPS 2019
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One-sided uniform convergence?One-sided uniform convergence?

We don't really care about small , big …. 

Could we bound  instead of ?

Existing uniform convergence proofs are “really” about 

[ ]

If you can bound , can usually similarly bound 

Strongly expect still  for norm balls in our testbed

 instead of 

Not possible to show  is big for all

If  consistent and , use 

Nagarajan/Kolter, NeurIPS 2019

20

https://arxiv.org/abs/1902.04742/


So, what are we left with?So, what are we left with?

21



So, what are we left with?So, what are we left with?
Convergence of surrogates [ ]?Negrea/Dziugaite/Roy, ICML 2020

21

https://arxiv.org/abs/1912.04265/


So, what are we left with?So, what are we left with?
Convergence of surrogates [ ]?

Nice, but not really the same thing…

Negrea/Dziugaite/Roy, ICML 2020

21

https://arxiv.org/abs/1912.04265/


So, what are we left with?So, what are we left with?
Convergence of surrogates [ ]?

Nice, but not really the same thing…

Only do analyses based on e.g. exact form of ?

Negrea/Dziugaite/Roy, ICML 2020

21

https://arxiv.org/abs/1912.04265/


So, what are we left with?So, what are we left with?
Convergence of surrogates [ ]?

Nice, but not really the same thing…

Only do analyses based on e.g. exact form of ?

We'd like to keep good things about uniform convergence:

Apply to more than just one speci�c predictor

Tell us more about “why” things generalize

Easier to apply without a nice closed form

Negrea/Dziugaite/Roy, ICML 2020

21

https://arxiv.org/abs/1912.04265/


So, what are we left with?So, what are we left with?
Convergence of surrogates [ ]?

Nice, but not really the same thing…

Only do analyses based on e.g. exact form of ?

We'd like to keep good things about uniform convergence:

Apply to more than just one speci�c predictor

Tell us more about “why” things generalize

Easier to apply without a nice closed form

Or…

Negrea/Dziugaite/Roy, ICML 2020
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A broader view of uniform convergenceA broader view of uniform convergence

So far, used 

But we only care about interpolators. How about

Is this “uniform convergence”?

It's the standard notion for realizable ( ) analyses…

Used at least since [ ] and [ ]

From [ ]:

Vapnik 1982 Valiant 1984

Devroye/Györ�/Lugosi 1996

22
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What does  look like?
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Intersection of -ball with -hyperplane:
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Conjecture holds for Gaussian linear regressionConjecture holds for Gaussian linear regression

For Gaussian linear regression, with general compact , 

ignoring lower-order terms, we show w.h.p. that for all ,

Proof very speci�c to Gaussian , pretty speci�c to linear models 

(but should work with sub-Gaussian noise) 

(extension beyond square loss is ongoing)
25
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Junk features setting: very stylized but “kind of like” deep learning

 is consistent, but usual uniform convergence can't show that

Uniform convergence over norm ball shows nothing

Uniform convergence of interpolators does work

Together with new analysis of ,

~matches previously known (nearly necessary) su�cient conditions

Shows low norm is su�cient for interpolation learning

Also apply to min-  interpolator [ ]

and two-layer random feature networks [ ]

Optimistic rates cover that theory, but also cover near-interpolators

Some non-square losses, but (so far) very speci�c to Gaussian data

Moving forward:

“Plain” uniform convergence: maybe unlikely for realistic-ish NNs

Uniform convergence of interpolators / optimistic rates might work!

Or maybe  type bounds…but unclear how

Wang/Donhauser/Yang AISTATS-22

Yang/Bai/Mei ICML-21
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