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Admin

• Hybrid mode starts next week, in DMP 101

• Office hours still online-only this week 

 

• A2 is up, due next Friday night

• Groups of up to three, allowed separate per question

• If you don’t have a group and want one, post on Piazza  

• A1 grading: hopefully done this week  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An analogy about MDL
• Minimum description length says to pick argminh∈ℋ LS(h) + f(|h|, n, δ)
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Models of learnability
For fixed , binary classifiers, as :ℋ n → ∞
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S∼%n (L%(A(S)) ≤ L%(h) + ε) ≥ 1 − δ
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if it is consistent wrt  for the set of all distributions on 
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Memorization
• A silly learning algorithm:
• To train: just save S = ((x1, y1), …, (xn, yn))
• To predict on : if , return , else return 0 x x = xi yi

• This is universally consistent for binary 0-1 loss wrt the set of all binary predictors, if 
 is countable-
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• Example of countable : , the set of binary strings of any length- {0,1}*
• Proof: SSBD exercise 6.6 

• Making an inconsistent algorithm  consistent:A
• To train: save  and learn S = ((x1, y1), …, (xn, yn)) h = A(S)
• To predict on : if , return , else return x x = xi yi h(x)

• Even so, can be interesting to compare  for different sub-classes of nCON
ℋ %
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Is memorizing your lunch enough?
• Memorize is universally consistent w.r.t. all binary predictors for countable 

• Implies: for any pattern and , eventually we will learn that pattern

• But how many examples you need depends on nature’s underlying pattern  

 

• No free lunch says: 
 
For any algorithm 
and any training set size , 
there is a  where the algorithm fails  
(when using  samples)

-
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n
%

n

7



Is memorizing your lunch enough?
• Memorize is universally consistent w.r.t. all binary predictors for countable 

• Implies: for any pattern and , eventually we will learn that pattern

• But how many examples you need depends on nature’s underlying pattern  

 

• No free lunch says: 
 
For any algorithm 
and any training set size , 
there is a  where the algorithm fails  
(when using  samples)

-
%

n
%

n

7



Goals of studying learnability
• How good is my particular learned ?

• Usual best answer (next, today): check a validation set  

h

8



Goals of studying learnability
• How good is my particular learned ?

• Usual best answer (next, today): check a validation set  

h

• How many samples will I need to be as good as anything in ?

• PAC-type bounds can give good (if conservative) answers

• Nonuniform learning, consistency don’t, since we don’t know  

ℋ

h*

8



Goals of studying learnability
• How good is my particular learned ?

• Usual best answer (next, today): check a validation set  

h

• How many samples will I need to be as good as anything in ?

• PAC-type bounds can give good (if conservative) answers

• Nonuniform learning, consistency don’t, since we don’t know  

ℋ

h*

• What’s learnable, and what’s inherently hard to learn? What principles work?

• PAC-type bounds can be more informative

• Plain “consistent or not” doesn’t say much 

8
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• How good is my particular learned ?

• Usual best answer (next, today): check a validation set  

h

• How many samples will I need to be as good as anything in ?

• PAC-type bounds can give good (if conservative) answers

• Nonuniform learning, consistency don’t, since we don’t know  

ℋ

h*

• What’s learnable, and what’s inherently hard to learn? What principles work?

• PAC-type bounds can be more informative

• Plain “consistent or not” doesn’t say much 

• Lots of work (unlike SSBD) ask about learning given some assumptions on 

• Of SSBD’s models of learning, only consistency really allows this

%
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(pause)
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from jotterbach.github.io

Model selection in practice
• Say we want to fit a decision tree, 

and are not sure how deep we should let it be

• Last time: pick  as depth-  trees, run SRM

• But still need to pick weights…

• MDL is one way

• Not always best

• Bounds can be conservative

• Not always computationally feasible 

• What if we want to fit 
either a decision tree  
or a linear classifier 
or a neural network 
or…?

ℋk k
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The CPSC 340 solution 
(i.e., what people actually do)
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LV(h)
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The CPSC 340 solution 
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ĥ1 = ERMℋ1
(S)

ĥ2 = ERMℋ2
(S)

ĥ3 = ERMℋ3
(S)

ĥ20 = ERMℋ20
(S)

k = argmink LV(ĥk)

ĥ = ERMℋk
(S)

or just take argmink ĥk
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The CPSC 340 solution 
(i.e., what people actually do)
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(all of )ℋ

just {ĥ1, ĥ2, …, ĥ20}
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 shrinks with inf
h∈ℋ

LS(h) ℋ

here  is constantL%(h)

so  growssup L%(h) − LS(h)
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(i.e., what people actually do)
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The CPSC 340 thought process



Hold-out set accuracy, quantitatively

• If  is independent of choosing , for loss in , immediately have  

      

V h [0,B]
LV(h) − L%(h) ≤ B 1

2|V| log 2
δ

• No dependence on , , etc; doesn’t matter how we picked  ℋ A h
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• If  is independent of choosing , for loss in , immediately have  

      

V h [0,B]
LV(h) − L%(h) ≤ B 1

2|V| log 2
δ

• No dependence on , , etc; doesn’t matter how we picked  ℋ A h

• Find  based on a set . For an independent , 

     

ℋ̂ = {ĥ1, …, ĥ|ℋ̂|} S V

LV(h) − L%(h) ≤ B 1
2|V| log 2|ℋ̂|

δ
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Validation set vs SRM
• Say we have  and 

• Decompose  into ; consider SRM with weights 

•  takes  

• Can show (MRT prop 4.3: union bound + Hoeffding) that



• Implies (MRT thm 4.4) 



• i.e. not too much worse than SRM with part of the data

|S| = n |V| = m
ℋ ℋ1 ∪ ℋ2 ∪ ⋯ 6/(π2k2)

Val(S1) argminh∈{ERMℋk(S)} LV(h)

L%(ERMℋk
(S)) − LV(ERMℋk

(S)) ≤ 1
2m log 4

δ + 1
m log k

L%(Val(S, V)) − L%(SRM(S)) ≤ 2 1
m log max(kVal(S,V), kSRM(S)) + 2 1

2m log 4
δ
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We’ll come back to analyze cross-validation soon (based on stability analyses)



Summary
• Models of learnability

• Realizable PAC, Agnostic PAC

• Nonuniform learning

• Consistency

• Silly to talk about whether consistent or not,  

but comparing sample complexities makes sense 

• Picking models in practice

• Validation sets

• Simple bounds based on how many times you look at the val set

• Hoeffding + union bound


• Can prove: not too much worse than SRM (which ignores the val set)

• More practical than SRM, usually

22



Massart’s lemma: for , if ,     ! ⊂ ℝn max
a∈!

∥a∥ ≤ r 'σ[ max
a∈!

1
n σ⊤a] ≤ 1

n r 2 log|!|

18

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User


