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Last time

Transformers: process sequences with self-attention layers and independent MLPs

x1 x2 x3 x4 x5 x6

z1 z2 z3 z4 z5 z6

u1 u2 u3 u4 u5 u6

Just stack a bunch of these together (+ tricks)
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Training Transformers

Scale the basic Transformer architecture (plus some tricks) to be huge

AlexNet (2012): 60 million parameters
ResNet-50 (2015): 25 million parameters
BERT: 110 million parameters

ModernBERT: 150 or 400 million parameters

GPT-2: 1.5 billion parameters
GPT-3: 175 billion parameters
GPT-4: 1.8 trillion parameters (mixture of experts)

BERT-type (encoder-only) models: loss mostly masked language modeling

Replace 15% of tokens by [MASK]

Predict which token they should be

GPT-type (decoder-only) models: loss mostly next-token prediction

What token should come next in the language sequence?
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What to train it on?

https://arxiv.org/abs/2101.00027
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Progress in language modeling

Two-character Markov chain model of English (Shannon, 1948)

https://www.scientificamerican.com/article/a-random-walk-through-the-english-language/

RNN model: became Sutskever et al., “Generating Text with RNNs,” ICML 2011

GPT-2 (2019)
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Worth noting: memorization

LLMs absolutely memorize text
that they’ve been trained on

How representative of this is
“normal” use case?

There are technical routes to
avoid memorization (mostly
differential privacy), but we still
haven’t figured out how to get a
useful private model at scale

https://x.com/paul_cal/status/1740773165205479435
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Less-direct memorization
Training data is so huge that it’s easy to trick yourself
Often when “Our AI model aces X test!” it fails next year’s exam
Example of friend telling me about DeepSeek reproducing a neat proof

We’ll talk more about these kinds of issues soon
First: what is this process of “language modeling” really doing?

7 / 26



Outline

1 Pre-training and representation learning
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BERT-type models
Typical usage for encoder-only models:

Train to do masked language modeling on lots of text
Use learned representations as features for the problem you actually care about

For example, transformers.BertForSequenceClassification:

Take per-token features that were input to language modeling task
Take their mean over the sentence/document/. . .
Train a linear classifier from these features to whatever label

Or train a different per-word, per-sentence, . . . task

Compare to: learning a spam detector (or whatever) from scratch

Everything in the model can be absolutely geared to detecting spam!
. . . but also you have to learn language from scratch

Here, masked language modeling is a pretext task to help learn good features

The downstream task is hopefully easier with good features!
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Another pretext task: autoencoders

PCA, also known as a linear autoencoder:

min
linear f,g

n∑
i=1

∥x(i) − g
(
f
(
x(i)

))
∥2

Train to reproduce the input data
We don’t usually care about reproducing the input data

Nonlinear “plain” autoencoders: exactly the same idea

min
ϕ,θ

n∑
i=1

∥x(i) − gθ

(
fϕ

(
x(i)

))
∥2

VAEs: can view as randomized, regularized version of plain autoencoders

Or as a fancy “continuous” version of clustering: same idea
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Denoising autoencoders

If f , g are too powerful, min
ϕ,θ

n∑
i=1

∥x(i) − gθ

(
fϕ

(
x(i)

))
∥2 can become trivial

Alternative: learn to remove noise from inputs

https://www.pyimagesearch.com/2020/02/24/denoising-autoencoders-with-keras-tensorflow-and-deep-learning/

Easy to get a lot of data!
Interesting pretext task
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Pretext tasks in vision: relative patch prediction

https://arxiv.org/abs/1505.05192 12 / 26
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Pretext tasks in vision: jigsaw puzzles

https://arxiv.org/abs/1603.09246
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Pretext tasks in vision: colourization

https://arxiv.org/abs/1603.08511
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Don’t get too excited about colourization

https://www.youtube.com/watch?v=Xn36bUkSHVY 15 / 26
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Pretext tasks in vision: contrastive learning

https://arxiv.org/abs/2004.11362 16 / 26
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Pretext tasks in vision: contrastive learning

https://arxiv.org/abs/2002.05709
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Pretext tasks in vision: contrastive learning

Contrastive loss as in SimCLR:

ℓi,j = − log
exp(z(i) · z(j)/τ)∑
k ̸=i exp(z

(i) · z(k)/τ)

for ∥z(i)∥ = 1, τ a constant temperature

“Does zj look most like zi out of the batch?”

Construct a batch of two transforms of each of
a bunch of images

https://arxiv.org/abs/2002.05709
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What contrastive loss does

https://arxiv.org/abs/2005.10242
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Contrastive loss: easy to adapt to other settings

https://arxiv.org/abs/2010.13902
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Challenges in contrastive learning

https://proceedings.mlr.press/v137/mitrovic20a/mitrovic20a.pdf
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Information-theoretic view of contrastive learning

Can motivate SimCLR-type loss through mutual information

Minimizing the SimCLR loss maximizes (a bound on) MI
(
f(X(1)), f(X(2))

)
where X(1) and X(2) are two transformations of the same source image

Mutual information measures dependence between two random variables

MI(X,Y ) = KL(p(x, y) ∥ p(x)p(y)) = E
X,Y

[
log

p(X,Y )

p(X)p(Y )

]
Zero if and only if X ⊥⊥ Y

Invariant to invertible transformations of the variables

Problem: any invertible f has same mutual information,
but can have vastly different downstream “usefulness”!
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So why does contrastive learning work?

Possibility: in a SimCLR-type architecture, we don’t actually maximize the MI
The InfoNCE lower bound on MI that we maximize depends on geometry
. . . and particularly the same linear geometry we use for fine-tuning
SimCLR has close connections to a kernel method :)

https://arxiv.org/abs/2106.08320
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Reminder

https://www.inference.vc/maximum-likelihood-for-representation-learning-2/
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Pretext learning is hard in general!

True for getting a “useful representation” out of ELBO maximization

Also true for getting a “useful representation” out of contrastive learning/. . .

Same thing is true for turning large language models into chatbots! (More next
time)
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Multimodal contrastive learning: CLIP

https://arxiv.org/abs/2103.00020
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