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Previously: ImageNet Competition and CNNs 
• ImageNet: Millions of labeled images, 1000 object classes.
– Led to popularization of CNNs and deep learning across computer vision.
– Led to many insights about how to train CNNs and construct architectures.

• ImageNet + CNNs is arguably most influential computer vision work of all time.

https://www.youtube.com/watch?v=40riCqvRoMs
http://www.themtank.org/a-year-in-computer-vision



Are CNNs learning something sensible?
• Recall that deep learning and CNNs are

motivated by ideas about human vision.
– First layers detect simple features like

Gaussians, Gabors, Laplacian of Gaussian.
– Later layers detect more complicated 

features like corners, repeating patterns.
– Deeper layers starts to recognize complex

parts of objects.
– Deepest layers recognize full object

concepts.
• Is this what trained CNNs actually do? 

https://en.wikibooks.org/wiki/Sensory_Systems/Visual_Signal_Processing
http://fortune.com/ai-artificial-intelligence-deep-machine-learning/



Are CNNs learning something sensible?
• Filters learned by first layer of original AlexNet (first CNN winner):

• Many other models give similar results (but often only first layer).
http://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf



Are CNNs learning something sensible?
• It’s harder to visualize what is learned in other layers.
– Approach 1:

• Search for training data image patches
that maximally-activates a filter.

• Then try to reason about what the filter is doing.

– Approach 2:
• Apply deconvolution network

to these patches to try to 
“reverse” the operations.

• Uses transposed convolutions
and unpooling to visualize
“what activated the filter”.

https://arxiv.org/pdf/1311.2901v3.pdf
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Are CNNs learning something sensible?
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Are CNNs learning something sensible?
• We can look at how prediction changes if we hide part of image:

http://cs231n.github.io/understanding-cnn/



Mission Accomplished?
• For speech recognition and object detection:
– No non-deep methods have ever given the current level of performance.
– Deep models continue to improve performance on these and related tasks.

• Though we don’t know how to scale up other universal approximators.

– There might be some overfitting to popular datasets like ImageNet.
• Recent work showed accuracy drop of 11-14% by using a different ImageNet test set

…but amount of overfitting didn’t seem to increase over time
one reasonable explanation is that the new test set is just harder

• CNNs are making their way into products.
– Face/person recognition (FaceID, camera auto-focus, creepy police stuff).
– Car recognition in vehicles (key component of e.g. Tesla Autopilot).
– …



• We’re still missing a lot of theory and understanding deep learning.

• “Good CS expert says: Most firms that think they want advanced AI/ML 
really just need linear regression on cleaned-up data.”

Mission Accomplished?

12http://www.argmin.net/2017/12/05/kitchen-sinks/

http://www.overcomingbias.com/2016/12/this-ai-boom-will-also-bust.html
http://www.overcomingbias.com/2016/12/this-ai-boom-will-also-bust.html


• Despite high level of abstraction, deep CNNs are easily fooled:
– What happens when you give a weird input to a CNN?

Mission Accomplished?

http://arxiv.org/pdf/1608.01745v1.pdf



• Despite high-level of abstraction, deep CNNs are easily fooled:
– What happens when you give a weird input to a CNN?

• Recent work: imperceptible noise that changes the predicted label.
– “Adversarial examples” (can change to any other label).

Mission Accomplished?

14https://arxiv.org/pdf/1412.6572.pdf, https://blog.openai.com/adversarial-example-research/; https://github.com/anishathalye/obfuscated-gradients



• Can you repaint a stop sign and fool self-driving cars?

Mission Accomplished?

15https://arxiv.org/pdf/1712.09665.pdf



• Those adversarial attacks were a few years old
• Are recent more complex, multimodal methods better?

Mission Accomplished?

16https://openai.com/blog/multimodal-neurons/



Mission Accomplished?
• Are the networks understanding the fundamental concepts?
– Is being “surrounded by green” part of the definition of cow?
– Do we need to have examples of cows in different environments?

• Kids don’t need this.

• Image colourization:

https://www.onegreenplanet.org/news/cows-enjoy-the-beach/
https://mathwithbaddrawings.com/2017/10/18/5-ways-to-troll-your-neural-network/



Mission Accomplished?
• CNNs may not be learning what you think they are.
– CNN for diagnosing enlarged heart:

• Higher values mean more likely to be enlarged:

– CNN says “portable” protocol is predictive:
• But they are probably getting a “portable” 

scan because they’re too sick to go the hospital.

– CNN was biased by the scanning protocol.
• Learns the scans that more-sick patients get.
• This is not what we want in a medical test.

https://medium.com/@jrzech/what-are-radiological-deep-learning-models-actually-learning-f97a546c5b98



• Related: does the prediction change real-world outcomes?
– Are you just annoying the highly-paid doctor or paying for nothing?



Racially-Biased Algorithms?
• Major issue: are we learning representations with harmful biases?

– Biases could come from data (if data only has certain groups in certain situations).
– Biases could come from labels (always using label of “ball” for certain sports).
– Biases could come from learning method (model predicts “basketball” for Black people 

more often than images of Black people are labeled “basketball” in training).

– This is a major problem/issue when deploying these systems.
• For example, “repeat-offender prediction” that reinforces racial biases in arrest patterns.

https://arxiv.org/pdf/1711.11443.pdf



Racially-Biased Algorithms?
• Results on image super-resolution (upscaling) method:

https://www.theverge.com/21298762/face-depixelizer-ai-machine-learning-tool-pulse-stylegan-obama-bias

• Sometimes these issues can be reduced by careful data collection.
– Might help to train on a more diverse group.
– Sometimes you can’t collect unbiased data.

• Nobody hard-coded “prefer white people”, but the model does “prefer” 
collapsing to most common group it was trained on.



Sexist Algorithms?
• Hungarian has gender neutral pronouns.

– Google assigns a gender based on frequencies in training set:

• Amazon’s hiring algorithm penalized candidates with “woman/women” in application.
– Another correlation/causation issue: “most engineers at Amazon are men, engineers should be men?”

• Maybe we’ll eventually fix issues like this.
– Until we do, probably we should not use machine learning in some applications.

https://twitter.com/doravargha/status/1373211762108076034



https://www.youtube.com/watch?v=GOn3-P6KZ9E



Computational Fairness Techniques
• Bunch of work over the past ~5 years on computational fairness;

different notions of “what does fair mean” and how to achieve them

• We might talk about some later; new course DSCI 430 



Limits of Computational Fairness Techniques
• Bunch of work over the past ~5 years on computational fairness;

different notions of “what does fair mean” and how to achieve them
– Some fundamental incompatibilities between properties you’d like

• Usually depend on knowing (or predicting…) the attributes
• Often fail at intersectionality
– “I’d like to be unbiased w.r.t. race, and w.r.t. gender”
– “Okay: accept most white women and Black men,

reject most white men and Black women”

• Often require fixed, discrete categories (like the example above…)
• …



• From “How to Recognize AI Snake Oil”.

https://www.cs.princeton.edu/~arvindn/talks/MIT-STS-AI-snakeoil.pdf


Some Issues with Algorithms for Social Prediction
• Does fighting over-fitting give bad predictions on sub-groups?

– If you have 99% “Group A” in your dataset, 
model can do well on average by only focusing on Group A.
• Treat the other 1% as outliers.

– Does “not trying to overfit” mean we perform badly on some groups?
– Can we discover what groups exist in our dataset?

• What if all institutions use the same algorithm?
– You apply for jobs everywhere, and are always rejected by the algorithm?

• Even though you may be arbitrarily-close to the decision threshold.

• Fixing various societal problems with using ML algorithms:
– Hot research topic at the moment (good thesis or course project topic).
– We do not currently have nice “solutions” for these issues.

• Try to think of potential confounding factors, and consider whether ML is not appropriate.



Energy Costs
• Current methods require:
– A lot of data.
– A lot of time to train.
– Many training runs to do hyper-parameter optimization.

• Recent paper regarding recent deep language models:
– Entire training procedure for “Transformer (big)” emits 5 times more CO2

than lifetime emission of a car, including making the car.
• PaLM, LAMDA, GPT-3  final training runs used ~100,000x as much 

compute as “Transformer (big).”
– Estimated it would cost you ~US$20 million to retrain PaLM

(if you had the data and code)

https://arxiv.org/abs/1906.02243
https://blog.heim.xyz/palm-training-cost/


Large Language Models
• GPT-3, similar models are trained on big swaths of the internet
• Lots of the internet is a nasty place.

• Can try to filter some of that out, but that can easily go wrong too
– Banned words from one major model include

“sex”/“sexuality”/etc, “twink” (lots of queer content)
“bastard” (lots of Game of Thrones content)
“Lolita” (lots of literary / film content)

https://twitter.com/willie_agnew/status/1350551463718621184?s=20


Training data
• Heavy internet contributors a very biased portion of English speakers
– GPT filtered by Reddit links: heavily male, young, Western user bias

• “Toxicity” detectors’ mistakes are often contextually biased:
– “White’s attack on Black is brutal. White is stomping all over Black’s defenses. 

The Black King is gonna fall. . .” (paper)
– Detectors much more likely to misidentify

African-American English as offensive (paper)

• Trained by Kenyan/Ugandan/Indian workers
making ≤ $2/hour
“That was torture,” he said. “You will read a number of statements like that all through the week. By the 
time it gets to Friday, you are disturbed from thinking through that picture.”

https://arxiv.org/abs/2011.10280
https://aclanthology.org/P19-1163.pdf
https://time.com/6247678/openai-chatgpt-kenya-workers/


ChatGPT/etc: curated language modeling
• Added “instructions” to dataset:
– Examples like “Please summarize this text: [text], [summary]”

• Added more examples with code, and descriptions of that code
– “Write a Python function to […]: [code]”

• These two add/enhance grounding for the language model

• Reinforcement learning from human feedback
– Example dialogues between a human and an “AI”
– Shows it “how to behave” and to “remember” things within a conversation

Some thoughts from Yoav Goldberg (Jan. 2023)

https://gist.github.com/yoavg/59d174608e92e845c8994ac2e234c8a9


https://twitter.com/AndrewYNg/status/1600284752258686976



Chain of Thought prompting

https://twitter.com/doravargha/status/1373211762108076034



https://twitter.com/remoteli_io/status/1570558417101635585; https://twitter.com/remoteli_io/status/1570547034159042560



https://twitter.com/kliu128/status/1623472922374574080



https://twitter.com/soldni/status/1617993864241123328?s=20

paper: On the Harms of Gender Exclusivity 
and Challenges in Non-Binary 
Representation in Language Technologies

https://arxiv.org/abs/2108.12084
https://arxiv.org/abs/2108.12084
https://arxiv.org/abs/2108.12084




https://twitter.com/ruchowdh/status/1625831311846871040



https://twitter.com/MovingToTheSun/status/1625156575202537474/
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https://twitter.com/beyonddigiskies/status/1625272928341463041



https://twitter.com/GazTheJourno/status/1625889483664113664


