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Setup
◦ Algorithms i = 1, ..., n

◦ Input instances j = 1, 2, 3, ...

◦ Tij , runtime of i on j

◦ u(Tij ) ∈ [0, 1] , utility from running i on j

◦ Fi(t) := Prj (Tij ≤ t), runtime CDF
◦ Ui := Ej [u(Tij )], expected utility
◦ ∆i := maxi′ Ui′ − Ui , optimality gap

Objective
◦ Find algorithm i∗ with small optimality gap.
◦ Existing procedures optimize runtime.
◦ Our procedure optimizes utility.

Utility Function Examples

Generic Procedure
◦ Repeat...

1 Choose an algorithm i.
2 Run i on an input j for up to κ seconds.

◦ ... until stopping condition reached.

The first algorithm con-
figuration procedure to
optimize utility instead
of runtime.

An anytime procedure that requires minimal
parameter-setting from the user.

Comes with non-trivial, input-dependent
theoretical guarantees that improve with time.

Scan for full paper.
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Error from Sampling
◦ Classic result from Bandits literature [2,3].
◦ Sampling introduces estimation error.
◦ Necessary and sufficient to take enough sam-

ples m that:√
logterm

m
≤ max{∆i, ϵ}

◦ Intuition: a large enough sample will be repre-
sentative of the true mean

Error from Capping
◦ New, input-dependent result.
◦ Capping introduces error by censoring observa-

tions.
◦ Necessary and sufficient to take samples at a

captime κi large enough that:
u(κi)(1 − Fi(κi)) ≤ ∆i + ϵ

◦ Intuition: we don’t need to know about the tail
if it contributes very little to expected utility.

Utilitarian Procrastination
◦ Anytime, adaptive procedure.
◦ Input-dependent bounds: m and κi only need

to be large enough that:√
logterm

m
+ u(κi)(1 − Fi(κi)) ≤ max{∆i, ϵ}


