CS 544
Experimental Design

What is experimental design?

What is an experimental hypothesis?
How do | plan an experiment?

Why are statistics used?

What are the important statistical methods?
|

Acknowledgement: Some of the material in this lecture is based on material prepared for similar courses by
Saul Greenberg (University of Calgary)

Quantitative methods

1. User performance data collection
- datais collected on system use

e frequency of request for on-line |
- what did people ask for help with?

L e frequency of use of different parts of the system
descriptive — why are parts of system unused?
statistics
e number of errors and where they occurred
-~ why does an error occur repeatedly?

e time it takes to complete some operation
- what tasks take longer than expected?

- collect heaps of data in the hope that something interesting
shows up

- often difficult to sift through data unless specific aspects are
targeted (as in list above?

3
uantitative ways to evaluate o
Q y Quantitative methods ...
systems
e Quantitative: 2. Contrql_led expgrimgnts
_ precise measurement, numerical values The tra(jltl(t:?ngl tsmentlflc method
- reductionis
- bounds on how correct our statements are e clear convincing result on specific issues
- InHCI:
° Methods e insights into cqgnitive process, human performange limitations, ...
. e allows comparison of systems, fine-tuning of details ...
- Controlled Experiments Strives for
- Statistical Analysis - lucid and testable hypothesis (usually a causal inference)
- quantitative measurement
- measure of confidence in results obtained (inferencial
e Measures statistics)
_ Objective: user performance (speed & accuracy) - replicability of experiment
s . . - control of variables and conditions
- Subjective: user satisfaction _ removal of experimenter bias
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The experimental method

a) Begin with a lucid, testable hypothesis
- Example 1:

H,: there is no difference in the number of cavities in children
and teenagers using crest and no-teeth toothpaste

H,: children and teenagers using crest toothpaste have fewer
cavities than those who use no-teeth toothpaste

The experimental method

b) Explicitly state the independent variables that are to be
altered

Independent variables
- the things you control (independent of how a subject behaves)
- two different kinds:
1. treatment manipulated (can establish cause/effect, true experiment)
2. subject individual differences (can never fully establish cause/effect)

in toothpaste experiment
- toothpaste type: uses Crest or No-teeth toothpaste
- age: <= 12 years or >12 years

in menu experiment
-~ menu type: pop-up or pull-down
- menulength: 3, 6,9, 12, 15
- expertise: expert or novice

The experimental method

a) Begin with a lucid, testable hypothesis
- Example 2:

Hy: there is no difference in user performance (time and error
rate) when selecting a single item from a pop-up or a pull
down menu, regardless of the subject’s previous expertise in
using a mouse or using the different menu types

1
File Edit  View Insert
E!e‘ > New
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The experimental method

c) Carefully choose the dependent variables that will be
measured

Dependent variables
- variables dependent on the subject’s behaviour / reaction to
the independent variable

in toothpaste experiment
— number of cavities
- frequency of brushing

in menu experiment
- time to select an item
- selection errors made




The experimental method The experimental method

d) Judiciously select and assign subjects to groups f) Apply statistical methods to data analysis
- Confidence level: the confidence that your conclusion is correct

e “The hypothesis that mouse experience makes no difference

Ways of controlling subject variability is rejected at the .05 level” (i.e., null hypothesis rejected)

- recognize classes and make them and independent variable

- minimize unaccounted anomalies in subject group
superstars versus poor performers

- use reasonable number of subjects and random assignment

Novice Expert

e means:
- a95% chance that your finding is correct
- a 5% chance you are wrong (o = .05)

g) Interpret your results
- what you believe the results mean, and their implications

- yes, there can be a subjective component to quantitative
analysis
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The experimental method...

e) Control for biasing factors
- unbiased instructions + experimental protocols
prepare ahead of time
- double-blind experiments, ...

Now you get to do the
pop-up menus. | think
you will really like them...
| designed them myself!

The Planning Flowchart

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5
Problem Planning Conduct Analysis Interpret-
definition research ation
y--—feedback — o
= research define = pilot data interpretation
jdea variables testing reductions
literature J generalization
review st
controls data statistics reporting
collection
statement of appgratus hylzz‘[?ne Sis
]
problem
procfdures
hypothesis
development select
subjects
experimental
design
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Statistical Analysis

e What s a statistic?
- anumber that describes a sample

- sample is a subset (hopefully representative) of the population
we are interested in understanding

e Statistics are calculations that tell us
- mathematical attributes about our data sets (sample)
e mean, amount of variance, ...
- how data sets relate to each other
e whether we are “sampling” from the same or different populations

- the probability that our claims are correct
e “statistical significance”
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Example:

Is there a significant difference 3
between the means?

mean = 4.5

2

Count

1

Condition one: 3,4, 4,4,5,5,5,6

3 4 5 6 7
Condition 1

mean=55

Count

Condition two: 4, 4,5, 5,6,6,7,7

3 4 5
Condition 2
15
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Example: Differences between means

e Given: two data sets measuring a condition
- eg height difference of males and females,
time to select an item from different menu styles

e Question:

- is the difference between the means of the data
statistically significant?

e Null hypothesis:
- there is no difference between the two means

- statistical analysis can only reject the hypothesis at
a certain level of confidence

- we never actually prove the hypothesis true

The problem with visual inspection
of data

e There is almost always variation in the collected data
e Differences between data sets may be due to:
- normal variation

e eg two sets of ten tosses with different but fair dice

- differences between data and means are accountable by expected
variation

- real differences between data

e eg two sets of ten tosses with loaded dice and fair dice

- differences between data and means are not accountable by
expected variation
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T-test

A statistical test

Allows one to say something about differences between
means at a certain confidence level

Null hypothesis of the T-test:
e no difference exists between the means

Possible results:
- | am 95% sure that null hypothesis is rejected
e there is probably a true difference between the means

- | cannot reject the null hypothesis
e the means are likely the same

T-tests

e Assumptions of t-tests
- data points of each sample are normally distributed
e but t-test very robust in practice A /\
- sample variances are equal
e t-test reasonably robust for differing variances
e deserves consideration

- individual observations of data points in sample are
independent
e must be adhered to

e Significance level
- decide upon the level before you do the test!
- typically stated at the .05 or .01 level

17 19
Different types of T-tests Two-tailed unpaired T-test
Comparing two sets of independent observations ® 1 number of data points in the one sample (N = n, + n,)
e usually different subjects in each group (number may differ as well)
Condition 1 Condition 2 e 2X: sum of all data points in one sample
S1-S20 S21-43 e X: mean of data points in sample
Paired observations e  X(X?): sum of squares of data points in sample
5. ) - . o
e usually single group studied under separate experimental conditions ° S . un?lased estimate of population variation
e data points of one subject are treated as a pair ° Lft razo  freed )
Condition 1 Condition 2 ° = degrees of freedom =n, + N, — | F
How to maximize t? |
S$1-S20 S1-S20 e Formulas o 0 ma e
Non-directional vs directional alternatives Z(X 2 (= XI)Z *Z(X EN = XZ)Z X_Y
e non-directional (two-tailed) 2 1’ n ' 2 n t= 2
- no expectation that the direction of difference matters S = 1 2 SZ 52
e directional (one-tailed) n1+ n 2_2 e
- Only interested if the mean of a given condition is greater than the other n nz
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Critical values for unpaired two-tailed test

df .10 .05 01 df 10 .05 01

2 292 430  9.92 16 175 212 292

3 235 318 584 18 173 210 288

4 213 278 460 20 172 209 284

5 202 257 403 22 172 207 282
24 171 206 280

6 194 245 371

7 189 236 350

8 186 231 335 |[Critical value (threshold) that t

9 183 226 325 it :

10 181 293 317 s'fat|§t_|c much reach to achieve

significance.

11 180 220 311

12 178 218 305 | How does critical value change

13 177 216 301 .

14 176 214 298 |basedon dfand confidence

15 175 213 295 |level?

Example Calculation

Step 2. Calculating t t — —

R .
V5w, v 54w,

a¢5-55
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.
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“

Step 3: Looking up critical value of t
+ Use table for two-tailed t-test, at p=.05, df=14
« critical value = 2.145
+ because t=1.871 < 2.145, there is no significant difference
« therefore, we cannot reject the null hypothesis
i.e., reject that there is no difference between the means
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Example Calculation Two-tailed Unpaired T-test
X,=34445556 Hypothesis: there is no significant difference Condition one: 3, 4, 4, 4, 5, 5,5, 6
X,=44556677 between the means at the .05 level Conditiontwo: 4. 4. 5.5, 6,6.7. 7 What _the results would
Step 1. Calculating s? | X look like from output
in stats software.
N3 8
&% 3e LE | Unpaired t-test
> 45 55 ;. Prob. (2-tail):
PIOMLY w 14 -1.871 0824
T
(z;f‘ HII“ 136 Group: Count: Mean: Std. Dev.: Std. Error:
ot = S -EY, ExR-lEX S one 8 45 926 327
W, Ny =T two 8 55 1.195 423
= 1ef - st + 283 - 1B
: < How does the outcome change
i ?
1429 for a confidence level of 0.107
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Choice of significance levels and
two types of errors

e Type | error: reject the null hypothesis when it is, in fact, true (o0 =
.05)
e Type Il error: accept the null hypothesis when it is, in fact, false (B)

H, True H, False
Reject H, a (Type lerror) | 1 - B (Power)
Not Reject Hy 1-a B (Type Il error)

e Effects of levels of significance
- very high confidence level (eg .0001) gives greater chance of Type II
errors
- very low confidence level (eg .1) gives greater chance of Type | errors
- tradeoff: choice often depends on effects of result

Choice of significance levels and two
types of errors

e Type I: (reject H,, believe there is a difference, when there isn't)
- extra work developing software and having people learn a new idiom
for no benefit

e Type lI: (accept H,, believe there is no difference, when there is)
- use a less efficient (but already familiar) menu

e Case 1: Redesigning a traditional GUI interface
- aType Il error is preferable to a Type | error , Why?

e Case 2: Designing a digital mapping application where
experts perform extremely frequent menu selections
- aType | error is preferable to a Type Il error, Why?
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Choice of significance levels and Other Tests: Correlation
two types of errors
e Measures the extent to which two concepts are related
H, There is no difference between Pie menus and traditional pop-up - eg years of university training vs computer ownership per capita
menus o How?
- - obtain the two sets of measurements
8 New - calculate correlation coefficient
Open o New Open e +1: positively correlated
Close e 0:no correlation (no relation)
Save e —1: negatively correlated
e Dangers
- attributing causality
e acorrelation does not imply cause and effect
e Type I: (reject H,, believe there is a difference, when there isn't) e cause may be due to a third “hidden” variable related to both other
- extra work developing software and having people learn a new idiom variables
for no benefit e eg (above example) age, affluence
- drawing strong conclusion from small numbers
e Type lI: (accept Hy, believe there is no difference, when there is) e unreliable with small groups
- use a less efficient (but already familiar) menu e be wary of accepting anything more than the direction of correlation
unless you have at least 40 subjects
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Sample Study: Cigarette Consumption
Crude Male death rate for lung cancer in 1950 per capita
consumption of cigarettes in 1930 in various countries.

n

GRERT BHITAM

i /

Regression

e Calculate a line of “best fit”
e use the value of one variable to predict the value of the other
- e.g., 60% of people with 3 years of university own a computer
10

y =.988x + 1.132,r2 = .668
.

9

condition 1 condition 2

I i s
i msons AT ‘s N
2 *| 4 4 s
i [P S
P / } - 3
.. .,,yt'mm.u. o i Z 8
CANADA 5 7
W yweoen) 6 7
6 6
. LA
) 6 8
o LA
0 3 4 5 6 7
CICRETTE CONSUNPTION Condition 1
29 31
Correlation Analysis of Variance (Anova)
r*=.668 e A Workhorse
1 - allows moderately complex experimental designs
. and statistics
condition 1~ condition 2 9 .
5 6 e Terminology
4 5 .
2 : 8 _ Factor - ——— Keyboard
58 v e : o independent variable puery | oorek | glphabeie
5 7 g e ie Keyboard, Toothpaste, Age
4 4 3 6 o .
5 7
6 7 . .
6 6 51
T - Factor level
709 N ° e specific value of independent variable
3 e ie Qwerty, Crest, 5-10 years old
25 3 35 4 45 5 55 6 65 7 75
Condition 1
30 32




Anovaterminology

- Between subjects
e a subject is assigned to only one factor level of treatment
e problem: greater variability, requires more subjects

Keyboard
Quwerty Dvorak Alphabetic
S1-20 S21-40 S41-60

— Within subjects
e subjects assigned to all factor levels of a treatment
e requires fewer subjects
o less variability as subject measures are paired Keyboard
e problem: order effects (eg learning)

F Statistic
F = BG = treatment+id+ m.error = ?
WG id + m.error

=1, if there are no treatment effects
> 1, if there are treatment effects

Within-subjects design: the id component in
numerator and denominator factored out,
therefore a more powerful design

o partially solved by counter-balanced Querty _ Dvorak _ Alphabetic
ordering S1-20 S1-20 S1-20
33 35
F statistic F statistic
Keyboard

e Within group variability (WG) _owery _ Dvorak __ Alphabetic e Similar to the t-test, we look up the F value in a table,

- individual differences B i o for a given a and degrees of freedom to determine

- measurement error = o - Signiﬁcance

3,7 3,10 2,5

e Between group variability (BG) Keyboard - . .

_ treatment effects owery  Dvorak  Alphabetic e Thus, F statistic sensitive to sample size.

_ individual differences 5,9, 3,9, 35, - Big N — Big Power —*Easier to find significance

7,86, 11,2, 5,4, iepe . . e
— measurement error T L T - Small N— Small Power — Difficult to find significance
3,7 3,10 2,5
S ) ) o e What we (should) want to know is the effect size

e These two variabilities combine to give total variability — Does the treatment make a big difference (i.e., large effect)?
e We are mostly interested in between group variability ~ Ordoes it only make a small difference (i.e., small effect)?

because we are trying to understand the effect of the - Depending on what we are doing, small effects may be

treatment important findings
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Statistical significance vs
Practical significance

e when N is large, even a trivial difference (small effect)
may be large enough to produce a statistically
significant result

- eg menu choice:
mean selection time of menu A is 3 seconds;
menu B is 3.05 seconds

e Statistical significance does not imply that the
difference is important!
- amatter of interpretation, i.e., subjective opinion
- should always report means to help others make their opinion

e There are measures for effect size, regrettably they are
not widely used in HCI research

Anovaterminology

- Factorial design

e cross combination of levels of one factor with levels of
another

e eg keyboard type (3) x expertise (2)

- Cell

Keyboard
® unique treatment combination  qwery Dvorak  Alphabetic
.

e eg qwerty X non-typist
non-typist

expertise

typist

37 39
Single Factor Analysis of Variance Anovaterminology
e Compare means between two or more factor e Mixed factor
levels within a single factor - contains both between and within subject
e example: combinations
- dependent variable: typing speed Keyboard »
_ independent variable (factor): keyboard Query _ Dvorak _Aphabetc
- between subject design non-typist | $1-20 S1-20 S1-20
Qwerty Alphabetic ~ Dvorak e
S1: 25secs| S21: 40secs| s51: 17 secs typist S21-40 | S21-40 S21-40
S2: 29 S§22: 55 S52: 45
$20:33 Sa0: 33 S60: 23
38 40
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Anova

e Compares the relationships between many factors
e Provides more informed results
- considers the interactions between factors
— eg
e typists type faster on Qwerty, than on alphabetic and Dvorak
e there is no difference in typing speeds for non-typists across all

Anova case study

e WIMP (GUI) vs. HYBRID (graphical command line)
e Independent variables:

- Interface: WIMP, hybrid

- Expertise: novice, expert

- Command parameters: zero, one, two
e E.g., bold (zero), font ariel (one), print —copies 2 —color greyscale (two)

keyboards e Note: zero parameter commands can be done using shortcuts keys
Qwerty Alphabetic  Dvorak . .
e Dependent variables:
non-typist | S1-S10 S11-820 | S21-S3( - Performance: speed, error
- Satisfaction
ypist S31-540 | S41-S50| S51-S6(
41 43
anova Anova case study
e In reality, we can rarely look at one variable at a time Possible hypotheses:
e Example: H1: experts will perform better than novices (not that interesting)
ple: H2: novices will perform better with WIMP than hybrid
- ttest . H3: experts will perform better with hybrid than WIMP, but only for commands with one
speed or more parameters
subjects faster on dvorak °
than qwerty e 2level (interface) x
awery  dvorak 2 level (expertise) x \
3 level (parameters)
\ WIMP hybrid
novices
S . e mixed design novice | S1-8 S1-8
. H T one
- anova: keyboard x expertise oxport | so-16 | se6
alphabetic fastest for novices ~ *** ot o |noviee| sie | s
dvorak fastest for Experts expert | so16 | soas
qwerty dvorak  alpha novice | S1-8 S1-8
three
expert S9-16 S9-16
42 44
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Statistical results

Speed F-ratio. p
Interface (1) 0.4
Expertise (E) 5.5% <0.05 main effects
Parameters (P) 31.0%* <0.01
IXE 15.2* <0.05
IxP 8.0* <0.05 ; ;
ExP 50 Interactions
IXEXP 14.1* <0.05

Summary of results

Assuming same results for errors as speed...

H1: experts will perform better than novices (not that interesting)
Supported: main effect of expertise, showing experts better

H2: novices will perform better with WIMP than hybrid

Supported: 2-way interaction effect of interface and expertise,
showing novices overall better with WIMP

H3: experts will perform better with hybrid than WIMP, but only for
commands with one or more parameters
Supported: 3-way interaction effect of interface, expertise, and
number of parameters, showing experts better with hybrid, but
only with one and two parameters

45 47
Statistical results Conclusions
Speed:
Interface x Expertise (IXE) Interface x Parameters (IxP)
novice o L e Expertise makes a big difference
N e . e WIMP interaction should be kept for novices
speed ... speed : hybrid ) ] )
oot e e Hybrid technique should be available for
WIMP hybrid zero one two experts
Interface x Expertise x Parameters (IXExP)
zero one two
noviee . novice, . noviee *
L L4 .
speed .
- . expert e expert @
expert
46 WIMP hybrid WimP hybrid WIMP hybrid 48
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You know now

e Controlled experiments can provide clear
convincing result on specific issues

e Creating testable hypotheses are critical to
good experimental design

e Experimental design requires a great deal of
planning
e Statistics inform us about
- mathematical attributes about our data sets
- how data sets relate to each other
- the probability that our claims are correct
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For more information...

...I strongly recommend that you take EPSE 592:
Design and Analysis in Educational Research

(Educational Psychology and Special Education)
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You now know

e There are many statistical methods that can be
applied to different experimental designs
- T-tests
- Correlation and regression
- Single factor Anova
- Factorial Anova
e Anova terminology
- factors, levels, cells

- factorial design
e between, within, mixed designs

50
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