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Lecture Overview

Recap English Syntax and Parsing

Key Problem with parsing: Ambiguity
Probabilistic Context Free Grammars (PCFG)
Treebanks and Grammar Learning
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Key Constituents: Examples ey

Dl::: 'E(e -1 (Specifier) X (Complement)

* Noun phrases (NP) - (Det) N (PP)
___ the cat on the tabl

* Verb phrases (VP) .+ (Qual) V (NP)

never eal a cat

—_—

. Pr'epos\i‘rional phrases (PP)- (Deg) P  (NP)
. almost in_ the net
- Adjective phrases(AP) . (Deg) A (PP)
very happy about it
- Sentences (S) . (NP) (-) (VP)

a mouse -- atelt
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Context Free Grammar (CFG)

* 4-tuple (non-term., term., productions, start)
- (N, 2,P,S)
- Pisasetof rules A—sa; AeN, ac(ZUN)*

N - éXY} Zigabc} Po XXk

b Y5 xx
/
S R X 52¢
/\ / ><__><
@\c/\( X\L Y-k

N L ’ CPSC 422, Lecture 26
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Toy CFG Example for English

Grammar with example phrases

Lexicon

5 =+ NP VP

NP — Pronoun
| Proper-Noun
| Det Nominal
Nominal — Nown Nominal
| Noun

Verh NP
Verbh NP PP

VP — Verh
|
|
| Verb PP

PP — Preposition NP

[+ want a morning fight

I

Los Angeles
a+ fHight
momming + flight
fights

do

want + a flight

keave + Boston + m the mormng
keaving + on Thursday

from + Los Angeles

Noun
Verr
Adjective

Pronoun

Proper-Noun

Determiner
Preposition

Conjunction

144

SN

S

—

flights | breeze| trip| morning | ...
is | prefer| like| need | want | flv
cheapest | non—stop | first | larest
| other | direct | ...

me | 1| vou| it| ...

Alavka | Baltimore | Los Angeles

| Chicago | United | American | ...

the | a| an| this| these | that | ...

from| ta| on| near| ...

and | or| bur| ...
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S
N
Nommal
/
Pro Verb Det Noun Ina|
No‘un
[ prefer a morning flight

5 —

NP "—

Nominal —

VP —
|
|
|
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Derivations as Trees

NP VP

Pronoun
Proper-Noun
Det Nominal
Nowun Nominal
Nouwn

Verh
Verlr NP

Verls NP PP
Verlr PP

Preposifion NP



Example of relatively complex parse tree

S
——
NP VP
m ﬂ
JJ JJd NN VBZ S
| | | | |
Left cerebellar hemisphere appears VP
ﬁ
TO VP
N? >JQ‘ \\’X to VB NP
demonstrate NP PP
NNS IN NP
| | T T~
areas of VEN NN

decreased attenuation

Journal of the American Medical Informatics Association, 2005,
Improved Identification of Noun Phrases in Clinical Radiology
Reports Using a High-Performance Statistical Natural Language
Parser Augmented with the UMLS Specialist Lexicon



Lecture Overview

Recap English Syntax and Parsing

Key Problem with parsing: Ambiguity
Probabllistic Context Free Grammars (PCFG)
Treebanks and Grammar Learning
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Structural Ambiguity (Ex. 1)

VP ->V NP ; NP -> NP PP
VP ->V NP PP

———

"I shot an elephant in my pajamas”

#Hof
PP

# of NP
parses

o |

429

1430

(a) S
HRH
NP VP
."IIE--E-
/
T
/ NP PP

P
f NP
I,f ;"/ /\ />\\

Pro V Det Noun| P Poss Noun

I shot an elephanf in my pajamas

shot an elephant in my pajamag

P Poss Noun

PP

NP
N

3/19/2021 CPSC503 Winter 2020
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Structural Ambiguity (Ex.2)

"I saw Mary passing by cs2”
"I saw Mary passing by cs2”

(ROOT (ROOT
(S (S
(NP (PRP I)) (NP (PRP I))
(VP (VBD saw) (VP (VBD saw)
(S (NP (NNP Mary))
(NP (NNP Mary)) (S
(VP (VBG passing) (VP (VBG passing)
(PP (IN by) (PP (IN by)
(NP (NNP cs2))))))) (NP (NNP cs2)))))))
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Structural Ambiguity (Ex. 3)

+ Coordination “new students and profs”
NP — NP avnd 7P

NP = 53 NP
NP —> N
N1
N PN
PN N N
N{P /. |

CPSC 422, Lecture 26
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Structural Ambiguity (Ex. 4)

* NP-bracketing “French language teacher”

NE%
NP —= D3 NP "/}JP\
NP = M N M\P
NP = NP NP \
NP
£ e

CPSC 422, Lecture 26
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Approx. # of parses ?

+ The famous Chinese cosmologists and
astrophysicists saw a new spiral galaxy
with the wide mirror telescope in Hawaii
on the night of Jan 21st at 2:34 AM.

* Catalan of 5 = 14 (5 prepositions)
- Tot=2x2x2 x2 x 14 = 224

3/19/2021 CPSC503 Winter 2020
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Lecture Overview

Recap English Syntax and Parsing
Key Problem with parsing: Ambiguity
Probabilistic Context Free Grammars (PCFG)

Treebanks and Grammar Learning (acquiring
the probabilities)

Intro to Parsing PCFG

CPSC 422, Lecture 26 16



Probabilistic CFGs (PCFGs)

* 60OAL: assign a probability to parse trees
and to sentences

+ Each grammar rule is augmented with a
conditional probability

- If these are all the rules for VP and .55
is P(VP->Verb | VP)

VP -5 Verb 55 A1

VP ->Verb NP 40 B. 0

VP - VerbNPNP 22 & 009
D. 0.42

* What should ?? be ? E. None of the above

CPSC 422, Lecture 26 17



Probabilistic CFGs (PCFGs)

+ 60OAL: assign a probability to parse trees
and to sentences

+ Each grammar rule is augmented with a
conditional probability

+ The expansions for a given non-terminal
sum to 1

=
VP -> Verb 55 ; (QUPNerks | vP )
VP -> Verb NP 40| [QP=VecbNPjvpY)

VP > Verb NPNP | .05 T/VP~Verk ngP)\/PB
Formal Def: 5-tuple (N, 2., P, S,D)

CPSC 422, Lecture 26 18




Sample PCFG

S — MNP VF

8 — Aux NP VE

&5 — VP

NP — Dret Mom
NP — Proper-Noun
NP — Nom

NE — Fronoun
Nom — Noun

Nom — Noun Mom
Nom — Pwper-Noun Nom
VP — Verh

VF — Verb NF

VP — Verb NP NP

80
.15
03
20
-35]
" 05]
£l
75
20
.05
.55]
£l
03

-1

Det = that 053] | the [80] | a
MNourn — boofk

Noun — flighty

Noun — meal

Verh — book

Verh — tncliide

Verh — wanr

Any — can

Anx — does

Ay — o

Pmoper-Nown — THA
FPaper-Naoun — Denver

FPonown — you |40 | 7|.60]

Al)
A}
30

A0
Al)

A5
A0
S0}
AL}
A0}
Al
A}

CPSC 422, Lecture 26
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PCFGs are used to....

+ Estimate Prob. of parse tree . ; [
A. Sum of the probs of all the T
rules applied T
B. Product of the probs of all the . I
PUIZS applled can ,u;:.u book fn;m Hig:htv.
- Estimate Prob. of a sentence :
A. Sum of the probs of all the ﬁmp
parse trees 7o
B. Product of the probs of all the R
parse frees Pro PNoun Noun

CPSC 422, Lecture 2b can wou  book TWA Aights



PCFGs are used to....

- Estimate Prob. of parse tree

P(Tree) = l) /‘)é@ﬂf’?‘“"*w#”w@)

hode” [ vee

- Estimate Prob. to sentences

P(Sentence) = Z ?(T ree>

Tver & g&-\*)é\c(p
S

CPSC 422, Lecture 26 21



Example

P(Tree®)=.15*%.4%...=[3.8 - 107 | P(Tree®)=.15%.4x*..=(4.3-107

() (1)
m m c¢ . 29
Aux NP M AT NP P(“can you book TWA flights”)
| ,f/ ]
) MNP MP Y MNP 8 c 1 : 1 0 !
Mo
\-\__K
MNom Mo
I |
Pro PMoun Moun Pro PMoun MNoun
| I | |

can vou  book TWA fights can vou  book TWA  fights

Bules P Eules P
g — Aux NP VH .15 8 = Aux NP VP | (15
NP — Pro .40 NP = Pro A0
—> WP o VNPNP | .05 VP 3 VNP a ()
] & — BMom A5 NP — Mom A5
NP — PMoun 33 Nom = PRNeun Mom| 03
Mom = Moun ) Mom =+ MNoun i)
Aux = Can el Aux =+ {an A0
—Pp———Pre— = —HPp———Pre— AD
Fro = Yol A Pro =+ wvou A0
Verlh — book 30 Verh = book A0
PNoun = TWA A Prioun = “TWi A0 22
Moun — fights 50 Moun —+ flights S0




Lecture Overview

Recap English Syntax and Parsing
Key Problem with parsing: Ambiguity
Probabilistic Context Free Grammars (PCFG)

Treebanks and Grammar Learning (acquiring
the probabilities)
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Treebanks

+ Definition: corpora in which each sentence
has been paired with a parse tree
+ These are generally created

- Parse collection with parser
- human annotators revise each parse

* Requires detailed annotation guidelines

- POS tagset

- Grammar

- instructions for how to deal with particular
grammatical constructions.

CPSC 422, Lecture 26 24



Treebanks

+ Definition: corpora in which each sentence
has been paired with a parse tree

+ These are generally created
- By human annotators

* Requires detailed annotation guidelines
- POS tagset

- Grammar

- instructions for how to deal with particular
grammatical constructions.

CPSC 422, Lecture 26 25



Penn Treebank
Penn TreeBank is a widely used treebank.

Trees are in bracket notation <
( (s ([ //(\\
(S-TPC-2
.MOSt We” (NP-SBJ-1 (PRP We) ) 5= (PCZ b4 MFSE \/.bo
known is the (e oo woula, // ; |
(VP (VB have)
Wall Street g f\ 7 e
Journal section (NP-SBJ (-NONE- -1) ) Weser., VP R
VP (TO to
of the Penn L bhe
( ( )
TFEEBank. (SBAR-TMP (IN until) Sb(Cl
(S
=1 M words (NP-SBJ (PRP we) )
from the 1987- (Vf(’vévfiBEaVEil —
1989 Wall Street (ep_ctr (IN B
Journal. (NP (DT those) (NNS assets)))))))))))))
(r, 0 #) ("7 °F)
(NP-SBJ (PRP he) )
(VP (VBD said)
(S (-NONE- #*Tx-2) ))
26
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SOVRN O GswN -

NN NN NN N NN S = b s s s
ONCOIRARWNRP,OOVONOO A~ WN -

WWwww wwnmNn
SaRLON = OV

cc
cD
DT
EX
FW

IN

JJ
JJIR
JJs
LS
MD
NN
NNS
NNP
NNPS
PDT
POS
PRP
PRP$
RB
RBR
RBS
RP
SYM
TO
UH
VB
VBD
VBG
VBN
VBP

VBZ
WDT
WP
WP$
WRB

Coordinating conjunction
Cardinal number
Determiner

Existential there
Foreign word

Preposition or subordinating conjunction

Adjective

Adjective, comparative
Adjective, superlative
List item marker
Modal

Noun, singular or mass
Noun, plural

Proper noun, singular
Proper noun, plural
Predeterminer
Possessive ending
Personal pronoun
Possessive pronoun
Adverb

Adverb, comparative
Adverb, superlative
Particle

Symbol

to

Interjection

Verb, base form

Verb, past tense

Verb, gerund or present participle
Verb, past participle
Verb, non-3rd person singular present

Verb, 3rd person singular present

Wh-determiner

Wh-pronoun

Possessive wh-prokduRC 422, Lecture 26
Wh-adverb
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Treebank Grammars
+ Such grammars tend to contain lots of
rules....

* For example, the Penn Treebank has
4500 different rules for VPs! Among
them...

VP — VBD PP
VP — VBD PP PP

VP — VBD PP PP PP
vP — VBD PP PP PP PP

CPSC 422, Lecture 26
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Heads in Trees

* Finding heads in treebank trees is a
task that arises frequently in many
applications.

- Particularly important in statistical parsing
(e.g., with PCFG)

* We can visualize this task by annotating
the nodes of a parse tree with the
heads of each corresponding node.

CPSC 422, Lecture 26 29



Lexically Decorated Tree

S(dumped)
_____———“‘_ﬂ_ﬂﬁq_h_——_——“———__
NP(workers) VP(dumped)
_— | T
NNS(workers) VBD(dumped) NP(sacks) PP(into)
NNS(sacks) P(into) NP(bin)
DT(a) NN(bin)
workers dumped sacks nto E‘l bin

CPSC 422, Lecture 26 30



Head Finding

+ The standard way to do head finding is
to use a simple set of tree traversal
rules specific to each non-terminal in the
grammar.

Each rule in the PCFG specifies where

the head of the expanded non-terminal
should be found

CPSC 422, Lecture 26 31



Noun Phrases
Csr\(%htﬂ N®— Peedet NP

NP \
PreDet NP ‘1’ .
Nowm = Noww Gevonda val?
Cl|ﬂ A ‘ v
) Eac\,\ cule

D|et / Nom ' Hne, PC,Fé
the | <pefies
/\Iom Gerundive VP wheve Hae
N om/\PP leaving before 10 D{‘
7 e expanded
No PP V\D\/\—T&CMW\a\

Nom / Noun \from Denver S\’U"\\d &)C -\'DV"\A
Nclun ig‘hrs 3

Morning



Acquiring Grammars and Probabilities

Manually parsed text corpora (e.g., PennTreebank)

+ Grammar: read it off the parse trees

Ex: if an NP contains an ART, ADJ, and NOUN then
we create the rule NP -> ART ADJ NOUN.

- Probabilities:

P(A— a|A) = = RN )

Ex: if the NP -> ART ADJ NOUN rule is used 50
times and all NP rules are used 5000 times, then
the rule's probability is ... - 0|

CPSC 422, Lecture 26 33



q‘ ‘/]WL \Oobi >t 25‘4 ‘H'% ?wseﬁfes [\ M’Le
bau K vov fd  Fheee ~wles do ¢ NP

N ow M}wu,( ﬂ—[ws

@) MNP = Noun L oo
o_, PRoNOUN 950
Q)N P— ase
of NP
?(_@/NP): 9/50% - .0\ Oy paNS 1ORS

\OC@'NP> - 4'009/6000: - & ~
P(@)NP> = ﬁ%oo: i >lso:\—C~O\+.g)
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Learning Goals for today's class

YOUu can:

 Provide a formal definition of a PCFG

« Apply a PCFG to compute the probability of a parse
tree of a sentence as well as the probabillity of a
sentence

 Describe the content of a treebank

« Describe the process to identify a head of a
syntactic constituent

« Compute the probabillity distribution of a PCFG from
a treebank

CPSC 422, Lecture 26 35



Next class Mon (March 22)

 Parsing Probabilistic CFG: CKY parsing

* PCFG in practice: Modeling Structural and
Lexical Dependencies

Keep working on Assignment-3 -
due Mar 30

(8-18 hours - working in pairs on programming
parts is strongly advised)
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