Intelligent Systems (Al-2)
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L ecture Overview

Finish Q-learning

 Algorithm Summary
« Example

* Exploration vs. Exploitation
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» Six possible states <s,..,S5> Exam P le

-1 -1
> 4 actions: '
-1
« UpCareful: moves one tile up unless there is 8 54 55 ‘
wall, in which case stays in same tile. Always
generates a penalty of -1
-100 1 ‘
o |eft: moves one tile left unless there is wall, i 52 53
which case
v'stays in same tile if ins;,ors,
vissenttos,ifins, K] SU‘ 51 1
« Right: moves one tile right unless there is wall, ‘

In which case stays in same tile

« Up: 0.8 goes up unless there is a wall, 0.1 like
Left, 0.1 like Right

Reward Model: CPSC 422, Lecture 8

e -1 for doing UpCareful

* Negative reward when hitting a wall, as marked on the picture .



-1 -1
Example Is, | st
» The agent knows about the 6 states and 4 4 S
actions
. . 100 g S~ [1
> Can perform an action, fully observe its 2 3
state and the reward it gets
» Does not know how the states are X SU S_I 1
configured, nor what the actions do |

 no transition model, nor reward
model

CPSC 422, Lecture 8




Example (variable ay)

» Suppose that in the simple world described earlier, the

agent has the following sequence of experiences

<s,, right, O, s,, upCareful, -1, s;, upCareful, -1, s, left, O, s,, left, 10, s>

» And repeats it k times (not a good behavior for a Q-learning

agent, but good for didactic purposes)

» Table shows the first 3 iterations of Q-learning when

« Q[s,a] is initialized to O for every a and s
« o= 1/k,y=0.9

Qlss.left]  Qlsy.left]

[1]
85 1

Fi00] So

Sg3 F1]

CPSC 422, Lecture 8

[teration  Qlso,right] Qls1.upCare| Q|s3.upCare]
I 0 -1 -1

2 0 -1 -1

3 0 -1 0.35

10
10

S-lElE

10



{ls.‘{;.. right, Ui Sty upCareful. — 1 3 upCareful, — 1 195 left, 0. P4 left. 10.50) :

Qls,a] = Q[s,a]+ e ((r+ymaxQ[s',a’]) - Qls, a])

Qls.a] So | S1 | S2 | S3 | S4| S5

k: 1 upCareful Ol 0[O0 0O |0] O
Left 0 0 0 0 0 0

Right O] 0|[O0] 0 ]O| O

Up 0]o0|o0o] ool o0

Q[s,, right] «<— Q[s,, right] + ¢, ((r +0.9 mgx Q[s,,a']) - Q[s,, right]);
Q[s,, right] «

Q[s,, upCareful] <~ Q[s,,upCareful]+ ¢, ((r +0.9maxQ[s,,a']) - Q[s,, upCareful];
Q[s,,upCareful] «

Q[s;, upCareful] < Q[s,, upCareful]+ ¢, ((r +0.9max Q[s;,a']) — Q[s,, upCareful];
Q[s;,upCareful] <

Only immediate rewards
are included in the update

In this first pass

Q[s., Left] < Q[s;, Left]+ ¢, ((r+0.9 mgx Q[s,,a']) —QI[s;, Left];
Q[s;, Left] «- 0+1(0+0.9*0-0) =0

Q[s,, Left] < Q[s,, Left] + ¢, ((r+0.9 max Q[s,.a']) —Q[s,, Left];

,
Q[s,, Left] <~ 0+1(10+0.9%*0—0) =10

CPSC 422, Lecture 8



{ls.‘{;.. right.(, fip upCareful. — 1 3 upCareful, — 1 195 left, 0.|.s'4 ] left. 10.50) :

Qls,a] = Q[s,a]+ e ((r+ymaxQ[s',a’]) - Qls, a])

Qls.a] So | S1 | S2 | S3 | S4| S5

upCareful o110} -1]0]|O0

k=2 Left 0 0|0 0 |10] 0
Right 0 0 0 0 0 0

Up 0lo0]o0o] o0 lo0] 0

Q[s,, right] < Q[s,, right]+ «, ((r +0.9 mgx Q[s,,a']) - Q[s,, right]);
Q[s,, right] «-0+1/2(0+0.9*0-0)=0

Q[s,,upCareful] <~ Q[s,,upCareful]+ e, ((r + 0.9maxQ[s;,a']) - Q[s,, upCareful ] =
Q[s,,upCareful] <~ -1+1/2(-1+0.9*0+1)=-1

Q[s,, upCareful] <~ Q[s,,upCareful] + ¢, ((r +0.9max Q[s;,a']) — Q[s,, upCareful ] =
Q[s;,upCareful] <~ -1+1/2(-1+0.9*0+1) =-1

1 step backup from

Qls, Left] « Q[s., Left]+ e, ((r +0.9max Q[s,,a']) — Q[ss, Left] = previous positive
? reward in s4
Q[S;, Left] «—

Q[s,, Left] «<— Q[s,, Left]+a, ((r +0.9max Q[s,,a']) - Q[s,, Left] =
Q[s,, Left] «-10+1(10+0.9*0-10) =10 CPSC 422, Lecture 8
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Qls,a] « Qls, ]+ a((r + y max Q[s',a') - Qs a]) i
| 1
Qls,a] So | St | S, | Sz | Sa| Ss [100] So | S L]

k 3 upCareful O |1-1[0 03|0]| 0 |
— Left 0|0 ]O0] 0 10]6 =, o
Right ololo] ool o 118 [ 89
Up 0|l o0]0|O0]o0]| 0

Q[s,, right] < Q[s,, right]+ «, ((r +0.9 mgx Q[s,,a']) - Q[s,, right]);

Ql[s,, right] <~ 0+1/3(0+0.9*0-0) =0 The effect of

the positive
Q[s,,upCareful] <~ Q[s,,upCareful]+ e, ((r + 0.9maxQ[s;,a']) - Q[s,, upCareful ] = reward in s4 is

Q[s,, upCareful] «— —1+1/3(-1+0.9%0+1) =—1 felt two steps

earlier at the
3rd jteration

Q[s,, upCareful] <~ Q[s,,upCareful] + ¢, ((r +0.9max Q[s;,a']) — Q[s,, upCareful ] =
Q[s;,upCareful] <~ -1+1/3(-1+0.9*4.5+1) =0.35

Q[s;, Left] < Q[s;, Left]+ ¢, ((r+0.9 max Q[s,,a']) —Ql[s., Left] =
Qls,, Left] « 4.5+1/3(0+0.9*10—4.5) = 6

Q[s,, Left] < Q[s,, Left]+ ¢, ((r+0.9 max Q[s,.a']) —Q[s,, Left] =

Q[s,, Left] «-10+1/3(10+0.9*0-10) =10 CPSC 422, Lecture 8



Example (variable ay)

[teration Qlso.right]  Qlsi.upCare| Qlss.upCare| Qlss.left] Qsa.left]

I 0 -1 -1 0 10

2 0 -1 -1 4.5 10

3 0 -1 0.35 6.0 10

4 0 -0.92 1.36 6.75 10

10 {0035 05l 4 8.1 10
N—

100 2.54 4.12 6.82 9.5 11.34 )

1000 4.63 3.93 8.46 11.3 132

10000 6.08 7.39 9.97 12.83 14.9

100000 7.27 8.58 11.16 14.02 16.08

1000000 8.21 9.52 12.1 14.96 17.02

10000000 8.96 10.27 12.85 15.71 17.77

oo 11.85 13.16 15.74 18.6 20.66

» As the number of iterations increases, the effect of the positive reward
achieved by moving left in s, trickles further back in the sequence of steps

» Qls, left] starts changing only after the effect of the reward has reached s,
(i.e. after iteration 10 in the table) -

10
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Example (Fixed a=1)

» First iteration same as before, let’s look at the second

-:Iﬁls:{;..rfg.-‘n.U.f']l.upfﬁrcﬁff.—I.|5:;;|anc?rcfﬁu'.—I.|.a'5[h{;‘}‘.{}.laqlh?f}‘. 10.50) ! + léf S A55 5

Qls,a] « Qls,al+a((r +y max Q[s', a'T) - Qs a]) i

Qls.al So | S1 | Sp | S3 | Sa| Ss

upCareful O-1]0 -1 10 0

k=2 Left 00 0| 010/ o0
Right 0lolo| oo o

Up 0]J]o|lo| oo o

Q[s,, right] «-0+1(0+0.9*0-0)=0

Q[s,,upCareful] < -1+1(-1+0.9*0+1) =-1
Q[s,;,upCareful] <~ -1+1(-1+0.9*0+1) =-1

Q[ss, Left] «— Q[s;, Left]+ e, ((r+0.9 max Q[s,,a']) —QIs., Left] =

New evidence is given
much more weight
than original estimate

Q[s., Left] < 0+1(0+0.9%10—0) =9

Q[s,, Left] <~ 10+1(10+0.9%0-10) =10

11
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-:Iﬁla'.:;..f'fghr. 0, fiy upCareful. — 1 .|5'_:|tr;:v{.“:3ft-jﬁ:f. —1 195 left. O sq,left. 10, s0) : + léf S ¢55 [1]

N

4
Qls,a] « Q[s,a] + a((r +y maxQ[s',a']) ~Qls, al) T
Q[s.a] So | St | So | S3 | S4| Ss F100] 52 5? [1]
k 3 upCareful O|-11]10 110 0
- Left olo]o] o 1] 9 N
Right _[0 |0 |00 0o [1]Sg | S H
Up oloJo]o0o]o0o]|oO

Q[s,, right] «~0+1(0+0.9*0-0) =0
Q[s,,upCareful] «~ -1+1(-1+0.9*0+1) =-1

Q[s;, upCareful] <- Q[s,, upCareful ]+« ((r + 0.9 maxQ[s;,a']) — Q[s,, upCareful ] =

Same here

Q[s;,upCareful] <~ -1+1(-1+0.9*9+1)=7.1

Q[s., Left] < 9+1(0+0.9%10-9) =9

Q[s,, Left] <~ 10+1(10+0.9%0—10) =10

CPSC 422, Lecture 8

No change from previous
iteration, as all the reward
from the step ahead was
included there

12



Comparing fixed a and ...

lteration  Qlso. right] ~ Q[s1.upCare]  Q[s3,upCare| Qlss,left]  Qlsa. left]
I 0 -1 -1 0 10
2 0 -1 -1 9 10
3 0 -1 7.1 9 10
4 0 5.39 7.1 9 10
5 4.85 5.39 7.1 9 14.37
6 4.85 5.39 7.1 12.93 14.37
10 172 8.57 10.64 15.25 16.94
20 10.41 12.22 14.69 17.43 19.37
30 [1.55 12.83 15.3 18.35 20.39
40 [1.74 13.09 [5.66 18.51 20.57
oo [1.85 13.16 15.74 18.6 20.66
variable a
lteration  Qso.right] Qlsi.upCare| Q|sy.upCare| Qlss.left| Qlss.left]
I 0 -1 -1 0 10
2 0 -1 -1 4.5 10
3 0 -1 0.35 6.0 10
4 0 -0.92 [.36 6.75 10
10 0.03 IR] 4 8.1 10
100 PRE! TT2 6.82 9.5 11.34
1000 163 5.93 8.46 1.3 134
10000 6.08 7.39 9.97 12.83 14.9
100000 1.27 8.58 11.16 14.02 16.08
1000000 8.21 9.52 12.1 14.96 17.02
10000000 8.96 10.27 12.85 15.71 17.77
o0 11.85 13.16 15.74 18.6 20.66

Fixed a generates faster update:

all states see some effect of the
positive reward from <s4, left> by
the 5t iteration

Each update is much larger

Gets very close to final numbers by
iteration 40, while with variable a
still not there by iteration 107

However:

Q-learning with fixed a is not
guaranteed to converge

13
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On the approximation...

True relation between

Q(s.a) and Q(s’a’)

/
Q(s.a) - R(s)wzmmgxcz@:a')g

approximation based on
each individual
experience <s, a, 7, s >

Q[s, a] < Q[s,a]+ a((r + y max Q[s',a']) - Q[s, a]) / Q-learning
L VL

» For the approximation to work.....

A. There is positive reward in most states

B. Q-learning tries each action an ><
unbounded number of times

C. The transition model is not sparse



Matrix sparseness

Number of zero elements of a matrix divided by the
number of elements. For conditional probabillities

the max sparseness isz heed =t
o leact >
W M €3d\ XoW

Density Is = (1 — sparseness)
The min density for conditional probabillities Is

V\

—

V\Z

Note: the action I1s deterministic!

Slide 15
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Why approximations work...
True relation between

Q(s.a) and Q(s’a’)

/
Q(s.a) - R(s)wZ{P_(@mng(sza')g

Q[s, a] < Q[s,a]+ a((r + y max Q[s',a'])~ Q[s, a]) / Q-learning
L Py L

approximation based on
each individual
experience <s, a, s>

» Way to get around the missing transition model and
reward model

» Aren’t we in danger of using data coming from unlikely
transition to make incorrect adjustments?

» No, as long as Q-learning tries each action an unbounded
number of times

» Frequency of updates reflects transition model, P(s’]|a,s)



L ecture Overview

Finish Q-learning
 Algorithm
« Example

* Exploration vs. Exploitation

CPSC 422, Lecture 8

17



What Does Q-Learning learn

» Does Q-learning gives the agent an optimal policy?

CPSC 422, Lecture 8
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Q values

S, s, S,
dg Q[Sp.aq] Q[s1,a] cone Q[Sk.aq]
dy Q[Sp.a] Q[sy,a] o Q[Sk.a]
a'n Q[So1an] Q[Slian] R Q[sk’an]

[/\/I/\B/f to fC')O e SQ

(a\r%/ \gjay szi/a]

CPSC 422, Lecture 8 19



Exploration vs. Exploitation

» Q-learning does not explicitly tell the agent what to do

« just computes a Q-function QJ[s,a] that allows the agent to see, for every
state, which is the action with the highest expected reward

» Given a Q-function the agent can :

« Exploit the knowledge accumulated so far, and chose the action
that maximizes Q[s,a] in a given state (greedy behavior)

« Explore new actions, hoping to improve its estimate of the optimal
Q-function, i.e. *do not chose* the action suggested by the current

Q[s.a]

CPSC 422, Lecture 8 20



Exploration vs. Exploitation

» When to explore and when the exploit?

1.

Never exploring may lead to being stuck in a suboptimal course of
actions

Exploring too much is a waste of the knowledge accumulated via
experience

A. Only (1) is true B. Only (2) is true

C. Both are true D. Both are false

CPSC 422, Lecture 8 21



Exploration vs. Exploitation

» When to explore and when the exploit?

* Never exploring may lead to being stuck in a suboptimal course of
actions

« Exploring too much is a waste of the knowledge accumulated via
experience

» Must find the right compromise

CPSC 422, Lecture 8 22



Exploration Strategies

» Hard to come up with an optimal exploration policy (problem
IS widely studied in statistical decision theory)

» But intuitively, any such strategy should be greedy in the
limit of infinite exploration (GLIE), I.e.
Choose the predicted best action in the limit
« Try each action an unbounded number of times
« We will look at two exploration strategies
« g-greedy

soft-max

CPSC 422, Lecture 8 24



e-greedy

» Choose arandom action with probability € and choose
best action with probability 1- €

?(_Vzr\/\dow\ C v V\) — E_
P<5€5<f" acJﬁOMB: - <

» First GLIE condition (try every action an unbounded
number of times) is satisfied via the € random selection

» What about second condition?

Select predicted best action in the limit.

> reduce ¢ overtime!

CPSC 422, Lecture 8 25
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» (Takes into account improvement in estimates of expected
eward function Q|[s,a]

Choose action a in state s with a probability proportional to current
estimate of Q[s,a

Qls.a] Q[{ cl“%m\\e:;‘”gg;]/r
e 0 N, ?a e

Z eQ[S,a] oA ZEQ[S’a]/T
a Sg—;*tx_g

» 1 (tau) in the formula above influences how randomly actions
should be chosen

« [ftis high, the exponentials approach 1, the fraction approaches
1/(number of actions), and each-action has approximately the same
probability of being chosen (r exploitation?)

x ° ast— 0, the exponential with the highest Q[s,a] dominates, and the
current best action is always chosen (exploration or(exploitation?

CPSC 422, Lecture 8 26



Soft-Max example
A ssu e on'.,l 3 acJ\ov\s p
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Learning Goals for today’s class

>»YOou can:

« EXxplain, trace and implement Q-learning

« Describe and compare techniques to combine exploration
with exploitation
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TODO for Mon

» Carefully read : A Markov decision process
approach to multi-category patient scheduling In
a diagnostic facility, Artificial Intelligence In
Medicine Journal, 2011

* Follow Instructions on course WebPage
<Readings>

« Keep working on assignment-1 (due next Fri)
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