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Decision Theory: Sequential
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Set of primitive decisions that can be treate
as a single macro decisiono be madebefor
acting

N A
Agent makes observations
Decides on an action &

Carries out the action &



Lecture Overview

Sequential Decisions

Representation &
Policies &

Finding Optimal Policies &



Sequential decision problems

A seguential decision probleroonsists of a
sequence of decision variableb), D

A
Each D has aninformation setof variablespD,
whose value will be known at the time decisidp is

made. FDg '—’QDL V-~ \/Lr’}

&b




Sequential decisions : Simplest possible

Only one decision! (but different from oneff decisions)
Early in the morning. | listen to thaveather forecas, shall |

take myumbrella B at
noon)
What Is a reasonable decision network ? . [;@@@@

<iather@z> %%ather@;)

/ I\/Iornlng |\/|orn|ng
\_Forecast_ Forecast Forecast
V

Take Umbrella Take Umbrella /\V

A. @ C . None of these




Sequential decisions : Simplest possible

Only one decision! (but different from oneff decisions)

Early in the morning. Shall | take nymbrella
to go for a long walk at noon)

Relevant Random Variables?

e
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U
e 0
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Policies for Sequential Decision Problem: Intro

A policy specifies what an agent should do under each
circumstance (for each decision, consider the parents of the

decision node)
In the Umbrella

D, ? T F
Rawy
POy Clondn
S VA%YY &1
How many
policies?

l

3

One possible /\DO//'C')/
>R T F Tl



A sequential decision probleroonsists of a sequence of

decision variables), D.

Each D, has aninformation setof variablespD, whose value
will be known at the time decisioi) is made.

Tampering

Alarm Smolke

pC = QR CS5SS
No- forgetting decision network Da.
decisions are totally ordered @ space
if a decision D, comes beforel), ,then
. s ¢ pC
D, is a parent of D, P —

any parent of D, is a parent of D,



Policies for Sequential Decision Problems

A policyis a sequence of 0,

don(pD) dom(D)
This policy means that when the agent has observed
o] don(pD,-) it will do ui(Q Example: g;
Tampering Fire \> Report LCheCk Smoke H |
P \ ’7" T T
41'(1:‘:3.' Smoke
g = T ET
Z
L"T”S E;fiiii |y SceSmoke 7_& Report || ‘CheckSmoke || SeeSmoke lCaII i,
- m/' / - — true true true true
r ' ¢ true true false false
true false true true
How m /7)/,00//6‘/65 g true false false false
false true true true
2 g false true false false
false false true false
- false false false false

u, decision functions




Lecture Overview

Recap
Seqguential Decisions

Finding Optimal Policies



y true true

When does a possible world satisfy a policy?

A possible worldspecifies a value for each random variable
and each decision variable.

Possible worldv satisfies policyu , written w N i if the value
of each decision variable is the value selected by its decision
function in the policy (when applied im). <

Wi © /
CheckSmoke

Report

VARs —)| false =7 ( false D

Fire true /
Tampering false -

(\ Alarm true Report CheckSmoke SeeSmoke Call
Leaving true true true true true

( Report faIS(Q true true false false
Smoke true true false true true
true false false false

E SeeSmoke -

true_/,
CheckSmoke | true false true true true

true false true false false
Call false false true false
false false false false




When does a possible world satisfy a policy?

Possible worldw satisfies policyt , written w N t if the value
of each decision variable is the value selected by its decision
function in the policy (when applied im).

(A/ 1
VARs
Fire true
Tampering false
Alarm true
Leaving true
@ true
true

C SeeSmoke
C&hec%ioi?

Call

M

—

Report CheckSmoke
ue— \true ]
false false

V

R

Report CheckSmoke SeeSmoke

Call

tru
true
true
true
false
false
false
false

true
true
false
false
true
true
false
false

true
false
true
false
true
false
true
false

true
false
true
false
false
false

7(true > |
alse

C . Cannot tell



Expected Value of a Policy

Each possible worlav has a probabilityP (W) and a utility
Uw)

The expected utility of policyu is

> Fw)«U(w)

WS

The optimal policyis one with the WX expected utility.




Lecture Overview

Recap
Seqguential Decisions

Finding Optimal Policies (Efficiently)



Complexity of finding the optimal policy: how

manproIiCies’?_ ]
OW many assignments to parents”
Tampering Fire y g ; 2 P

LU <s 2 -

Alarm Smoke

v

How many decision functions? (binary
Leaving Chock L—w SeeSmoke deCISlonS) 25

i >< Smoke 2_2 Z ‘
\,ZE‘M How many policies? e~ -

Report
ra

2
L kL
If a decisionD has kbinary parents, how many assignments of values to the

arents are there?
P K.

2

If there are b possible actions (possible values for D), how many different

decision functions are there? 5K
b

If there are ddecisions, each withk binary parents andb possible actions,
how many policies are there? ( ZK) @\




Finding the optimal policy more efficiently: VE
. Create a factor for each conditional probability table and a &

factor for the utility. )

(.

. Sum outrandom variableghat are not parents of a decision
node.

. Eliminate (aka sum out) thedecision variables
. Sum outthe remainingandom variables

. Multiply the factors this is the expected utility of the optimal
policy. - 72

5
L Check
Smoke
>
4 @ (3] car Qd)space




Eliminate the decision Variables: step3 detalls

Select a variableD that corresponds to the latest decision to
be made

this variable will appear in only one factor with its parents
Eliminate D by maximizingThis returns:

A new factorto use in VE,max, /

The optimal decisiorfunction for D, arg max, 7
Repeat till there are no more decision nodes.z//

Example: E{/}ninaté‘heckSmoke Report | Value | New factor

true 59
Report CheckSmoke Value false _17.5§
true tru 5.0 Decisfon Function
B o I
false -17.5 ;gfsee I:\A:Q




VE elimination reduces complexity of finding the

optimal policy
We have seen that, if a decisio® has & binary parents, there areb
possible actions, If there are d decisions,

K .
Then there are:&g2 )d ,OO/ICIE’SCB

Doing variable eliminatian lets us find the optimal policy after
considering onlyd .0 licies (we eliminate one decision at a
time)

VE is much more efficienthan searching through policy space

However, this complexity istill doubly- exponentialwe'll only be
able to handle relatively small problems.

___—
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[ Troeatment

Gcmcrfc
Figure 9.8: Decision network for diagnosis

To sceleddt what Test to Dp@h(
>unol t‘/l% ‘/\/L‘ﬁ "‘Y'C}*‘V\'\?/v‘d""‘o PVCSC(\\OQ



You can:

Representsequential decision problemas de@
networks. And explain th@on forgetting property

Verify whether apossible world satisfies a pollcy,ne
define theexpected value of a policy

Compute thenumber of policiedor—a-decision \—J
problem

Compute the optimal policyy Variable Elimination/

CPSC 322, Lecture 4 Slide21



Big Picture: Planning under Uncertainty

Decision Theory

One- Off Decisions/ Markov Decision Processes (MDPS)
L Sequential Decisions I /\

Fully Observable | | Partially Observable
MDPs MDPs (POMDPSs)

»

Decision Support Systems
( medi ci ne, )

Some Applicat, o
.

Economics

Control
Systems

22



Cpsc 322 Big Picture

Environment |
Deterministic Stochastic
Problem Arc Consistency WAy
: - Search 1
Constraint | |/a/s + earc
Stat Saﬂsfactlor} Constraints SLS
atic — ;
- \- —_ ; (S p'/" Belief Nets
Query Logics vaﬂ“";evev‘"c Var. Elimination
Search | %"
MarkovChains
Sequential STRIPS (€. ) Decision Nets
or)
"
[Planmn@ Search /af’x‘;(mmy Var. Elimination
Represem‘az‘/on
Reaso_nlng CPSC 322, Lecture 2 Slide 23
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StarAl (statistical relational Al)

422 big picture Hybrid:Det +Sto
Prob CFG
Prob RelationalModels
Deterministic Stochastic Markov Logics
Belief Nets
Logics ' Approx. : Gibbs
First Order LOgICS || pparkov Chains and HMMs
Onltologies
Query Approx. : Particle Filtering
A Full Resolution Undirected Graphical Models
A SAT Markov Networks
CondjtionalRandom Fields
Mar/gov Decision Processes and
Planning Partially Observable MDP

A Value Iteration
A Approx. Inference

Reinforcement Learning Representation

Reasoning

Applications of Al -




StarAl (statistical relational Al)

Hybrid:Det +Sto

More Al ..

Machine Learning

Prob CFG K .
. nowledge Acquisition
Prob RelationalModels g _q_ _
Markov Logics Preference Elicitation
Deterministic Stochastic
Bellef Nets
Logics Wh "
; - ere are the
First Order Logics | ptarkov Chains and HMMs components of our
Ontologies representations
duery coming from?
Undirected Graphical Models |The probabilities?
mar, {{ovN etworks . The utilities?
CondljtionalRandom Fields e locical f /257
Markov Decisfion Processes amf e logicai formuias:
- Partially Ob ble MDP
’lanning antialy Coservasie From people and from
Reinforcement Learning datal
Slide 25
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Some of our Grad Courses

522: Artificial Intelligence 11 Reasoning and Acting
Under Uncertainty

RelationalReinforcement Learning for Agents in Worlds

with Objects relationallearning

- Probabillistic Relational Learning and Inductive Logic
Programming at a Global Scale

CPSC 422, Lecture 35 Slide 26


http://www-ai.ijs.si/SasoDzeroski/AAMAS02/Paper.pdf
http://artint.info/slides/ch14/lect2.pdf
http://cs.ubc.ca/~poole/talks/ILP-2010.pdf

Some of our Grad Courses

503: Computational Linguistics/INatural Language
Processing

A Topic Modeling (LDA) Large Scale Graphical Models
A Discourse Parsing by Deep Learning (Neural Nets)
A Abstractive Summarization

CPSC 422, Lecture 35 Slide 27



Other Al Grad Courses: check them out
532 Topics in ArtificialIntelligence (different courses)

A User Adaptive Systems and Intelligent Learning
Environments

A Foundations ofMultiagentSystems
540 MachinelLearning

505: Image Understanding I: Image Analysis
525: Image Understanding Il: Scene Analysis

515: Computational Robotics

Slide 28
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Announcements

Assignment 4. Due Sunday, June 25th @ 11:59 pm. Late
submissions will not be accepted, and late days may not be used..

FINAL EXAM: Thu, Jun 29 at 7-9:30 PM Room: BUCH A101

Final will comprise: 1015 short questions + 34 problems

Work on allpractice exercises (including 9.Band sample review
guestions and problems (will be posted over the weekend)

While you revise thdearning goalsywork onreview questions- |
may even reuse some verbatid

Cometo remaining Office hours!(schedule for next week will be
posted on piazzaMy office hour tomorrow will be at 2PM

CPSC 322, Lecture 37 Slide29



