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Stationary Markov Chain (SMC)

A stationary Markov Chain : for all t >0

P (St+1| S0 St) = and 

P (St +1|

We only need to specify and 

Simple Model, easy to specify

Often the natural model

The network can extend indefinitely

Variations of SMC are at the core of most Natural Language 
Processing (NLP) applications!
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How can we minimally extend Markov Chains?

ÅMaintainingthe Markovand stationary assumptions?

A useful situation to model is the one in which: 

Åthe reasoning system does not have access to the 
states

Åbut can make observations  that give some information 
about the current state
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Hidden Markov Model

P (S0) specifies initial conditions

P (St+1|St) specifies the dynamics

P (Ot |St) specifies the sensor model

A Hidden Markov Model (HMM)starts with a Markov chain, 
and adds a noisy observation about the state at each time 
step:

|domain(S)| = k

|domain(O)| = h

B. h x h

A. 2 x h

C . k x h

D. k x k
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Example: 

Localization(where am I?) is a fundamental problem in 

robotics

Suppose a robot is in a circular corridor with 16 locations

There are four doors at positions: 2, 4, 7, 11

The Robot is pushed around. After a push it can stay in the 
same location, move left or right.

The Robot has a Noisy sensor  telling whether it is in front of 
a door 



Example Stochastic Dynamics: when pushed, it stays in the same 
location p=0.2, moves one step left or right with equal probability

P(Loct + 1 | Loc t)

Loc t= 10 B. 

A. 

C. 
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Example Stochastic Dynamics: when pushed, it stays in the same 
location p=0.2, moves left or right with equal probability

P(Loct + 1 | Loc t)

P(Loc1)
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Example of Noisy sensor  telling whether 
it is in front of a door. 

If it is in front of a door P(Ot = T) = .8

If not in front of a door P(Ot = T) = .1

P(O t | Loc t)



Useful inference in HMMs

ÅLocalization: Robot starts at an unknown location 
and it is pushed around t times. It wants to 
determine where it is

In general: compute the posterior distribution over 
the current state given all evidence to date

P(St  | O0 Ot)
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Example : Robot Localization
Suppose a robot wants to determine its location based on its 
actions and its sensor readings

Three actions: goRight, goLeft, Stay

This can be represented by an augmented HMM
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Robot Localization Sensor and Dynamics Model

Sample Sensor Model (assume same as for pushed around)

Sample Stochastic Dynamics: P(Loct + 1 | Actiont , Loc t)

P(Loct + 1 = L | Action t = goRight , Loc t = L) = 0.1

P(Loct + 1 = L+1 | Action t = goRight , Loc t = L) = 0.8

P(Loct + 1 = L + 2 | Action t = goRight , Loc t = L) = 0.074

P(Loct + 1 t = goRight , Loc t

All location arithmetic is modulo 16

The action goLeft works the same but to the left




