Probability and Time: Markov
Models

Computer Science cpsc322, Lecture 31

(Textbook Chpt 6.5.1)

June, 20, 2017
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Lecture Overview
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- Temporal Probabilistic Models

- Start Markov Models
" Markov Chain

* Markov Chains in Natural Language
Processing
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Modelling static Environments

So far we have used Bnets to perform inference in static
environments

 For instance, the system keeps collecting evidence to
diagnose the cause of a fault in a system (e.g., a car).

@space
* The environment (values of the evidence, the true cause)
does not change as I gather new evidence

e What does change? The system’s beliefs over
possible causes
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Modeling Evolving Environments

 Often we need to make inferences about evolving
environments.

* Represent the state of the world at each specific point
In time via a series of snapshots, or time slices,
€ -1 ) (=

—

SolveProblem - SolveProblem
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Simplest Possible DBN

One random variable for each time slice: let’s assume S,
represents the state at time ¢ with domain {m"-vi

Each random variable depends only on the previous one

ThUSPCS_&.‘.ﬁ l Se - <t\ = F(itjj ] E{-f>

Intuitively S, conveys all of the information about the history
that can affect the future states.

- ,7“The future is independent of the past given the present.”
~
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Simplest Possible DBN (cont’ )
P | S’>>

\
AP ()P () ()

e How many CPTs do we need to specify? S 1.
->c| ker.
G P(s.ls)) P(s.lsy) ete lcer]
A. 7

' C.2 D. 3 @
o Stationary process assumption: the m nism

that regulates how state variables change overtime

Is stationary, that is it can be described by a single
transition model

. P(St\SH) s +he sxmue for M T
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Stationary Markov Chain (SMC)

Astationary Markov Chain : for all t >0
P(St+7| Sf)i-.-’Sf) — P(St+7lst) and MWKQV BSSUMPJ—(OV\
P\(iﬂis the same S Vshowsv¥

We only need to specify P(i’> and T)le’w% l gt)

Simple Model, easy to specify =
=

Often the natural model
The network can extend indefinitely

Variations of SMC are at the core of many Natural Language )(\,<

Processing (NLP) applications! \so USES (e to
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Stationary Markov Chain (SMC)

A stationary Markov Chain : for all t >0
P(S,.| Sp-.8) = P(S..|S)and Koy 2350 phion
P(S,,|S) is the same s tshowev

So we only need to specify? bclicker.

_—
@St +7 |St) an@ B. P(So)

C = P(St +7|St) D- P<St|8t+7)
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Stationary Markov—Chain: Example

: : : t .0
Domain of variable S; is {t, q, p, a, h, €} o 4
. - N e
Probability of initial state P (S) z -
Stochastic Transition Matrix P(St+7| S, h D
Which of these two is a possible STM? e
St o+ St +1
tlglplalh]e tla/pjalh]e
t[0].3/0[.3/.4]0 tj1/0]0]J0]0]|0
q/|4/0]6]0]0]0 g0/ 1]1]0]0]0]0
pl0 0110 [0]O0 S p/. 3|0 110700
Sta00.4.600t3000100@
h|0|0|0|0|0]1 hf0 ] 000 /0] 1
el1]0lo0lolo elofofol2[o0]1]|2>>1

T I A.Left one OHLQ B. Right one only
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Stationary Markov—Chain: Example

SIX POSS\lol(

Domain of variable S; is {t, q, p, a, h, €} vxloes
We only need to specify--- t| 6
q 4
P(S) 0| o
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h| o
. L : e O
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tiglplalh|e
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Markov—Chain: Inference
Probability of a sequence of states S, ... St

P(So,...,Sr) = P(5.) P(S4]5. [52 ) ..
@v> Se ) GD\J \\ P(S,.|S)

P(S) _ tig(pjajh]e
(e e olalale
q| 4 | SN

Example: 0| 0 p|0 | OIR0|0 |0
L al 0 al0|0|.4N6%0]0
P(t,q,p) = h] 0 | [n[oJo]o o ONU
- el 0 el[1/0[0]0]0NO

Pe) «  PGIE) ?(F 7)

0
6 A 3 6 = 104
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Key problems in NLP
Nov™ b \i/

“Book me a room near UBC i P(Wl oy Wn)?

Assign a_p_oha_bmi;a_to_Lgntence )(a cequence of words )

—>" Part-of-speech tagging — /ymmar/zat/on Machine
—*  Word-sense disambiguation, —=Trans/ation---
-

Probabilistic Parsing —
Predict the next word & © —
s l (UU\"\ \w/.l. o W -

-1

=Plwa W) /Plas w2

/'7 Augmentative communication for the disabled

P(W1 Wn) ) Impossible to
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P(wi,..,wn)? Impossible to estimate!

Assuming 10° words and average sentence contains
| D 5o
(l0%) =10
would C,o"\.d—aﬂ"'\ /Prolaélollld‘\'ef
P coll e ted Jrrowt %emw//'ef\/!ie
Google language repository (22 Sept. 2006)
contained “only”: 95,119,665,584 sentences

~ o

Most sentences will not appear or appear only once ®

6/21/2017 CPSC322 Summer 2017 18



What can we do?

Make a strong simplifying assumption!

Sentences are generated by a Markov Chain
wy 3t Hee begrianinag of » sem it @

M l: P(wmi|< 1;/5" >) Hk:2 P(wrk | wi - 1)‘
= Plwa|<s5) P(wa|wa ) P@%IWQ “P("Vk(% \
P(The big red dog barks)= :
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O

6/21/2017 CPSC322 Summer 2017 19




. . v <
Estimates for Bigrams  /(«, |w,_ 1>

Silly Ianguage repositories with only two sentences:
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Bigrams in practice---

If you have 10° words in your dictionary

will contain this many numbers.. ??

\ O W

A2 *10° C. 5 %105
2
A
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Learning Goals for today’ s class

You can:
4

- Specify a Markov Chain and compute the &
probability of a sequence of states |

- Justify and apply Markov Chains to compute
the probability of a Natural Language sentgnhce

@T;: COV"\F‘A{JLG l/l/\-L (,oV\d’\J"\'Ov\a’(

robsbilhiies — <\de Ig
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Markov Models

Markov Chains Simplest Possible
Dynamic Bnet

\ We cannot observe

Hidden Markov Model directly what we care
about

Add Actions and Values LTl

(Rewards,)

~ Markov Decision
—1 Processes (MDPs)
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Next Class
- Finish Probability and Time: Hidden Markov Models
(HMM) (TextBook 6.5.2)

- Start Decision networks (7extBook chpt 9)
Course Elements

 Assignment 4 is available on Connect. Due Sunday,
June 25th @ 11:59 pm. Late submissions will not be
accepted, and late days may not be used. This is
due to next week being exam week, and we want to
be able to release the solutions immediately.
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