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Planning Under Uncertainty: Intro

* Planning how to select and organize a sequence
of actions/decisions to achieve a given goal.

» Deterministic Goal: A possible world in which
some propositions are true

* Planning under Uncertainty: how to select and
organize a sequence of actions/decisions to
“maximize the probability” of “achieving a given goal”

« Goal under Uncertainty: we'll move from all-or-

nothing goals to a richer notion: rating how Aappy
the agent is in different possible worlds.




“Single” Action vs. Sequence of Actions

as a single macro decision to be made

Set of primitive decisions that can be treate§
before acting owve - ol

* Agents makes observationsz‘/

- Decides on an action& Tecision s
- Carries out the action™
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One-off decision example

Delive
ry Robot Example ... ) tene ()
* Robot needs to reacha certain room A Lalse
« (Going through stairs may cause an accident. @
. [;It can golthe short way through long stairs, or the long way
through short stairs (that reduces the chance of an
accident but takes more time)

B A R e

*z<
)The Robot can choose to wear pads to protect itself or not )
(to protect itself in case of an accident) but pads slow it down

Wes<C  +— L > L
orAs o4+ A=t S -
7 L A
« If there is an accident the Robot does not get to the room




Decision Tree for Delivery Robot

« This scenario can be represented as the following decision tree

accidenty, L Which | Accident
short way 70‘_:-_—_—_-____ way
_—"| no accident™ 8
q — dent Z|long | true 0.01
wear pads jong way - oeCenly 9 o ffalse | 0.99
N5 accident® 77 | 34 short | true 0.2
short false 0.8
accidenty,
: short way |- —
don't ffj no accident o
wear ol | —_—
ads ] accident
P long way :LO_-—— i
no accident

« The agent has a set of decisions to make (a macro-action it
can perform)

« Decisions can influence random variables
« Decisions have probability distributions over outcomes




Decision Variables: Some general Considerations

* A possible world specifies a value for each random
variable and each decision variable.

« For each assignment of values to all decision
variables, the probabilities of the worlds satisfying
that assignment sum to 1.

accidenty, wo - L
short way - — .8

_— 5 accident™ W1 -

wear pads T ' . oW
P long way ﬂf_@f‘_@ﬂi} w2 ul

/ & accident>™ W3- - 77

accidenty, w4 - .2

= short way - -
don't fﬂ"l 5 accident = W2 - - g
wear —
pads T accidenty, w6 - - odh !
long way - —— > 99
no accident Wi -
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What are the optimal decisions for our Robot?

It all depends on how happy the agent is in different
situations.

For sure(getting to the room is better)than not getting
there..... but we need to consider other factors..

accident w, w -
short way y{ yJ=—_ :
_—"no accident™ W1 -

"

S
S

wear pads accig!_qr_‘li} we -

long way ™ ——
NG accident™ W3 -

accident, w4 -

)

: short way - —_—
don't #f”l no accident > W2 -
wear = _
pads T~ accident Ly, W6 -
long wa DL( }h—
9 way > W7 -

no acmdent



Utility / Preferences

Utility: a measure of desirability of possible worlds to
an agent

* Let Ube a real-valued function such that U (w) represents
an agent's degree of preference for world w . (o, lo?]

Would this be a reasonable utility function for our Robot?

¢ 4 Y
Which way Accident  Wear Pads Utility World
short true true 35 w0, moderate damage
—5 short. false (trug 95 w1, reaches room, quick, extra weight
long true true 30 w2, moderate damage, low energy
long false true 75 w3, reaches room, slow, extra weight
short true false 3 w4, severe damage
——) short _false false w5, reaches room, quick BeSt_ T 7
long )(“"e faise false 0 w6, severe damage, low energyé_/ Wovst .
lon false 80 w7, reaches room, slow
o




Utility: Simple Goals

e Can simple (boolean) goals still be specified?

R B\

U t"abo\ﬂi'/‘%/ﬂf‘ef \*‘o9v~/\[’\ Accident
. . — Mu st be
Whichway Accident Wear Pads | Utility
long true true 2 ‘\-b\ S€
long true false =
[ long false E | Oo
long false f \o o
short true true o
short true false D
false ru (o1
false E (O D



Optimal decisions: How to combine Ultility with

Probability
What is the utility of achieving a certain probability distribution

over possible worlds? y
0.2
accidenty, w0 - r%erate damage@

W\GLEELI n:[} E;:_,mdeﬂf} w1 - quick, extra waght@/

wear pads {“‘"m_ 0.8
m—}l%mg way =

Ilssr asssoslnatsl IL

 Itis its expected utility/value i.e., its average utility,
weighting possible worlds by their probability.

EU(WP:{;/V\IW:U/\WT\ _
2 %35+ .8% TS




Optimal decision in one-off decisions

« Given a set of ndecision variables var;(e.g., Wear Pads,
Which Way), the agent can choose: I

D= dfor anyLd/é dom(var,) X .. X dom(var,,U

Wear Pads Which way
d/\, —| true short
—>| true long
—~| false short
accidenty, w0 _—2)| false long
short way - = >
—"no accident™ W1 -

=
=

e,
S,

wear pads = acci#_:i_@lji;’. w2 -

long way ™ _

NG accident™ W3 -

accident », w4 -
M short way_y{ = >
wear
pads

~_—"no accident > Wo -
:_\_"F

e,
S,

— accident « wb -
long way“‘io.—_—_—_—_-_‘_‘_‘:’
no accidenf} W7 -



Optimal decision: Maximize Expected Ulility
* The expected utility of decision D= dis

E(UI D= d) =S4 - o/ AW | D= 0)Uw) |
e.g., E(U| D= {WP=+zls | WW= =k.vtT )=

accidenty, w0 -
) "6 accident™ W1 -
Aty V2. Plon D) 2 () +

NG accident™ W3 -

g (s D) Ufws)

ho accident ™ W9

short way -

wear pads

don’t short way

Wear

pads accuder"ltl.’P wh -

n6 accident™ V7 - Vv\'b"?(

long way ™

/‘
An optimal decision is the decision D= 4 .., whose \

max

expected utility is maximal: Wear Pads  Which Way Z (/

true

dow = argmaxE(U | D=, )> rue

=1 false

.:I1 € dam( L)) —| false




Expected utility of a decision

* The expected utility of decision D =d; IS

E(U| D=d;) = Zw|=(D=d/)P(W) Uw)

Way=short ? -
02*35+08*95=83 Conditional
accidenty, w0 0.2
short way —
no accident> W1 0.8
wear pads ;
g long way accidenty, Wi 0.01
no acciden W 0.99
accidenty, w4 0.2
short wa = -
no accident = W- 0.8
wear —
accident . w6
pads long way > 0.01
"o accident W/ 0.99

17

 What is the expected utility of Wearpads=yes,

probability Utility E[U|D]

35 33
95
30 74.55
75

3 80.6
100

0 79.2
80
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Single-stage decision networks

Extend belief networks with: —
« Decision nodes, that the agent chooses | way

the value for. Drawn as rectangle. long | true 0.01
. long false 0.99
> Utility node, the parents are th short | true 0.2

variables on which the utility depends. short | false 0.8

hich way{" Accident ) \Wear Pads Utility
long true true 30
\)\/ W K long true false 0
long false true 75
long false false 80
short true true 35
E short true false 3
\ \/\) ’P short false true 95
short false false 100




Finding the optimal decision: We can use VE

Suppose the random variables ar
variables are the se@ and utility epencfs on

the decision

S{X, ..., X, }UD,

perovts (J
E(U|D) = P(xl, » Xa| D)M(pU)

o M

Which Way

==

Wear Pads

ZT‘O(X 1P L(pY)

~_ decisro VEVS

To find the optimal decision we can use VE:

1. Create a factor for each conditional probability and for the utility
‘—_\

2. Multiply factors and sum out all of the random variableg (This

creates a factoron 2 that gives the expected utility for eachd,; )
3. Choose the a,\wnh the maximum value in the factor.



TA

Example Initial Factors (Step1)

ek

2

Which Way
Wear Pads
>y
Which way Accident | Probability
long true 0.01
long false 0.99
short true 0.2
short false 0.8

Which way Accident  Wear Pads | Utility
long true true 30
long true false 0
long false true 75
long false false 80
short true true 35
short true false 3
short false true 95
short false false 100




Example: Multiply Factors (Step 2a)

L

Accident
/,-f-' ‘\\‘
Which Way
S > 5 :(fl(vvw, A) x fZ(A,va,W@
Wear Pads A
Which way | Accident | Probability *‘&4\ 7£ 3
lon true 0.01
Iong m 0.99 Whichway Accident = Wear Pads | Utility
short true 0.2
Whichway Accident  Wear Pads | Utility long true false 0% - ©l
long false true 75 - 79

long true true 30
long true false 0 long false false 80
long false true 75 short true true 35
long false false 80 short true false 3
short true true 35 95
short true false 3 short false true
short false true 95 short false false 100
short false false 100




Example: Sum out vars and choose max

Which Way
Wear Pads %
WV )

Which way (Accident Wear Pads | Utility
(Tlong______true true ) 0.01*30
long true false 0.01*0
\_ long false truej 0.99*75
[ long false false 0.99*80
short true true 0.2*35
short true false 0.2*3
short false true 0.8"95

short false false 0.8*100

(Steps 2b-3)

— />‘ > ' (AWW,WP)

Sum out accident:

Y
Which way | Wear Pads | Expected Utility
long true 0.01*30+0.99*75=74.55
long false 0.01*0+0.99*80=79.2
Qshort  [true | 0.2°35+0.8°95=83 <=
short alse 0.2*3+0.8*100=80.6

p@@@

Thus the optimal policy is to take the short way and wear
pads, with an expected utilify of 83.




Learning Goals for today’s class
You can:

« Compare and contrast stochastic single-stage
(one-off) decisions vs. multistage decisions

» Define a Utility Function on possible worlds

. Deflne and compute optimal one-off decision

(max expected utility)

. . (&
» Represent one-off decisions as single stage

decision networks and compute optimal
decisions by Variable Elimination
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Next Class (textbook sec. 9.3)

Set of primitive decisions that can be treated
as a single macro decision to be made
before acting

/(

Sequential Decision
* Agents makes observations
* Decides on an action
« Carries out the action




Course Elements

Homework #4, due date: Fri Nov 30, 1PM.
You can drop it at my office (ICICS 105)or by handin.
For Q5 you need material from the last lecture, so work on

the rest before then.
Work on Practice Exercise 9.A

Please Complete Teaching Evaluations

Teaching Evaluation Surveys will close on Tuesday,
December 4th
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