Reasoning under Uncertainty:
Intro to Probability

Computer Science cpsc322, Lecture 24
(Textbook Chpt 6.1, 6.1.1)
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To complete your Learning about
Logics

Review textbook and inked slides =

Practice Exercises on Vista <—

Assignment 3

* |t will be out on Wed. It is due on the 29", Make sure you
start working on it soon.

« One question requires you to use Datalog (with TopDown
proof) in the Alspace.

« To become familiar with this applet download and play
with the simple examples we saw in class (available at
course webPage).
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Lecture Overview

 Big Transition
* Intro to Probability
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Intro to Probability (Motivation)
« Will it rain in 10 daysp Was it raining 98 da ys
ago?

* Right now, how many people are in this room? in
this building (DMP)? At UBC? ....Yesterday?

« Al agents (and humans ®) are not

M 2T \proramT
* And the problem is not only predicting the

future or “remembering” the past
slso covremt <xife
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Intro to Probability (Key points)

Are agents all ignorant/uncertain to the same

? HO \
degree&.\6 sobgecdne
\ —— I

Should an agent act only when it is certain
about relevant knowledge?

(not acting usually has implications)=

S0 agents need to represent and reason
about their ignorance/ uncertainty
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Probability as a formal measure of
uncertainty/ignorance

» Belief in a proposition 7 (e.g., /t /s snowing outside,
there are 31 people in this room) can be measured
iIn terms of a number between 0 and 1 — this is the
probability of 7 h -

* The probability fis O means that 7is believed to be

dehmely Jolse
* The probability fis 1 means that fis believed to be

o\QA\/iV\]V"@IJ TFJ e

* Using 0 and 1 is purely a convention.
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Random Variables

« A random variable is a variable like the ones we

have seen in CSP and Planning, but the agent can
be uncertain about its value.

 As usual

* The domain of a random variable X, written dom(X), is
the set of values X'can take

* values are mutually exclusive and exhaustive

Examples (Boolean and discrete)

001’%&@ an‘wmg :\:\?‘0—}’ (3‘?0631&'(‘“’\

T ¥ [9,10°)
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Random Variables (cont’)

* A tuple of random variables <X,,...., X>Iis a
complex random variable with domain..

Fom(Xa) <X -+ - x dom (K1)

* Assignment X=x means X has value x

—_— ———>

owtlside QzﬁV\t‘V\(S =1

* A proposition is a Boolean formula made from
assignments of values to variables

Examples v o

H= €0 lQA‘W\:Z-‘-:;L
N PP

AN

ontsde R K\‘m\—g =
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Possible Worlds

* A possible world specifies an assignment to each

random variable

E.g., if we model only two Boolean variables Cavily and
Toothache, then there are 4 distinct possible worlds:

W4 Cavity = TAToothache = T
w1 Cavity =T A Toothache = F
w ~ Cavity = F A Toothache = T
N, Cavily =T Toothache =T

cavity | toothache
T T
T F
F T
F F

As usual, possible worlds are mutually exclusive and exhaustive

S—

WA Gty =

mmeans variable X'is assigned value xin world w

L Tothmache = F

\
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Semantics of Probability

* The belief of being in each possible world wcan
be expressed as a probablllt){ uw))
* For sure, | must be in one of them...... SO

65“* T we E
WQ( \,

,u(W) for possible worlds generated by three Boolean variables:
cavily, toothache, catch (the probe caches in the tooth)

N

cavity | toothache | catch u(w i
T T T /-1&1—:\
T T F [ 012
T F T 072
T F F .008
F T T 016
F T F .064
F F T\ 144 ,
- - - ; =76 / Slide 12




Cﬂwv&\m\'

ou\(v( O\A/H»C

position f? “ofebia %/4

Probability of propositio
« What is the probability of a

——————— ((
cavit toothache catch
T T T 108 toothache - toothache
T T| F 012 )
T - - 072 cetch | 1 carch) carch | 1 carch
C - ;:n \ A =
T | | 088 | f:m'rf_v<) 108 | .012
F /T T 016 .4 —
= K = osa || |mcavire, 016 .064
F F T 144
F E 576
R & A@M:ét &

For any@ sum the prob. of the worlds where it is true:

,___,)._ W /éf
Ex: P(foothache = 7) =.L
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Probability of proposition
« What is the probability of a proposition 7?

cavity toothache catch ,U(W)

-

T -108

toothache — toothache

.012
P ——

cetch | = carchl carch | 1 carch

072 )

P

008"

-

——016

016 | .064 44 | 576

.ufz__(j' 072 | .008

= caviry

.064

mlh|H|d |||
TlA[{m|[a4|Tm| 4| m

-‘h-A-n-n—|—|-4-—|

For any £, sum the prob. of the worlds where it is true:

P(£)=2 \, 4 H(W)
P(gvityﬂ' and toothacheiF) =.0%
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Probability of proposition
« What is the probability of a proposition 7?

cavity toothache catch ,U(W)
T T T 108 toothache = toothache
T T F .012
- - - 072 catch| — carch|catch | — caich
T F F 008 caviry ».108| .012 | .072| .008
F T T 016 2 — i
- - — | |mcaviy | .016| 064 rhm 576 |
-+ E E £76

For any £ sum the prob. of the worlds where it is true: (\ Lt - EAQ

P(F)=2 45 k(W)

P(cavity (0F foothache) = 0.108 + 0.012 + 0.016

ST

ST
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Probability Distributions

A probability distribution P on a random variable X
is a function dom(X) - > [0, 1] such that
[X -> P(X:.X;\ Aow (Ca\fﬁ\"’\\ ZET/ T;]
V/l‘! ,? /-T . 2 PCCB\/\‘\’V( :T)

X S F > .¢ Plawiy=hH)

cavity toothache catch ,U(W)
\\\S T T T .108
toathache 1 foothache T T F 012
T F T .072

E'.:lrfh — catch ) catch | 1 carch
T F F .008
"“'“”” 072 ] . LT T T 016
—mmm : : : , X E— T F 064~
E E T 44
—+ r = 576
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Probability distribution (non binary)

A probability distribution P on a random variable X
Is a function dom((X) - > [0,1] such that

2 S‘h’l‘lowa"\ov\j
x -> P(X=x) 3 e "Cfg, 2 vecy ufrered
* \Number of people In th/?}f?om at this time &= "*5 2loout

X
PO g = ==
WA
- K

X

?—
)
o
|/

35 {1 59
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Joint Probability Distributions

* When we have multiple random variables, their
joint distribution is a probability distribution over
the variable Cartesian product .« Bodezn &>

* Eg., P(<X,,.... X>) —

* Think of a joint distribution over »n variables as an n-
. . f
dimensional table

* Each entry, indexed by X, _x,,...., X,= x, correspon 7
to POIX; _x; A oo nX =X, ) &14.\665
* The su%of entries acr?ss the whole table is 1

roothache - m-::ffz ache
catch| - catch| catch| - catch | g7
> cavirv | 108 | .012 072 | .008
D|—. caviry | .016| .084 | .144 | 576 |, Siide 18




Question

* If you have the joint of n variables. Can you
compute the probability distribution for each

variable?
"{65 Youn cam Co\"—\dgv\J—C e

Frob. 9-)7 3\47 doroagoﬁql—{o\,\ \‘\/)
Xy e X
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Learning Goals for today’s class

You can:

» Define and give examples of random

variables, their domains and probability
distributions.

- Calculate the probability of a proposition f
given u(w)for the set of possible worlds.

» Define a joint probability distribution
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Next Class

More probability theory
* Marginalization

* Conditional Probability
* Chain Rule

* Bayes' Rule

* Independence
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