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Abstract

How do we compute meaning? To make something computable, we must
reduce the world to logical operations on electrical signals. However, our
human experience is that the world has an uncomputable, meaningful aspect
that seems to defy mere information processing. The quantitative world of
computing demands measurable, objective signals to be translated into the
qualitative world of affect, emotion, and meaning. Is it possible to make the
two worlds of qualitative and quantitative meet?

In this dissertation, I report on, analyze, and draw conclusions from two
multi-part projects that attempt to answer this question from different per-
spectives using interactive systems and machine learning. First, we look at
computing meaning by attempting to detect emotions using signals derived
from the body such as heart rate, brain waves, and gestures. Then, we
look at computing meaning by making connections between documents to
support thematic exploration of large document corpora.

My contributions in this dissertation are:

• A critical theoretical and methodological proposition for computation-
ally representing, sensing and displaying real-time emotions.

• A synthesis of the theoretical and pragmatic basis of therapeutic care
methods and their meaning for affective robotics, with an accompany-
ing account of the constructed nature of emotions for HRI applications.

• The design and evaluation of a system (called Teleoscope) for capturing
underlying meaning in documents through interaction with machine
learning systems.

• An extension to thematic analysis for data curation to create mean-
ing in large text datasets which we call thematic exploration, and a
methodological concept of schema crystallization.

Through these projects, an underlying understanding of meaning-making
as an embedded, embodied, emergent, interactive phenomenon is articu-
lated. That is to say, meaning is embedded in a culture and environment,
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Abstract

embodied in the whole of a person, and emerges through the process of
interaction between a person, themselves, other people, and their environ-
ment. By understanding these epiphenomenal interactions, designers may
be enabled to create computational systems that facilitate richer meaning-
making.
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Lay Summary

Computer Scientists often make artificial intelligence (AI) models that try
to detect meaningful things like emotions, or perform meaningful procedures
like categorizing texts. This dissertation reports on two lines of research:
one where we tried to detect people’s emotions using sensors on the body,
and another where we made a system for exploring millions of documents
to find meaningful themes (called Teleoscope). The system for detecting
emotions did not work in a way that I liked, and so I analyzed why that
might be and critiqued common understandings of detecting emotions in
Computer Science. Then, when we built Teleoscope, we followed a careful
process of working with our end users, and we were much more satisfied
with the results. As such, I analyzed why I think Teleoscope works well,
and what might be going on when people try to use systems like Teleoscope
to discover meaningful themes in documents.
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Preface

The research presented in this dissertation is the result of many collabo-
rations, publications, and required multiple UBC Research Ethics Board
approvals.

Included in the text of the dissertation are only papers that I was the
first author on and claim the primary contribution for, but there are analyses
and references to other papers that I also contributed heavily to and report
on.

Chapter 3, includes the text of Real Emotions Don’t Stand Still, which
was published in the 2019 8th International Conference on Affective Com-
puting and Intelligent Interaction, and co-authored by Xi Laura Cang, Hai-
ley Mah, Laura Rodgers, Karon MacLean:

• Bucci, P., Cang, X. L., Mah, H., Rodgers, L., & MacLean, K. E.
(2019). Real emotions don’t stand still: Toward ecologically viable
representation of affective interaction. In 2019 8th International Con-
ference on Affective Computing and Intelligent Interaction (ACII) (pp.
1-7). IEEE.

My contribution for this paper is the majority of the conceptual formu-
lation, writing, and analysis, but the paper was the result of a long-term
collaboration between Laura Cang and myself while supervised by Karon
MacLean. Together, we supervised a large number of Research Assistants
and collaborated with people from other departments. Papers that I make
reference to and perform a meta-analysis of but do not claim as a contribu-
tion for this dissertation, as well as the papers which were reported on for my
Master’s Degree and therefore are not part of this dissertation’s contribution
are available in Appendix A.

Our undergraduate RAs included: Hafsa Zahid, Andrew Moore, Liz
Koswara-Simms, Gabby Savage, Liam Butcher, Sherry Yuan, Eileen Ong,
QiQi Li, Hannah Elbaggari, Linda Jiang, Sean Fernandes, Anushka Agre-
wal, Anita Shah, Hailey Mah, Drishtti Rawat, Qianqian Feng, Zefan Sramek,
Laura Rodgers, Minjia Zhan, Tyler Malloy, Aiden Smith, Bryan Lee, Mario

vi



Preface

Cimet. Each was responsible for a one- to two-term project where they ei-
ther built a component of our sensing and robotic systems, ran participants,
or performed data analysis. All conceptual and project management was
performed by myself or Laura Cang.

Chapter 4, Affective robots need therapy is a summation of my learn-
ing from the above and includes entirely new recommendations and analy-
ses that are largely independent of the work with Laura Cang and Karon
MacLean. Except for a couple of paragraphs, this work was almost entirely
written by me, and edited by my co-authors David Marino and my supervi-
sor Ivan Beschastnikh. It includes the text from the following publication:

• Bucci, P., Marino, D., & Beschastnikh, I. (2023). Affective robots need
therapy. ACM Transactions on Human-Robot Interaction, 12(2), 1-22.

Chapter 5, Teleoscope Systems Paper, is the culmination of three years
of coding and design work on Teleoscope. I was the principal systems ar-
chitect, designer, and coder, however, I again oversaw a large number of
undergraduate Research Associates who participated in one- to two-term
projects coding and designing a part of the system: Armin Talaie, Aanandi
Sidharth, Qiyu Zhou, Kenny Averna, Dhruv Khanna, Patrick Lee, Sol Lee,
Crystal Lee, Leo Foord-Kelsey, Alamjeet Singh, Prayus Shrestha, Florentina
Simlinger, Vita Chan. I was the sole writer of the paper and my supervisor
Ivan Beschastnikh was the primary editor.

• Bucci, P., Foord-Kelcey, L., Lee, P. Y. K., Singh, A., & Beschastnikh,
I. (2024). Crystallizing Schemas with Teleoscope: Thematic Curation
of Large Text Corpora. arXiv preprint arXiv:2402.06124v2.

Chapter 6, Crystallizing Schemas through Thematic Externalization with
Large Corpora, is the summary of my and Ivan Beschastnikh’s process of
using Teleoscope. I was the sole writer and my supervisor Ivan Beschastnikh
was the editor.

We are now in the process of incorporating a business that will run a
version of Teleoscope. That is being undertaken and lead by myself, but
includes Leo Foord-Kelsey, Alamjeet Singh, and Patrick Lee, as well as a
non-student collaborator, Nathaniel Ki.

All research was conducted under the review of UBC’s Behavioural Re-
search Ethics Board under the following approvals:

• Interactive Affective Touch: H15-02611

• Conflicting Identities: H21-00285

vii



Preface

• Teleoscope: H22-03775

• RiCC:Childcare: H19-00482

• TAMER: H09-02860

• Touch sensing interactions: H16-01549
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Chapter 1

Introduction

It came to be that I1 was working at a children’s hospice in the middle of
my dissertation. Ostensibly, my job was to observe how clinical staff and
patients were interacting via emotional touch. My lab had been working on
a fabric touch sensor for a social robot, and I had the job of understanding
how these could be used in a therapeutic setting. Being someone who was
comfortable making physical things due to my background in visual arts and
design, my research had focused on making small, furry robots that were
wrapped in this touch sensor. With my lab mates, I also worked on related
design and engineering, that is, training machine learning (ML) models of
social touch, programming robot behaviour, and figuring out how and why
these robots could be used.

During one of my first projects, we trained an ML model to detect touch
gestures such as pat, tickle, scratch, etc., while the sensor was draped over a
robot. To our surprise (perhaps unwarranted), we discovered that we could
differentiate both participants and touch gestures, i.e., detect that your pat
or tickle is different than my pat or tickle. This led to the question: what
if we could determine features of one participant’s touch at different times?
And different times might mean different moods. Maybe people scratch
their pets differently based on how they are feeling. Perhaps how somebody
touched may provide insight into their emotional state.

The chain of logic continued: if a robot could detect someone’s emotional
state, maybe it could provide a meaningful therapeutic interaction. A robot
that enacted sympathy. A robot that reacted with care and provided thera-
peutic touch. Knowing that this could be a quagmire of confounding factors,
we pared the project down to be a robot with one motor and no facial fea-
tures: just a fluffball that made breathing motions. After two years of my
master’s work designing the robot’s body and behaviours, we were ready to
take the robot into a clinical setting. We contacted a dementia ward where
they were already using furry robots and a children’s hospice, and met with

1In this dissertation, I will use “I” when referring to my own experience or singular
work, but for instances where I was part of a team (e.g., manuscripts), I will use “we” to
refer to myself and my team.
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Chapter 1. Introduction

clinical staff in both. I headed the hospice work, and my lab partner headed
the dementia work.

My experience in the hospice profoundly changed me. Or it may have
simply helped me concretely realize notions that I had suspected to be true.
I entered their volunteer training program and started observations. Im-
mediately, I realized that there was no possible way to build a robot that
could, on its own, meaningfully interact with people who were preparing
for death (either their own or their loved ones). The dream of therapeutic
touch driven by the robot was gone. My lab partner and I had suspected
that we might eventually learn that the robot was not useful, but it was to-
tally confirmed at a gut level as soon as we walked in and listened for a day.
However, we also saw very clear and beautiful opportunities for meaningful
technologically-mediated interactions. In fact, the hospice already had many
interactive devices, practices, and technologies that they were using, which I
will mention below. We just needed to understand the hospice environment
itself to see where we might fit in.

The shift in perspective was both monumental and subtle. We had been
approaching our robot design as if we could—and should—detect emotional
states as part of a system of meaning. This assumes that the robot has an
internal model of the interactor’s emotional state, a machine model approx-
imating the human ability to guess how other people are feeling. It also
assumes that the robot can make appropriate emotional decisions based on
this model. These are significant assumptions.

However, the technology in use at the hospice was both symbolically
and practically meaningful. Not because of something within the system,
but instead outside the system, in the context, use, and playful interactions
of the human therapists who worked with the technology. Good technology
design here meant designing devices that were simple, easy-to-use, and facil-
itated self-knowledge and play. Devices would be more like improvisational
instruments with rather than providing a pre-determined interaction. Sort
of like the difference between a video game and a lego set: the video game
must be fully immersively programmed to be impactful, whereas a lego set
facilitates endless improvisation by recombining simple modules.

The standard approach to touch-based interaction at the hospice was
an improvisational communication technique called intensive interaction2.
For non-verbal, wheelchair-bound children, it is one of the only ways to sus-
tain profound, meaningful communication. An interactor ensures that they

2Intensive interaction is well-documented on their website at intensiveinteraction.org;
watching a video helps to clarify the communicative potential.
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Chapter 1. Introduction

are eye-level with the child, and watches their face carefully for emotional
signals. This may be difficult, because the children do not have consistent
control of their muscles. They hold the child’s hand, or whatever part of the
body may be expressive in the moment. The interactor speaks their inten-
tions out loud and reinforces with their entire body, e.g., drawing the child’s
attention to a shiny pillow by bringing the pillow close, saying “Look at the
shiny pillow” repeatedly, looking at it themselves, and bringing the pillow
into physical contact with the child. The interactor will describe the child’s
experience using repetitive sensation and emotion words, attending to any
sign of recognition. If the child makes a sound, the interactor will repeat
it, guessing at the meaning. To an observer, it sounds quite silly—and it
should! Mutual joy is part of the effectiveness of the technique. With enough
time and attention, the interaction develops into a sort of improvised, joyful,
touch-and-silly-sound-based “language.”

Clearly, if you watch them, the child has a meaningful experience. Due
to the fact that they are non-verbal, it is difficult to know exactly what
their experience is in words, but the joy on their faces is unmistakable. The
interactors will use this technique with any being, object, genre, material or
device that is available. For example, a pet rabbit was occasionally brought
in to the hospice, and the children would touch the rabbit with a therapist
using intensive interaction. Or the music therapist would use this technique
to improvise songs. Or, the art therapist might do this with paint and
colour. The possibilities were endless.

In terms of interactive technologies, a few design opportunities stood out.
They had a Snoezelen Room3, which is a multi-media interactive sensory
stimulation chamber that can be soothing to certain children. They used a
variety of vibrating and texture-based toys to stimulate touch experiences.
And they would use a variety of digital music systems combined with the
above to create improvisational multi-media experiences that could be seen,
heard, and felt at the same time.

Unfortunately, the COVID-19 pandemic cut short my observations at
the hospice. I would love to have had the rest of my dissertation be about
the technologies I designed for the hospice, since I had many profound ex-
periences there. It was not to be. However, the experiences I did have drove
home deep experiential realities of the “meaning of meaning,” the hubris of
certain approaches to affective computing (including my own, previously),
and clear underlying sense of where digital design can support meaning in
human interactions rather than overtaking it. It made me want to try to

3snoezelen.info
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1.1. Defining meaning

understand what “meaning” could mean computationally.
Meaning at the hospice was multifaceted. Paradoxically, the constant

presence of death created an atmosphere of joy rather than sadness. How-
ever, the reality of death needed to be processed. The hospice community
developed symbols such as lighting a green lamp when a child was close
to death, then turning it off when the child had died. This way, staff and
visitors could know at a glance whether it was a time of mourning. Candles
were lit for the departed. Paintings that the children made were kept. Meals
were eaten communally. And most importantly, all children were treated like
children. They were given education, whatever that might mean for them.
Why teach a dying child? Because that is what people do with children.

I learned there that emotions are part of a process of experience, not a
state. External objects are symbols which are imbued with meaning through
practice, rather than having intrinsic meaning. People need external symbols
to make sense of their internal being, which is fluctuating, contingent, and
multi-faceted. Even profoundly traumatic experiences like death can be
reckoned with meaningfully if the meaning is actively created through and
with externalized symbols. However, symbols don’t have meaning on their
own: they need to be created, curated, and reinforced by a whole community.

1.1 Defining meaning

Theories about symbols and meaning have been a large part of the 20th cen-
tury philosophical, psychological, and sociological tradition. De Saussure
famously set up the dichotomy of the signifier (the symbol) and signified
(what is being symbolized) (West [2005]). The arbitrary nature of language
symbols is a foundational feature of linguistics, and refers to the fact that,
most often, symbols can have features that have no apparent direct con-
nection to an objective feature. Most words do not sound like the things
they represent: nothing about the word ‘cat‘ indicates a furry animal with
pointy ears. Only in rare cases such as onomatopoeia does a word ‘sound
like‘ anything it refers to (e.g., ‘meow‘ sounds a bit like a cat’s vocalizations).

Since De Saussure, many empirical works have been done on language
acquisition and cultural production of meaning. Elizabeth Bates presents a
theoretical synthesis of work on the childhood development of language (Bates
[2014]), wherein she takes the idea of the arbitrariness of language, breaks
it down, and situates it in observations of children’s behaviour. An exam-
ple she gives is the word ‘shoe‘: a child does not ‘know‘ anything about
the larger cultural meaning of shoes, nor the importance of putting them
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on, nor particularly why the word ‘shoe‘ is attached to a whole system of
action, but they learn slowly through repetition and shared attention that
the symbol is associated with an object and practice. Michael Tomasello
further articulates the ability of children to develop a theory of mind, that
is, an understanding of how another thinks, to share attention on things in
the world and create meaning as a result (Tomasello [2014]).

However, there are two senses of the word ‘meaning’ at play here. As
opposed to the symbol-object referent paradigm above, Gilad Hirschberger
discusses how meaning develops in his work ‘Collective Trauma and the
Social Construction of Meaning’ (Hirschberger [2018]). In this sense of the
word, traumatic events are given meaning through a collective response
to identity threats. This sense of meaning is more about the narrative
around an event which is often condensed into a symbol, but instead refers
to larger aesthetic, moral, and affective experiences rather than a clearly-
defined object or action.

The way that the two senses of the word meet are in social constructivist
theories of meaning. Sociologists Berger and Luckmann are the foundational
thinkers in asserting that our experience of reality is constructed through
social forces (Berger and Luckmann [2016], Pfadenhaueris and Knoblauch
[2019]). Jean Mandler distills a general concept of psychological schemas
into a wide-ranging theory of different schema types that brings together
meaning-as-narrative and and meaning-as-object-referent (Mandler [2014]).

In this dissertation, I will take both a poetic and scientific approach to
meaning. In the poetic sense, meaning is accumulative, interpretive, shift-
ing, and rich with associations. In the scientific sense, meaning is definitive,
bounded, and more useful when stable and precise. A unifying feature of
both is that meaning is understood as relationship, whether that is between
symbols, concepts, or real, physical objects. Philosopher Hilary Putnam
discusses meaning at length in his work The Meaning of “Meaning” (Put-
nam [1975]), questioning the largely semiotic understanding taken by De
Saussure with regards to the relationship between signified and signifier as
an ontological relation, that is, how does the really-existing thing relate to
the way we represent it? Putnam talks about water (the cultural concept,
word, or signifier) vs. the substance that is present (the signified) vs. H2O
vs. a hypothetical molecule that functions exactly like water but does not
have the same chemical formula.

If the word “water” refers to a substance that we can use to drink,
put out fires, freeze into ice, etc., then the chemical formula would not
matter to any human linguistic community (other than chemists), and the
meaning would be practically identical to the meaning of H2O. That this
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might be unsatisfying to those of us who “know” that water is chemically
H2O is mostly irrelevant. I, personally, keep thinking that of course the
“meaning” of the water-stand-in-substance would change when subject to
the right atomic experiment, but that is exactly the point: except for a rare
few with access to equipment complicated enough to test it, there would
be no meaningful difference. And even after the experiment is over, the
scientist who “knows” the difference would only know the difference insofar
as he set the “fake” water apart from the “real” water; mixing together
would eradicate the meaningful difference immediately. The meaning is
constructed culturally, and, I would argue, poetically.

A good example of this poetic construction is “holy water.” Orthodox
Christian theologian Fr. Alexander Schmemann addresses the meaning of
holy water exactly as something that is set apart, treated differently than
“normal water,” but is clearly chemically identical to water (Schmemann
[1973]). He takes a teleological stance, that is, addressing the purpose of
water, and saying that holy water most fully embodies what it means to be
water. Not only does it clearly fulfill all of the practical realities of water, but
because there has been human and divine effort involved in setting it apart,
it takes on mystical qualities beyond water. In a water-blessing ceremony, a
whole church community will come together for hours of prayer, putting the
water in a special container, and invoking ancient rites and interventions of
the divine creator. Even if a scientist might scoff at the water now having
different physical properties, the point is that a community of people treats
it differently, therefore it clearly takes on a different meaning than “normal
water.”

When I refer tomaking meaning, it may not take the effort of a priest and
a large group of people, but it serves as a strong example of what might be
involved in the actual making of meaning. Elements of authority, tradition,
process, community, liturgical practice, belief and personal aesthetic sense
are involved in academic qualitative research—perhaps not surprisingly, due
to the origin of hermeneutic analysis in establishing definitive biblical inter-
pretation. Quantitative research has its own versions of meaning-making
through scientists (priests) performing experiments (liturgical practice) and
adding to the literature (tradition), with the added benefit of establishing
(holy) causality.

For the purpose of this dissertation, I will invite the reader to meditate
on the intentionally pithy statement that meaning is relationship. Read the
statement poetically to capture all senses of the words meaning and rela-
tionship. There is a strong computational reality to the statement. For
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computer scientists, meaning can be quite literally constructed as data4

objects that have pointers to other data objects. A graph-theoretic under-
standing of meaning could be operationalized as the measurable extent to
which a vertex is connected to other vertices. In NLP, explicit databases
of word senses called “ontologies” are sometimes constructed as a tree, and
the meaning of a word is procedurally defined as a lookup distance from one
word to another word. For example, a program might assign a probability
score to an instance of the word dog in a sentence as animal due to the
short parent-child distance in the ontology. Or, similarly, the word cat has
a meaning that is close to dog due to the sibling relationship to animal.

More up-to-date NLP systems will use word distribution and co-location
to construct multi-dimensional vector representations of words called “em-
beddings” which calculate semantic similarity as the distance between vec-
tors. This is a statistical approach, where meaning is entirely derived from
real-world use cases. Dog is semantically similar to cat because the data may
have many instances where either might show up near the word pet, not be-
cause of a scientific, taxonomic relationship that the computer has been
programmed with. “Meaning” is what is accessible in a high-dimensional
volume near the embedding during a random walk through embeddings pro-
duces with the trained model; starting from a vector that represents cat,
measuring the distance until we reach the vector representing dog.

Let’s think about retraining such a system, say, when a word meaning
changes in the culture. For example, imagine that in an alternate reality, we
live in a time where the word “cool” is only now starting to mean something
other than “cold.” New data instances added to the model would re-shape
its topology, slowly bringing vectors that include the word “cool” closer to
words like “trendy,” “good,” or “relaxed.” I’m guessing that you might have
had to take a moment to ask yourself whether cool does indeed mean trendy,
good, or relaxed. Even writing the example, I am thinking something like,
“I guess cool means those words, but it also means something else.” I am
thinking of the many senses of the word, imagining people who are known
to be cool, thinking of cases where I use the word, asking myself whether
things can be truly cool.

The platonic ideal of cool is something I can only really access through
my own, internal random walk. It has no fixed instance, but exists be-
tween representations that I can conjure. When I say that “meaning is

4Although in some fields the word “data” is considered to be plural, in HCI the conven-
tion is to use as a singular collective noun, or, as in this case, an adjective that describes
a type of object.
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relationship,” it is the cognitive process of both recalling and making new
associations. The meaning is both in the previous state of the relation-
ships between the word and instances of my experience, and the realization
through explicit thought. It is also an emotional experience: part of my
cognitive conjuration involves an aesthetic appraisal, gauging my cognitive
experience against my in-the-moment feelings brought about by the memo-
ries and attempts at definition. This cognitive process is extremely difficult
to bring to conscious attention: I don’t actually known what I mean by
“cool” until I have completed an appraisal process, but I can confidently use
the word or even assess whether something is cool without having to think
very hard at all.

We can use NLP model training and querying as a metaphor for our
cognitive processes involved in meaning-making. What we currently know
is like the current state of the model, expressed through associations. We
can think of these very roughly like brain areas, neurons connected to other
neurons. The model has weights between areas, which are like the density
of neuronal connections between brain areas. Activating portions of the
model is like activating parts of the brain; e.g., if I say to you “cold” and
then “cool,” the meaning for you will likely be in a temperature sense rather
than the “trendy” sense. A major difference for our brains is that querying
also reweights the model: for humans, running the software changes the
hardware. That is, meaning isn’t static but dynamic, even if some meanings
are more stable than others.

However, the machine metaphor for the brain needs to be used with
caution. We will talk about signal processing models of perception in the
next section, but it is important to note a remaining meaning of meaning is
relationship: personal relationships. Humans are social animals, and mean-
ing as a personal experiential phenomena takes place in a social context as
well as a physical environment that is perceived through meaning-making
emotional processes which account for other people’s experiences. Even as
people become excited about artificial intelligence looking closer to what
we want out of artificial general intelligence, machines do not have physical
human bodies which have been designed over millennia to be in large social
groups in the natural world. It is easy to forget in a cognition-focused aca-
demic context in a social media world where a lot of interactions happen on
a computer, but humans experience a real, physical world at all times, no
matter whether their attention is on a representation of a virtual environ-
ment. Even concepts such as logic are subject to the reality of our social
brains. For example, the Wason selection task, a logic experiment, goes like
this:
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You are shown a set of four cards placed on a table, each of
which has a number on one side and a color on the other. The
visible faces of the cards show 3, 8, blue and red. Which card(s)
must you turn over in order to test that if a card shows an even
number on one face, then its opposite face is blue?

Famously, most people cannot accurately choose which cards to flip over.
However, rephrasing the task as a social problem radically improves the
success rate:

You are shown a set of four cards placed on a table, each card
has an age on one side and a drink on the other. The visible faces
of the cards show 16, 35, soda and beer. Which card(s) must be
turned over to test the idea that if you are drinking alcohol, then
you must be over 18?

Which did you find easier? The answer to the social framing is “16”
and “beer” because you need to check that the teen isn’t drinking and that
whomever is drinking the beer isn’t underage. It is identical to the even
number problem, but I bet you would have to check carefully to confirm that,
whereas you can become certain of the drinking age problem with less effort.
The experiment illustrates many useful things about cognition, but for our
purposes it serves as a live demonstration that our cognitive processes and
experience of meaningful knowledge dependent on social framing, practiced
external knowledge, and concrete examples. An experiential social metaphor
makes the logic problem meaningful.

Lakoff and Johnson argue in their book Metaphors We Live By that
cognition is essentially metaphorical (Lakoff and Johnson [2008]). What this
means is that we make sense of abstract concepts by transforming problems
into social, emotional, and/or physical frames that we have experience of and
therefore can reason about concretely. For example, an abstract concept like
the natural counting numbers are understood by relating the experience of
matching our fingers to physical objects; any logical induction is ultimately
rooted in this basic grounding in a physical, bodily reality. It’s metaphors
all the way down.

When it comes to building MLmodels of meaningful experiences, whether
they are emotions or qualitative interpretations, knowing how to opera-
tionalize meaning is required. In many ways, in this dissertation, I take
these wide-ranging theories of meaning and creates concrete demonstrations
of how meaning can (or cannot) be measured and computed. After the work
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at the hospice was put on hold, I tried to figure out how to study meaning-
ful interactions with devices, but now without being physically present with
people or robots. My attention turned to questions about how people me-
diated their relationships through electronic devices. I found a large repos-
itory of thousands of stories of people trying to navigate meaning through
the messy relational dynamics of sharing their lives digitally, through online
accounts, passwords, and digital devices. Quickly, the project became about
how to meaningfully navigate this giant text archive while holding true to
the foundational values of qualitative research.

We ended up building a system for exploring meaning in large docu-
ment corpora, called Teleoscope. Taking the idea of expressing cognitive
schemas through machine learning models, Teleoscope provides an interac-
tive way for researchers to collaborate on a meaningful understanding of a
large document set. Learning from my experiences trying to create mean-
ingful interaction with robots, I focused on the improvisational, collective
process of meaning-making, rather than attempting deterministic models of
meaning.

In the end, this dissertation became my attempt to understand how
the experiential reality of meaning can be understood from a design and
computational perspective simultaneously with a theoretical and scientific
understanding. Between an analysis of my projects with robots and detect-
ing emotions and the design, evaluation, and analysis of Teleoscope, I hope
to demonstrate an approach to meaning-making with computational devices
that is both simple and theoretically rich. As such, I include a wide-ranging
set of perspectives from philosophy, cognitive science, computer science, and
human-computer/human-robot interaction.

1.2 Outline

The chapters in this dissertation will roughly follow a chronological struc-
ture. The dissertation was written as a series of four papers that I was first
author on, two of which have been published, and two of which are under
review. As stated in the Preface, this dissertation also includes reflections
on other published work. For a roadmap of that work, see Figure 1.1.

First, Chapter 2 will discuss meaning as part of affective computing, and
in particular, emotion recognition through signal processing. This involves
the translation of biological signals into emotion labels. The signals repre-
sent biological measures such as heart rate, breathing rate, brain activity,
and behaviours such as eye movement or touch gestures. Through this, we

10



1.2. Outline

Figure 1.1: My dissertation comes from a wide range of work published
before, during, and potentially after my PhD. In the above figure, each
circle shows a “waypoint” as either a published academic work or significant
project. Submissions that are in review have a “??” for the publication
year.

will build up an intuition for low-level units of analysis in affective comput-
ing and how they can be understood as part of a larger system of emotion
and meaning as a cognitive and bodily phenomenon.

Then, Chapter 3 will discuss methodological problems with the signal-
processing approach, outlining how the experience of meaning may not be
measurable, and suggesting alternatives to current approaches that respect
the difficulty and complexity of meaning systems. This chapter and the
previous will focus on examples from human-robot interaction, including
electronics, actuation, and other physical device-oriented ways of thinking
about meaning.

After discussing physical devices, Chapter 5 shifts focus to a web-based
system that we designed for qualitative representations of meaning for large
corpora in the range of thousands to millions of documents, called Teleo-
scope. Here, the problem of meaning is approached from a natural language
processing (NLP) and thematic analysis perspective. The dissertation will
discuss the design process which lead to Teleoscope, empirical studies with
real qualitative researchers, and how engineering decisions dovetailed with
Teleoscope’s design goals.
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Last, Chapter 6 will discuss a case study of using Teleoscope to collab-
orate on creating meaning structures with a real-world dataset. In it, we
extend the value systems from the common qualitative research methodol-
ogy of thematic analysis to the data curation stage, as necessitated by the
scale of big data. We define “schema crystallization” as a way to describe
the process of making sense of data both within one’s own mind and using
external representations, such as those produced withTeleoscope.

1.3 Thesis Statement and Contributions

In this dissertation, I report on, analyze, and draw conclusions from two
multi-part projects that attempt to answer this question from different per-
spectives using interactive systems and machine learning. First, I look at
computing meaning by attempting to detect emotions using signals derived
from the body such as heart rate, brain waves, and gestures. Then, I look at
computing meaning by making connections between documents to support
thematic exploration of large document corpora.

My contributions in this dissertation are:

• A critical theoretical and methodological proposition for computation-
ally representing, sensing and displaying real-time emotions.

• A synthesis of the theoretical and pragmatic basis of therapeutic care
methods and their meaning for affective robotics, with an accompany-
ing account of the constructed nature of emotions for HRI applications.

• The design and evaluation of a system (called Teleoscope) for capturing
underlying meaning in documents through interaction with machine
learning systems.

• An extension to thematic analysis for data curation to create mean-
ing in large text datasets which we call thematic exploration, and a
methodological concept of schema crystallization.

Through these projects, an underlying understanding of meaning-making
as an embedded, embodied, emergent, interactive phenomenon is articu-
lated. That is to say, meaning is embedded in a culture and environment,
embodied in the whole of a person, and emerges through the process of
interaction between a person, themselves, other people, and their environ-
ment. By understanding these epiphenomenal interactions, designers may
be enabled to create computational systems that facilitate richer meaning-
making.
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1.4 Scope

Content from three published papers will be discussed where I am not the
first author, but contributed significantly to the project they represent. The
four papers written during my masters will also be discussed, but are not
claimed as major contributions of the dissertation.

Papers that I was the first author on which were published during my
PhD:

• Bucci, P. H., Cang, X. L., Mah, H., Rodgers, L., & MacLean, K. E.
(2019, September). Real emotions don’t stand still: Toward ecologi-
cally viable representation of affective interaction. In 2019 8th Interna-
tional Conference on Affective Computing and Intelligent Interaction
(ACII) (pp. 1-7). IEEE.

• Bucci, P., Marino, D., & Beschastnikh, I. (2023). Affective robots need
therapy. ACM Transactions on Human-Robot Interaction, 12(2), 1-22.

Papers under review that I first authored during my PhD:

• Bucci, P., Foord-Kelcey, L., Lee, P. Y. K., Singh, A., & Beschastnikh,
I. (2024). Teleoscope: Exploring Themes in Large Document Sets By
Example. arXiv preprint arXiv:2402.06124.

• Bucci, P., & Beschastnikh, I. (2024). Crystallizing Schemas through
Thematic Externalization with Large Corpora. Under review.

Papers that I was involved in, have drawn on for a meta-analysis, but
do not include as contributions for this PhD:

• Cang, X. L., Guerra, R. R., Guta, B., Bucci, P., Rodgers, L., Mah, H.,
... & MacLean, K. E. (2023). FEELing (key) Pressed: Implicit Touch
Pressure Bests Brain Activity in Modelling Emotion Dynamics in the
Space Between Stressed and Relaxed. IEEE Transactions on Haptics.

• Cang, X. L., Guerra, R. R., Bucci, P., Guta, B., MacLean, K., Rodgers,
L., ... & Agrawal, A. (2022, October). Choose or fuse: Enriching data
views with multi-label emotion dynamics. In 2022 10th International
Conference on Affective Computing and Intelligent Interaction (ACII)
(pp. 1-8). IEEE.

• Cang, X. L., Bucci, P., Rantala, J., & MacLean, K. E. (2021). Dis-
cerning affect from touch and gaze during interaction with a robot pet.
IEEE Transactions on Affective Computing, 14(2), 1598-1612.
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As well as the following papers which were reported on for my Master’s
Degree and therefore are not part of the contributions in this dissertation,
but do comprise part of my meta-analysis:

• Bucci, P., Zhang, L., Cang, X. L., & MacLean, K. E. (2018, April). Is
it happy? Behavioural and narrative frame complexity impact percep-
tions of a simple furry robot’s emotions. In Proceedings of the 2018
CHI Conference on Human Factors in Computing Systems (pp. 1-11).

• Marino, D., Bucci, P., Schneider, O. S., & MacLean, K. E. (2017,
June). Voodle: Vocal doodling to sketch affective robot motion. In
Proceedings of the 2017 Conference on Designing Interactive Systems
(pp. 753-765).

• Bucci, P., Cang, X. L., Valair, A., Marino, D., Tseng, L., Jung, M.,
... & MacLean, K. E. (2017, May). Sketching cuddlebits: coupled
prototyping of body and behaviour for an affective robot pet. In Pro-
ceedings of the 2017 CHI Conference on Human Factors in Computing
Systems (pp. 3681-3692).

• Cang, X. L., Bucci, P., Strang, A., Allen, J., MacLean, K., & Liu, H.
S. (2015, November). Different strokes and different folks: Economical
dynamic surface sensing and affect-related touch recognition. In Pro-
ceedings of the 2015 ACM on International Conference on Multimodal
Interaction (pp. 147-154).
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Chapter 2

Background: Measuring
Emotion

In Human-Robot Interaction (HRI) and Human-Computer Interaction (HCI)
research, it is common to construct study paradigms as experiments with
psychometric dependent variables. That is, using scales drawn from psychol-
ogy that are designed to make psychological phenomena measurable, HCI
researchers will often choose methodologies that position their interfaces
as factors in an experiment, and then try to measure the impact of their
interfaces on how people feel. Sometimes this can take the form of Likert
scale questionnaires, where opinions are expressed in 1–5 scales from “Strong
Dislike” to “Strong Like.” In the case of affective computing (a subfield of
artificial intelligence and often the domain of HCI research), these scales are
often framed in terms of fundamental, universal emotions. A broad charac-
terization of paradigmatic conflict in affective computing would be between
cognitivist and interactionist approaches to understanding emotions.

2.1 The Rise of Cognitivism

Cognitivism itself is considered to be a reaction against behaviourism (Deigh
[1994]), which is to say that early-century psychologists considered it only
possible to build models of human affect out of observable behaviour and
bodily feelings. Cognitivism rose out of the recognition that largely unob-
servable states of the mind also impact affect and states of the mind. That
is, cognitions impact cognitions as well as produce feelings that we literally
feel (rather than just think about).

B.F. Skinner is considered one of the great behaviourists whose method-
ological insistence was to produce experiments where direct stimuli associ-
ation is the fundamental causal mechanic of interest. This mechanic, called
operant conditioning (e.g., train a pigeon to press a button by giving it
rewards of food), explains some phenomena quite well, but a cognitivist
approach recognizes that a direct stimulus-response association does not
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account for many human and animal cognitive phenomena and behaviours
that we observe.

Cognitivism also begins to approach the mind with computation and
information as part of theoretical models that were produced. Cognitive
scientist Noam Chomsky famously did not like the dominance of B.F. Skin-
ner’s behaviourist approaches. In what is now considered to be the char-
acteristic approach of the endearingly-named (or derisively-named) “Good,
Old-Fashioned Artificial Intelligence” (GOFAI), Chomsky created formal
mathematical models of language. These models were called generative
grammars, and are still taught and used in Natural Language Processing
(NLP) to analyze and generate language.

In contrast to behaviourism’s simplistic stimulus-response model, cogni-
tivism suggests that unseen computations are happening in a complex neural
architecture that operates somewhat like the electrical connections in a com-
puter. This is not to say that behaviourism is “wrong”, despite whatever
polemics of the day were written against behaviourism. But if one is inter-
ested in the underlying architecture of cognition, stimulus-response models
are not complete, because they cannot account for the radically complex
self-referential interactions that are happening within the cognitive (com-
putational) architecture of the brain. The scientific impetus is therefore
to construct formal models of cognitive processes that can be computed.
A symbolic computational approach is taken where real-world phenomena
are translated into symbolic independent variables that can be manipulated
algebraically to predict dependent variables.

Due to the overwhelming dominance of a symbolic computational ap-
proach for modern science (and social science), it can be easy to miss why
this was a radical shift in the scientific conceptualization of the mind. If
behaviourists like Skinner were reacting against wild Freudian claims about
the unobservable unconscious (or even more unobservable ideas like Jung’s
dream interpretation or the assertion of a world-wide intelligence dubbed the
collective unconcious), the scientific paradigm now claimed that we could, in
theory, model the unconscious observably on a computer. No longer are our
minds a mysterious black box, but perhaps we can see the ghost in the shell.
Further, the implication is that the logical relationship between real-world
phenomena, mathematical models and computational simulations are close
enough that a computer may, indeed, “think like we do.”

Not all things are computable. Physicists and computer scientists de-
veloped computational theory to try to formally characterize the limits of
computability. Computability theory tells us the time and space limitations
of computation, and posits entire classes of problems that are not practical
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to compute (at least, with our current paradigm of computing, not with a
program that could finish before the potential heat death of the universe).
Although physical models could be described with mathematical symbolic
variables that account for infinite fields that span the universe, a computa-
tional model has to produce numerical solutions with finite resources and
finite precision. The simulation of a model is existentially different than the
algebraic formulation of the model: it has to be run on a machine.

With the relatively recent advent of machine learning, the cognitivist
project has shifted from algebraic models to statistical models. Large lan-
guage models (LLMs) have demonstrated that whether or not computers can
“think like us,” to some degree they can “write like us.” Even before LLMs,
cognitive scientists were debating whether statistical models were “doing
science” in the sense of creating causal, predictive models of the universe.
There is no doubt that they are making correlational, descriptive models
of the universe: but is that science? Add to that our inability to explain
machine learning models, it seems like there is a ontological-epistemic gap
in contemporary machine learning approaches to science (we can say what
is, but not really how we can come to know it). Given enough data, we
can produce predictive statistical models of seemingly any phenomena that
can be translated into bits and bytes, but it is actually quite hard to say
whether those models are producing real knowledge about the phenomena
they purport to describe.

The question as to whether cognitive processes are possible to faithfully
model with computers is discussed extensively in the following chapters.
The cognitivist approach to human-robot and human-computer interaction
(HRI and HCI) remains dominant in the field. The fundamental assumption
is that building explicit computational models of emotions is necessary for
a well-functioning interface. The interactionist approach, as discussed next,
stands in contrast to this.

2.2 Interactionism

Interactionism is a post-modern approach to understanding emotions within
affective computing. The academic provenance of interactionism is from
the sociological field of symbolic interactionism, which studies day-to-day
interactions between people, places, and things. The interactionist research
frame focuses on literal moment-to-moment interactions as the components
of larger meaning-making systems that are reified in social institutions such
as churches, schools, etc. Battarbee and Koskinen articulate this as a matter
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of pragmatics in the socio-linguistic sense of the term:

[The pragmatist] model is theoretical in nature, and shows that
experiences are momentary constructions that grow from the in-
teraction between people and their environment. In their ter-
minology, experience fluctuates between the states of cognition,
subconsciousness and storytelling, depending on our actions and
encounters in the world. Experience is something that happens
all the time: subconscious experiences are fluent, automatic and
fully learned; cognitive experiences require effort, focus and con-
centration. Some of these experiences form meaningful chunks
and become demarcated as ‘an experience’—something meaning-
ful that has a beginning and an end. Through stories, they may
be elaborated into ‘meta-experiences’ that are names for collec-
tions of individual experiences. Even more recently, Wright et al.
(2003) focused on what is common to all experience, describing
four strands—the compositional, sensory, emotional and spatio-
temporal strands—which together form experience. They also
describe sense-making processes such as anticipating, interpret-
ing and recounting. (Battarbee and Koskinen [2005])

An interactionist lens on affect would say that the emotional experience is
not “located” in the individual so to speak. Instead, the individual is part of
a larger system of interactions, and the emotional experience is happening
in the interactions between them, other people, and their environments.
Certainly people “feel emotions” themselves, but almost any part of the
emotional experience is dependent on these micro-interactions with larger-
scale systems.

As such, the pragmatic (in both the colloquial and academic sense of
the term) approach in HRI/HCI is to focus on designing systems that sup-
port meaningful interactions. Methodologies such as co-design are favoured
wherein researchers work with the exact target population of a system to in-
corporate their experiences of the technology directly into the design process
as the product is developed. This is in contrast to a standard engineering ap-
proach of gathering requirements from a sample population, then assuming
that the needs of the target population are close to the sample’s needs. With
co-design, the moment-to-moment interactions and relationships with the
target population is considered vitally important, and as a result, the meth-
ods often include focus groups, workshops, and other community-oriented
activities.
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It may be easy to see why this approach is being advocated, particu-
larly in the disability community. Technological solutions often need to be
adapted so specifically to an individual that findings from a sample popula-
tion simply might not apply. For example, there may be a demographic sim-
ilarity between prosthetic users in the sense that they could say on a survey
that they do indeed use prosthetics, but making a specific prosthetic com-
fortable and functional for any one person requires extensive customization.
Further, an interactionist approach would recognize the meaning-making
that happens through interactions with their physiotherapists, specific mo-
bility barriers such as doors, or social activities such as sports where they
use their prosthetics. Whether or not a prosthetic is “good” is a constantly-
shifting idea that depends on both a design level and a society level. The
designed form factor needs to be comfortable, but also the social level such
as the building safety committees need to install doors that will open with
the particular prosthetic they are wearing.

The observation for affective computing is that the phenomena we collect
into the broad category of emotion may be similarly both individualized
and based on moment-to-moment interactions with larger meaning systems.
Deigh recognizes that emotions seem to have philosophical intentionality,
that is, “aboutness.”

Intentionality is a property of actions and mental states. It is
the property of being directed at or toward something. Emotions
typically have this property. When one is angry or afraid, for ex-
ample, one is angry at someone or something, afraid of someone
or something. This someone, this something is the emotion’s
intentional object, that at or toward which it is directed. By
contrast, bodily sensations of pleasure and pain, the comforting
feeling of a warm bath, say, or the aching feeling of sore muscles,
are not directed at or toward anyone or anything. They are not
intentional states. Hence, a conception of emotion that identifies
the phenomenon with feelings like these misrepresents it.

The interactionist approach importantly focuses on the intentionality of
emotion by situating them in social contexts. For design projects such as
the ones that are common in HRI/HCI, this is an incredibly important and
oft-forgotten aspect of any system we create. As much as the interactionist
approach helpfully focuses on meaning, it also does not account for the em-
bodied and signal processing aspects of emotion that are both scientifically
relevant and of particular interest to HRI/HCI researchers who care to cre-
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ate physiological and behavioural sensing systems. Luckily, new work in the
theory of constructed emotion helps to complete this picture.

2.2.1 Comparing the Theory of Constructed Emotion

As symbolized in a public debate at one of the top emotion computing
conferences, the cognitivist point of view, typified by Rosalind Picard, is
being challenged by the theory of constructed emotion, typified by Lisa
Feldman Barrett. The theory of constructed emotion (TCE) recognizes
that emotions are constructed out of a wide range of phenomena that are
physically modelled in the brain.

This process of managing the brain and body’s energy needs,
called allostasis, is based on the premise that a brain antic-
ipates bodily needs and attempts to meet those needs before
they arise...A critical feature enabling a brain to operate predic-
tively is its ability to generalize or create higher level summaries
from particulars. That means that the organism must constantly
query its existing model about the current sensory array and
what it is most like from its prior experience. Generalizations,
also called abstractions, are constructed as an organism updates
its internal model based on a wide range of highly variable in-
stances over time. Predictions...are constructed from the or-
ganism’s past experience with similar internal and external con-
texts. However, these contexts are never exactly the same twice.
Predictions underlying particular instances of cognitions, emo-
tions, perceptions, and actions will, therefore, be highly context-
bound. (Fridman et al. [2019])

If the cognitivist metaphor for emotion is that the brain is like a com-
puter running a GOFAI constraint network that produces a label probability
for a given experience, TCE’s metaphor is more like layers and layers of deep
neural networks that manage a very large system of utility functions. Infor-
mation processing is still happening, but the goal is to maintain allostasis
across the entirety of the different parts of the body (which includes the
mind). This challenges the cognitivist approach of labelling emotion:

Emotions traditionally were, and in some quarters still are, com-
monly assumed to have an essence, meaning that all instances
of a given emotion are presumed to have a core similarity ei-
ther at a neural or physiological level (Barrett, 2006, 2017a,b).
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However, empirical evidence reveals a striking lack of consistency
in emotional experience and expression, such that specific emo-
tional instances (e.g., an experience categorized as anger or fear
in a specific time and place) are highly variable across contexts,
even within a person. Empirically, there are no biological “fin-
gerprints” for specific emotion categories in the brain (Lindquist
et al., 2012; Clark-Polner et al., 2017), in the face (Barrett et
al., 2019), in the body (Siegel et al., 2018a), or in experience
(Lindquist et al., 2013). That is, an emotion does not have
unique and consistent physical features across individuals, or
even within the same individual across instances. Thus, quite
distinct experiences can be categorized (or labeled) as belonging
to the same emotion category but still vary considerably in their
features (e.g., whether anger is associated with a heart rate in-
crease or decrease, or whether it is associated with a scowl on
the face or not). Likewise, very similar affective experiences can
be categorized and labeled as belonging to different emotion cat-
egories across instances (Lindquist et al., 2013). For example,
it can be difficult to tell if you are feeling fear or excitement in
advance of an important event (e.g., a marriage, the birth of a
child, a major sporting event of your favorite team). (Fridman
et al. [2019])

The implication is that making computer models that focus on labelling
as a paradigm are at odds with empirical research on the alignment of emo-
tion labels with actual biophysical signals. However, this is the current
dominant approach in HRI/HCI, including in much of the work presented
in this dissertation.

Part of the difficulty is that computer systems need to operate on clearly
structured and labelled data. Similarly, for basic usability, users need clearly
labelled concepts and interaction metaphors, and do not care whether or not
they align with the biophysical reality of the underlying phenomena that the
computer is attempting to model. Similarly, when attempting to communi-
cate with a participant about an emotional phenomenon, we must use word
labels such as “angry” because, while reductive, that is the commonly under-
stood way of communicating about this complex phenomenon. How then do
we reconcile the practical realities of communicating with each other and our
computer models? The rest of this chapter focuses on problems of measure-
ment both from a signal processing perspective, and from a communication
perspective.
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2.3 Breaking Emotions into Measurable Parts

Measuring emotions is a place where a lot of seemingly abstract philosophical
questions can become quite concrete. One might have some skepticism over
the utility of a first-year philosophy question: is your red the same as my
red? Briefly, it is impossible to establish whether the subjective experience
of the colour red is identical between people, since it seems that perceptions
are entirely “private.” You can’t know what it’s like for me to see red, just
that we point to the same colour when asked which colour is “red.” However,
for emotions, the word label often corresponds to subjective experiences with
vastly different descriptions. My “happy” is almost certainly not the same
as your “happy.”

Emotions can be thought of as a product of sensory perceptions, fast-
acting reactions, slow-acting cognitive appraisals, and bodily reactions. The
reactions can be voluntary or involuntary, attentive or inattentive. Emotion
theories often contradict as to what actually constitutes or causes emotions.
For example, some theories are body-first, stating that our experience of
emotions emanates from a post-hoc appraisal of bodily reactions. Other
theories are cognitions-first, stating that our thoughts produce our emo-
tions. On a personal level, my experience of anger may be that I feel a
flushed face, whereas others may feel their hair raising or even cold. Lauri
Nummenmaa has a research programme wherein he asks people to colour
in parts of their body which corresponded to a subjective emotional or aes-
thetic experience (Nummenmaa and Hari [2023], Blain et al. [2023], Ojala
et al. [2022], Volynets et al. [2020], Torregrossa et al. [2019], Sushchenko
et al. [2017]). Although there are commonalities, even across culture, there
was by no means total agreement.

From a realist, objectivist perspective, if we were interested in measuring
emotions, we would be interested in looking for common characteristics and
physical components of emotions that could be verified by anybody with
the same measurement devices. For example, Paul Ekman is famous for
establishing that many emotional facial expressions are common across cul-
tures (Ekman [1992], Ekman and Friesen [1971]). He developed a detailed
system for categorizing facial expressions which gave rise to the now-common
concept of micro-expressions (Ekman and Friesen [1978]). His claim is that
there is a one-to-one correspondence between a micro-expression and an
emotional state. He does not have to look too deeply at meaning or the sub-
jective experience, because his definition of an emotional state is in terms
of the objectively measureable signal, the facial expression.

In Ekman’s system, any subjectivity in establishing the difference be-
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tween emotions is essentially due to measurement error. There is a library
of cross-cultural examples which have been discretely categorized into hier-
archical clades of emotions by physical similarity. After extensive training,
emotion assessors will reference the library to evaluate an image of an emo-
tion. Any discrepancy between emotion assessments are equivalent to a sta-
tistical problem of determining inter-assessor reliability. The most frequent
assessment is ground truth.

Many computer scientists have identified this as clearly fruitful ground
for developing an emotion classifier based on images of faces. Computer
scientists will use this large library of labeled data to train a classifier and
test on, e.g., frames from popular films. The problems are: (1) do we trust
the database? and (2) do we trust the theory?

Assuming that the data was faithfully collected, the theory falls apart if
people can have categorically different emotions while having the same facial
expressions. From an external assessment perspective, this happens to be
the case. Many facial expressions are ambiguous if one is simply looking at
another person, but particularly if the assessment is over a photo or a still
frame of video.

There is also a problem with time extent. A micro-expression takes just
a few milliseconds. If an emotional state is detectable in a single frame of
video, then it implies that an emotional experience is decomposable into
very small units of time. This doesn’t seem to be the case: emotions take
place over different time periods, with different expressive components, and,
importantly for us, with different meanings (Ekkekakis [2013]). For example,
if one feels happy and then sad, that is meaningfully a different experience
than feeling sad and then happy.

There is great scientific value in an objective signal-processing approach
like Ekman’s. However, most emotion researchers want to know about emo-
tions for a purpose, not just because the signals themselves are interesting
(even if they are quite interesting). There needs to be a match between the
claims of the science and the reality of the measurement. Ekman’s work tells
us a lot about facial expressions, and very little about subjective experiences.
We want to know how somebody feels inside causes facial expressions. We
would like to know that the word-labels that Ekman attaches to his images
correspond to true universal experiences.

Such a causal assumption relies on a stimulus-response paradigm that
does not hold for modern conceptions of cognition. For example, I cannot
consistently evoke happiness by offering any person a coffee. The stimu-
lus is too contingent: does the person like coffee? Did they already have
a coffee? Did I offer them a coffee already? The level of analysis is inap-
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propriate for an objective measure. I could look at the stimulus at a lower
level by measuring heat or caffeine, but looking at the level of meaning and
emotion would require a subjective measure, even if stimulus, response, and
intervening machinery are objectively measurable. The reasons why they
are not objectively measurable are interesting, and will be dealt with more
fully with in a later section. For now, it is enough to say that the measure-
ment devices are imprecise, and the intervening neural circuitry is formally
chaotic and complex; that is, extremely sensitive to initial conditions and
difficult to analyze in a modular fashion.

2.3.1 Constructing subjective measures

We are quite used to subjective measures through surveys, personality tests,
and other psychological diagnostic tools. It is easy to lose sight of the re-
ality that they have been constructed. Thinking further about our coffee
example, while we could not establish a predictive, objective, causal relation-
ship between coffee and happiness, we indeed could establish a descriptive,
subjective, correlational relationship.

Some of the ways that psychological claims are misunderstood can be due
to the failings of English. “Coffee makes people happy” is a cultural truism,
but clearly false if taken literally (however unbelievable, it is the case that
some people don’t like coffee). Making the statement more precise, “coffee
makes most people happy” is easier to defend, but begs contingency. “Of
English-speaking coffee-loving adults that we studied, when served a fresh,
hot cup of coffee in the morning, they were more likely to express pleasure-
oriented phrases and facial expressions than not” approaches a measurable
claim. Each portion of the phrase will be operationalized within the study
design and execution. For example, “pleasure-oriented phrases” will likely
be established through an open coding process, where study recordings are
analyzed by researchers who transcribe the phrases and rate them accord-
ing to their emotionality. During research team meetings, scales may be
determined as to “amount of pleasure” so that researchers can decide which
instances meet a determined threshold of pleasurability.

When we say that subjective measures are “constructed,” the coffee ex-
ample above gives us an idea of how the construction process happens. There
are objective portions of the coffee pleasureability scale, such as spoken
phrases, which are established through a process of subjective interpretation
by researchers while reviewing the data. It is easy to miss that even this
part of the study is culturally-contingent: if a group of non-English speak-
ers reviewed the same footage, they might come up with different numbers.
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Further, the determination of the scale during the research meeting is part of
the construction: each individual researcher might review the same footage
and get different numbers without it. A frame must be imposed to ensure
consistency.

This is why the claim is correlational and descriptive, not causal and
predictive. The framing of the study really does make it sound like coffee
causes happiness, but it is only within the extremely narrow control of the
study premise. Change almost anything about the premise to be outside
of the cultural expectations, and you might find wildly different results.
Put the participants in a sauna, take off their pants, change the time of
day to 2am, and the results may be very different. In fact, move out of
a coffee-drinking country to a tea-drinking country and the results may be
very different. The coffee does not cause the happiness, the entirety of
the cultural situation creates the happiness and the coffee is nothing but a
concrete external marker.

Just because something is correlational, does not mean that we can-
not get anything useful done with it. The coffee study would be useful to
a market research company. Psychology does a similar thing with mental
health diagnoses with considerable effectiveness. For example, psychological
diagnoses such as Borderline Personality Disorder (BPD) are important and
useful psychological constructions. BPD was constructed over a decades-
long process where clinicians noticed that certain patients had behavioural
expressions that seemed like psychosis, but were still grounded in reality.
True psychosis can involve true hallucinations, however, patients with BPD
instead seemed to be offering extreme interpretations of real events that bor-
dered on psychosis (hence the name borderline personality disorder). Over
the subsequent decades, as more case reports came in and were reflected on,
the diagnostic criteria were added to help differentiate from true psychosis,
and BPD was added to the Diagnostic and Statistical Statistical Manual of
Mental Disorders (DSM) in 1980.

Having a diagnostic label such as BPD helps to direct treatment. For ex-
ample, anti-psychosis drugs may not work for patients with BPD; similarly,
the gold-standard treatment for BPD, dialetical behavioural therapy (DBT),
may not work for patients with true psychosis. BPD seems to describe a
truly-existing phenomenon. But is BPD “real” or “constructed?”

We would still say that BPD is “constructed.” For example, it is diffi-
cult to differentiate BPD from certain kinds of post-traumatic stress disor-
der (PTSD), particularly because there seems to be an extremely high co-
morbidity. There may be an underlying phenomenon which gets expressed
differently depending on cultural context. Or the diagnosis may describe a
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collection of potentially different diagnoses that will become clear through
decades more of observation. A really-existing underlying phenomenon may
even be a fiction—we simply do not know.

For the moment, scales have been constructed to measure aspects of
BPD, such as the Difficulties in Emotion Dysregulation Scale (DERS). Scales
such as the DERS aid in making diagnostic determinations, but they are not
definitive, and are highly subject to individual variance. Items on the scale
are often constructed as Likert Scales with 1–5 answers:

Item 8: When I am upset, I feel out of control
1=Almost Never
2=Sometimes
3=About Half the Time
4=Most of the Time
5=Almost Always

Multiple items are combined to create scores for different scale factors.
Scoring high on the DERS does not alone guarantee that a patient has BPD,
or even that they have difficulties in emotion deregulation. The scale must
be used in conjunction with observation, interpretation, and treatment to
determine a “true” diagnosis, which may never happen.

Although the DERS is widely cited at over 11,000 citations, the way in
which it was constructed was somewhat ad-hoc. From the original DERS
paper:

The DERS items were developed and selected on the basis of nu-
merous conversations with colleagues well versed in the emotion
regulation literature. The NMR (Catanzaro & Mearns, 1990; see
later) was used as a template and helped to structure the format
of some of the items (although not the content of the items).
Specifically, in order to assess difficulties regulating emotions
during times of distress (when regulation strategies are most
needed), many items begin with “When I’m upset,” similar to
the NMR.

The DERS was then academically “validated” by administering to just
over 600 undergraduate students in two studies. In practice, the scale has
been validated through clinical adoption, further scholarly investigation, and
adaptation into new cultures and languages. It is more a very useful cul-
tural artifact than it is an objective measure. Certainly, the DERS certainly
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describes something important about the human experience and uses statis-
tical validation to establish efficacy. But the purpose of the scale is to aid
diagnosis and treatment, not to make an ontological claim. You cannot be
said to “have” emotion dysregulation if you score high on the scale, you can
simply be a likely candidate for diagnosis and treatment.

The reason for discussing subjective construction at length is that the
sense in which subjective measures are constructed are quite different than
measures in signal processing and computation. One cannot be said to
“know” that things are “real” in the same way as to say that a chair is
“real” or a signal is “real.” It may sound like philosophical nit-picking,
but, for example, my students often pitch projects to me where they plan to
make something like a depression detector which monitors Zoom for trends in
facial and behavioural markers. Explaining that it is practically undesirable
to make such a machine and perhaps categorically impossible is difficult.
Many HCI researchers make this exact same mistake. This is due to the
misunderstanding of what is possible to detect with a signal vs. through an
interactive, interpretive process. In the next section, we will explore what
we can detect from a signal.

2.4 Emotional Signal Processing

In Computer Science and Electrical Engineering, a signal refers to a variety
of physical phenomena that can be translated into an electromagentic wave
using an electronic device. For example, sound waves propagate through
the air as pressure which flex the diaphragm of a microphone, which in
turn moves a magnet through a coil of copper wire, generating an electric
current in the wire. Physical motion is translated into electrical signal. For
digital devices, the signal is encoded as binary bits, usually with some loss
of precision since a continuous analog signal will need to be sampled and
discretized into a finite number of bits.

To generalize the phenomenon, computer scientists (and physicists) sim-
ply refer to signals as information, which can be represented in bits. All
physical phenomena are therefore reducible to bit representations since it
is assumed that all physical phenomena can be sensed in some manner. In
fact, the contrapositive is that the only phenomena which we can consider to
be physical are that which can be sensed. Both colloquially and technically,
signal is therefore anything that can be sensed, and anything that can be
sensed is a signal.

Although this may sound reductive, it is simply the way that compu-
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tational systems must work. There is no way to make a computer operate
on any information except to input it as an electric signal. This is what is
meant by an emotional signal: any physical phenomena having to do with
emotions that can be translated into digital electrical signals. The funda-
mental assumption of affective computing therefore is that emotional signals
exist and can be processed using electrical systems and computer programs.

For the purposes of this dissertation, we will categorize emotional signals
as follows: (1) Behavioural signals, i.e., things we can choose to do, which
are generated from voluntary actions such as skeletal muscle movements; (2)
Somatic signals, i.e., things in our body that we don’t choose to do, which
are generated from involuntary actions in the body such as heart beats; (3)
Activation signals, i.e., things in our nervous system, which are generated
from neuron activation such as brain waves.

These categories are offered as conceptual aids, not as precise delin-
eations. For example, we think of breathing as mostly involuntary, but we
can also control our breathing when we choose to. Similarly, eye movements
are full of essentially involuntary saccades, even if we direct looking vol-
untarily. To further differentiate these cases, we will say that behavioural
signals might also be attentive or inattentive.

Behavioural signals can be captured through a wide variety of sens-
ing media and signal processing techniques. Body motion can be cap-
tured through video, with the most advanced techniques combining visible
light through normal cameras with infrared light which capture depth. Or,
breathing can be measured through a stretch sensor wrapped around the ab-
domen, where the piezoelectric effect translates deformation into electrical
signal.

Somatic signals often need to be sensed through an indirect measure.
Heart rate can be sensed through electrical signals propagating through mus-
cle tissue, but can also be inferred through blood oxygen contents, which it-
self is measured by analyzing the absorption spectrum of light shone through
blood via the skin.

Activation signals are also indirect. Individual neuron activation is
mostly not possible to sense except when tissue has been removed. Instead,
we have large volume measures such as Electroencephalography (EEG) which
measures brain waves through electromagnetic perturbations at the scalp, or,
the current gold standard of functional magnetic resonance imaging (fMRI),
which measures blood flow in the brain that is correlated with neuron ac-
tivation. The spatial resolution of both of these technologies is surprisingly
low: EEG is often in the range of 2–128 electrode locations on the scalp and
can only really capture the top cortical layer of brain activation, and fMRI
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is just under 4mm3 (roughly fifty to one hundred thousand neurons).
When we talk about each of these types of emotional signals, there are

certain assumptions that we must work with. For example, vagus nerve ac-
tivity is associated with emotional state, but very difficult to directly mea-
sure. A somatic signal such as galvanic skin response (think: “sweatiness”
measured by electrical conductivity of the skin) can be used as a proxy;
so can heart rate variability (HRV), which is a measure of small changes
in time between heart beats. Higher HRV means better vagus nerve tone
which means a more relaxed subjective state. One can therefore imagine
that a measurement of HRV may be a measure of relaxation. And while
there is some truth to that, it is sort of like saying that measuring water
velocity is a measure of boiling. Not entirely wrong if we accept that boiling
must increase water velocity to some degree, but realistically, the measure
is not categorically aligned, and certainly not decoupled from many other
potential confounds. In this next section, we will talk about establishing the
relationships between signals and emotional states.

2.5 Relating Subjective Measures with
Emotional Signals

Externalising subjective experiences is difficult. At the extreme end of the
philosophical spectrum, solipsism tells us that we can only possibly prove
the existence of our own experience. At the other end, objectivism tells us
that we can only possibly prove the existence of that which is externally
observable. Bridging the gap comes in two broad forms: (1) a statistical
approach (post-positivism) which we will discuss here; and (2) an interpre-
tive approach (constructivism, post-modernism, etc.) which we will discuss
later.

A post-positivist (statistical) approach may look like constructing scales
(as from above) concerning emotional experiences. Items on a scale would
indicate the category and intensity rating of emotional experience. The fre-
quency with which a particular body signal is associated with a category
and intensity rating would indicate a strong correlation between signal and
rating. For example, in Ekman’s work, if people consistently chose a par-
ticular facial expression to be labeled with the word “happy” at a rating
of “3/5”, we might confidently label the facial expression as “moderately
happy.”

It is worth noting the statistical assumptions: most people will interpret
the scale items similarly enough to produce a unimodal normal distribu-
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tion centred on the true population value, i.e., by the central limit theorem
(CLT), the average rating closely approximates what we would expect if we
could run the experiment on every living person. E.g., almost everyone in
the study rated the “happy” facial expression near to 3/5, and when we use
the scale again, everyone else will also be in that range.

Restating the previous to bring out a nuance of the corollary: error is
accounted for in the experimental design such that it is evenly distributed
around the mean and is either (a) accounted for in the blocking design or
(b) has no hidden variable as expressed by a random distribution. E.g., men
and women don’t read the question differently, and if they do, the statistical
significance of the item still holds when we split the experimental analysis
by that demographic block.

Putting the previous two paragraphs more simply: every statistical ap-
proach is dependent on a large group of people rating the same thing the
same way, and assuming that any new people who use the scale would belong
to the same distribution of people as were in the study.

To support these approaches, categorical emotion theories have been
developed along with corresponding scales and measurement instruments.
Plutchik’s emotion wheel posits a conical emotion space where core emo-
tions are arranged like petals of a flower, and emotional intensity increases
away from the point of the cone (which represents neutral emotion) (Plutchik
[1982]). Eschewing the language of “emotion,” Russell posited that below
our surface-level emotions exists a 2D circumplex affect space of “arousal”
and “valence” onto which all emotions can be mapped (Russell [1980]).
Researchers have operationalized this theory into a variety of study in-
struments, including the Positive and Negative Affect Schedule (PANAS)
which includes words that map to different areas of the circumplex, and the
Self-Assessment Manikin (SAM) (Watson et al. [1988a], Bradley and Lang
[1994]). The SAM may also include a 3rd dimension, called “dominance”
or “power,” which helps to differentiate low-valence, high-arousal emotions
like “fear” (low power) from “anger” (high power).

Affective computing studies often have a design where the researchers
choose a scale, often derivatives of Russell’s theory, and attempt to relate
emotional signals to scale items. Participants will use something like the
SAM to choose how a stimulus makes them feel. Then, the stimulus is
established to be correlated to a rating. For example, a scary movie clip
may be shown to a participant, their heart rate may increase, they rate
their experience of the movie as “low valence” and “high arousal,” and the
heart rate signal is established as correlating to the emotion rating.

The question for the reader is: did that experiment create an emotion

30



2.6. Interpretive Approaches to Emotions

detector? Keep the question in mind as we first discuss interpretive ap-
proaches, and then the neurobiology of meaning.

2.6 Interpretive Approaches to Emotions

Although academic psychology is largely focused on experimental paradigms,
clinical psychology is more grounded in interpretive approaches. This may
not be surprising: despite having died almost 85 years ago, Freud’s approach
to understanding the unconscious is still deeply embedded in our cultural
understanding of psychology. Even if the field of psychology has developed
greatly, interpretive approaches and talk therapies as pioneered by Freud
are the fundamental basis of therapeutic interventions today.

The interpretive answer to the question posed in the previous section
would be a definitive “no.” The assumption with interpretative approaches
is that emotions have meaningful content, philosophical intentionality, af-
fective richness. That is to say that emotions are produced not just through
direct experiences of stimuli, but also a tapestry of meaning woven through
narratives that include memories, somatic (bodily) experiences, direct envi-
ronments and cultural situation. An emotion is “about” something as much
as it is happening “because of” the place that you are in, the people around
you, and what you’ve experienced before. Reducing it to a scale or a stim-
ulus response is removing most of what people think about when they say
that they feel an emotion.

Interpretive approaches can at first glance seem unscientific because they
do not make claims about causality or controlled variables, and do not value
generalizability. However, interpretive approaches have their own definitions
of rigour in terms of research methodology and academic contribution. Some
tend to be analytical, establishing rigour via the proper application of theory.
Others tend to be empirical, establishing rigour via the proper application
of methodology.

For example, a classic narrative approach would understand emotions
as being closely linked to stories that we tell about ourselves. Words such
as “happy” would not have much meaning without being substantiated by
stories that articulated the sense of the word, e.g., happy in the context of
a child winning a carnival game is different than happy in the context of
drinking a warm cup of tea on a winter night.

A more theoretical, analytical approach would look at cultural meta-
narratives of happiness, typically with reference to social roles and identi-
ties. For example, one might understand happiness further by analyzing
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what it means to be a “mother” who is happy, because being a mother is a
cultural archetype that carries a set of culturally-determined meanings that
an individual may be reacting to.

The way in which interpretive claims are made depends on the method-
ological tradition of the practitioners. Some qualitative analysis skews very
closely to classic post-positivist study design where the data is coded with
strict mechanistic guidelines, and statistical analysis on codes is where claims
are drawn from. For example, “participants most often used ‘happy’ words”
is a statistical claim. Or, using a non-statistical hermeneutical approach,
interpretations must be theoretically supported, and frequency would not
matter. Grounded theory would be yet another approach where “small the-
ories” are developed by interpreting data participant-by-participant until
theoretical saturation5 is met (i.e., diminishing returns).

The question from the previous chapter about whether we made an emo-
tion detector depends on whether one believes that the interpretation is part
of the emotion. If so, then we should be accounting for interpretation even
in signal-processing paradigms. It’s not a matter of leaving interpretation
to the artists and signals to the scientists; the science must account for the
physical reality of meaning.

2.7 Neurobiology of Meaning

To think that meaning has physical extent may be surprising. However, a
grounded look at the neurobiology of perception gives us clues as to how
to think about meaning as a cognitive process. Therefore, this section will
build the intuition for how to think about the brain as a meaning-making
organ.

Many cognitive scientists account for cognition starting with percep-
tion. Visual perception is commonly studied; we will use examples from
eye movement and visual illusions to establish the impact of meaning on
eye mechanics. We will also draw examples from touch perception, itself an
incredibly complicated phenomenon.

Let’s trace a touch through the body. Kryklywy et al. performed a
study where “social” touches were applied to participants, either a somewhat
painful pressure on the thumbnail or a pleasant caress with a brush on the
forearm, while fMRI data was being taken (Kryklywy et al. [2023]). A broad
systemic trace would look like:

5Saturation is also referred to as information power to liken it to statistical power,
getting at the same concept of diminishing returns on new data.
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(1) Pressure would be sensed simultaneously by a variety of touch sen-
sors (Merkel cell, Meissner corpuscle, Pacinian corpuscle, Ruffini endings,
etc.) which initiate action potentials along a chain of neurons. (2) Action
potentials are processed through the dorsal root ganglion, essentially a nerve
junction in the spine. (3) The signal may be further processed by interneu-
rons (e.g., to initiate a reflex response), but ultimately passed through the
spine to the brain. (4) The thalamus would process the signal and relay it
to the appropriate parts of the brain. (5) The sensory cortex would receive
the signal, and the participant would consciously experience the touch.

Although this is a good general path description, Kryklywy et al. found
that there was a differentiation between the painful and pleasant touches in
terms of the speed and location of the processing. That is, different neural
pathways seemed to be involved depending on the quality of the touch. They
hypothesized that the pleasant social touch may be faster than the painful
touch, potentially due to increased myelination along the pleasant touch
pathways.

This is an illustration of how our bodies are mechanically constructed to
process different meanings differently. An emotional signal may literally be
processed differently depending on whether it is painful or pleasurable, not
by some magic due to culture, but because of the neuronal wiring involved.
However, our next two examples complicate this, as they illustrate how
meaning can change perception.

First, take a moment to convince yourself that you can change your
perception simply through mental effort. Figure 2.1 is a classic illusion
depicting a wireframe cube (Kornmeier and Bach [2005]).

Figure 2.1: Is the cube sticking out of the page?
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Is the left or the right face “sticking out of the page”? Take a moment
to see whether you can convince yourself of one or the other. Then, see if
you can switch it. Some people can eventually find a way to switch between
perceptions at will. Nothing about the physical world outside of our bodies
have changed when that happens. This is purely brain state impacting
perception.

Context can also impact perception. A classic example is that colours
are perceived not as absolute values, but instead relative to other perceived
elements. In the following diagram, each colour of grey is identical in colour
value, but differs in perception due to the perception of shadows.

Figure 2.2: The colours of grey are identical, but seem like a “white” check
inside of the shadow and a “black” check outside of the shadow.

The general phenomenon points towards the premise that we psychologi-
cally construct our reality as much as directly perceive it. Gestalt psychology
demonstrates that wholes are perceptually made from parts. Our perceptual
experience includes “filling in” values that are not directly causally linked
to an immediate real-world phenomenon.

However, our perceptual systems are even further primed by meaning.
Studies on visual attention show that meaning impacts the speed of looking.
That is, if we are shown something of social value, like money, we will look
at it faster than something without social value.

That should be a surprising result. Money is not something that phys-
ically evolved with human beings. We very likely do not have an inbuilt
money detector in our visual systems in the same way that we likely have
inbuilt snake detectors. It is entirely something that is socially constructed
to have value. The fact that we look faster at objects with money than not
tells us that our body movements are impacted by meaning. Meaning is not
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an abstract thing, it concretely changes the way that our body moves.
Eye movement offers a particularly interesting microcosm of this. Our

eyes are essentially “programmed” to look at everything in our visual field
through an entirely involuntary neuronal signals. The experience of looking
involves many physical eye movement deviations called saccades that we
do not perceive. The act of voluntarily choosing to look at something is
effectively a lower frequency suppression of the involuntary movement pro-
gramming. The emergent effect is that we perceive ourselves as having a
strong free-will choice to look, but it is better understood as a continually
evolving process of involuntary looking being suppressed by voluntary look-
ing. For an intuition of how this works, think about a cat trying to ignore
a moving string. They can try to look away, but are clearly unable to fully
voluntarily control their attention system. Looking at meaningful things will
essentially be programmed both into the underlying involuntary looking as
well as the voluntary looking.

2.8 Meaning Impacts Emotion Rating

In my final paper of my master’s thesis (Bucci et al. [2018]), we ran a study
where people were asked to rate the emotions of a robot behaviour: was
the robot happy, sad, etc., given a particular breathing behaviour. The
conclusion of the study was that people constructed narratives about the
robot which far exceeded the behaviour of the robot. For example, people
would, without prompting, pretend that multiple robots were present. Or,
they might believe that the robot was lying or hiding something from them.

We had had a suspicion that this might be the case for some time,
which is why we ran the study. When running a co-design study called
Voodle where voice actors would puppet the robots using their voices, it was
difficult until the participants decided on a narrative frame for the robot,
e.g., “the robot is like my dog.” To understand the task, we had to create
a concrete example of something tied to the participant’s real experience of
life as an example. The meaning was not derived from an abstraction, but
from an analogy.

Prior to this work, we had run as study where people told a stationary
robot about emotional experiences while interacting with it via touch. We
were surprised at how effective the robot was at facilitating people to tell
their emotional stories. Combining our previous hypothesis that we could
detect emotions through touch, but wanting a higher-fidelity sensor, we
started to devise an experiment where we attempted to discern emotional
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state through EEG signals.
A long study design process began. We started by telling each other

emotional stories while petting the robot ourselves. Our thought was that
we would be able to accurately label our own emotions by playing back a
video recording and labeling with the SAM. However, we quickly discovered
that the data was essentially unrepeatable.

Designing a study task with brain data requires extremely repeatable
tasks that have precise timing. We searched for an appropriate emotional
stimulus. Videos are often used to elicit emotions, however, we could not
convince ourselves that we could guarantee that our participants were truly
having comparable emotional experiences with the video clips. First, the
clips were short, and we questioned whether someone could really be im-
mersed enough in the emotional experience in a 30s or less clip. Second,
despite the clips being validated, we did not find them particularly evocative
ourselves. We asked: how can we be sure that someone is feeling something
consistently?

Eventually, we decided on playing an evocative video game with repeat-
able sections. After play testing tens of video games, we decided on one that
(a) had very simple keyboard controls; (b) very clear emotional events that
could be timestamped; and (c) consistently elicited emotions for ourselves
and our large research team while playing.

Learning from our previous robot studies, it seemed that we would need
a unique way of measuring emotions for the EEG study. If we wanted to
be able to reproduce an emotion label and intensity from an EEG signal,
it would require millisecond-accurate timing, consistent meaning of labels
and intensity ratings across participants, and multiple samples per emotion
label and intensity. The task was enormous and our eventual study design
was complex.

The theoretical underpinnings to the emotion labelling task are reported
on here with an adaptation of our published paper “Real Emotions Don’t
Stand Still: Toward Ecologically Viable Representation of Affective Inter-
action.” The results are reported on in two published papers that are not
part of this dissertation, “FEELing (key) Pressed: Implicit Touch Pressure
Bests Brain Activity in Modelling Emotion Dynamics in the Space Between
Stressed and Relaxed”, “Choose or Fuse: Enriching Data Views with Multi-
label Emotion Dynamics,” however I will summarize and discuss the results
in the subsequent section.
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Chapter 3

Real Emotions Don’t Stand
Still

This chapter presents the published paper Real Emotions Don’t Stand Still:
Toward Ecologically Viable Representation of Affective Interaction, pub-
lished in 2019. It presents an early attempt to justify and theorize about
our methodological approach in the EEG study, which we considered to be
a significant departure from common affective computing emotion sensing
studies. It argues against the idea that emotions can be fully captured in a
state, and presents potential alternative formulations of Russell’s affect grid
which respond to attempts to use the affect grid as equivalent to a control
space for robot motion. Further, it points out the difficulty with specifying
the narrative perspective that can be confused in robot emotion evaluation
tasks.

3.1 Introduction

An objective of affective interaction is to create machines that can emotion-
ally interact with humans in real time. In human-robot interaction (HRI),
roboticists often draw on emotion theory to evaluate human affect and build
computational models that relate human behaviour and biophysical signals
to robot behaviours, or vice-versa. This process often takes the form of as-
signing emotion ratings to robot behaviour, identifying behaviour features,
then seeking correlations between these features and the emotion ratings.

Real-time robot behaviour can be generated through a feedback control
loop (Yohanan and MacLean [2011]) that includes a computational model
of human emotion requiring direct behaviour labelling. This loop implies
a schema in which the system reasons about the human’s emotion, then
produces a behaviour which is expected to be an appropriate response to
that human’s emotion state. However, consider human-human emotional
interaction in the real world: we need not name another’s emotion in order
to react emotionally. On the contrary, it often takes significant cognitive
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Metaphor description

A point is singular, dimensionless, and infinitely precise.  
Representing emotion states as points may have unintended 
topological implications—even using a point to represent an 
average emotion measurement is problematic (Table 1).

Conceptualizing an emotion as an area opens up the 
possibility of considering multiple, coinciding emotions in 
our computational models. An area metaphor can capture 
conflicting, simultaneous emotions.

We must also consider the space over which an emotion 
may take place. A non-linear space with contour expresses 
the probability of emotion states and could express the 
predicted trajectory of emotions evolving over time.

The state space might also evolve over time. Shown is 
a space where, for a particular person in this moment, 
high-arousal, low-valence is most likely, but they might 
describe an ambivalent arousal.

One representation
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Figure 3.1: Experienced emotions can be reasoned about through the use
of metaphors: abstract concepts (mathematical, literary, etc.) that stand in
for real-world phenomena. Metaphors can be turned into a multitude of con-
crete representations to serve different purposes. A common metaphor for
emotion is a point, which can be represented as a dot on a graph, a decimal,
or coordinates. We propose area and non-linear metaphors as alternatives,
which enable different ways of conceptualizing emotional experience (yel-
low).
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effort, perhaps even formal training, to both hold back our reactive instinct
and articulate our emotions.

In this position paper, we advance three critiques of HRI studies that
rely on emotion labelling, drawing from our own research efforts. By recon-
sidering how we use common emotion metaphors and representations, frame
behaviour labelling tasks, and negotiate meaning in our methodologies, we
can get closer to the goal of designing interactive entities whose behaviour
reflects how we have specified that they should feel.
We contribute these problems for the field to consider:

I. Common metaphors do not account for dynamic emotions. Represent-
ing emotions that change over time, are uncertain, or are in conflict
requires amending our current metaphors and representations of emo-
tion.

II. Contemporary practices do not always explain whose emotion is being
measured. Interaction framing is often unspecified, leaving uncertainty
in what an emotion is being ascribed to: a robot’s behaviour, a par-
ticipant’s response to the behaviour, or something else.

III. The meanings of measurement scales are ambiguous. We often fail to
create a shared understanding of measurement scales between partic-
ipants and researchers.

3.2 Definitions and Approach

To preface our critique, we outline our definitions for metaphors, represen-
tations, framing, and shared meaning-making. We then look at how HRI
researchers currently use emotion theory to inform their work, produce study
instruments, and build computational models.

Metaphors and Representations

The words “metaphor” and “representation” are sometimes used interchange-
ably to mean “ideas that stand in for other ideas,” but for the present pur-
pose we require their nuanced distinction.

Metaphors can describe phenomena that are otherwise hard to articu-
late or understand, allowing us to reason and communicate about abstract
concepts (Lakoff and Johnson [2008]). For example, saying you have a
“white-hot rage” vs. a “simmering rage” relates temperature to emotion,
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enabling the comparison of emotions via the concept of temperature. Simi-
larly, when we represent an emotion as a single point in a dimensional space,
we are using the spatial metaphor of a scalar quantity to communicate dif-
ferences in an experienced emotion.

To engineer emotional human-robot interactions, we translate our metaphors
into concrete representations using ink, code, or bits. These representa-
tions become the instruments in our studies, shape the input to our algo-
rithms, and contribute directly to our computational models. It is important
to clarify the connection between our metaphors and which aspects of emo-
tional experiences they are meant to represent (Figure 3.1).

Researchers often create metaphors as stand-ins for phenomena, then
operationalize the metaphors in order to make predictions: “[depicting a
concept] as an entity allows us to refer to it, quantify it, identify a particular
aspect of it, see it as a cause, act with respect to it, and perhaps even believe
that we understand it.” (Lakoff & Johnson Lakoff and Johnson [2008]).

One representation of the aforementioned metaphor of affect as a scalar
quality is Russell’s circumplex: an orthogonal space with dimensions of va-
lence and arousal (Figure 3.1, top right) Russell [1980]. While not meant
as a direct representation of brain and body, it is useful to think about the
human experience of affect as mapping to this space (Barrett and Russell
[2014b]). For example, to communicate with participants about their emo-
tion, we can employ instruments such as the Affect Grid (a discretized 2D
circumplex) Russell et al. [1989] or the Self-Assessment Manikin (SAM),
which splits the arousal-valence-dominance space into three scales with car-
toons for each scale item (Bradley and Lang [1994]).

Our purpose in this detailed inspection of metaphors and their corre-
sponding representations is to better understand both the underlying emo-
tional phenomena and how to operationalize metaphors as representations
in computational models.

Emotion Models

In interactive emotion modeling, this term has multiple uses.
As an emotion theory Models typically instantiate a theory. However,

theoretical definitions of models explain emotion, e.g., that an emotion
exists, that a subjective state is expressible through certain externally-
detectable human behaviours, or that emotions can be defined in terms
of valence and arousal.

As a computational model A computational model’s purpose is to predict
human expression and possibly drive system responses, rather than explain
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them – e.g., a machine learning or artificially intelligent representation used
to detect and classify emotions.

As an instrument The tools used for measuring emotion in a research
context act as a medium of communication between participants and re-
searchers (e.g., the SAM or Affect Grid).

Methodology: framing and meaning-making

Our approaches to designing, running, analyzing and reporting on our stud-
ies greatly influence our computational models and robot control architec-
tures. There is a close link between the social construction of meaning and
the practical construction of our real, physical, embodied interactive sys-
tems. The way in which we elicit emotion ratings from participants is an
integral part of the resulting computational model.

As an example, imagine a study where a participant watches an indus-
trial robot arm perform a series of short pick-and-place tasks. Each par-
ticipant is given the same written instructions to assess the valence of the
robot from stressed–excited on a semantic differential scale. Although the
experimenter can answer clarifying questions, current practices encourage
them to respond minimally lest they influence the trial.

Some participants imagine that the robot is a persistent conscious entity
that is aware of them the whole time. Others imagine that the robot resets
its memory between trials.

Imagining the former, a participant might see subsequent trials as the
robot trying and failing to communicate with them, rating the robot “stressed.”
However, this difference in framing would not be captured with a rating scale
alone.

In controlled scientific process, we design studies to maximize consis-
tency so we can attribute causality to manipulated variables, reduce bias
and improve objectivity/generality. However, in the example above, the
experimenter cannot know what is actually being measured with the par-
ticipant ratings, and may not even realize the experiment’s potential for
ambiguity. The rigor gained by controlling this experiment’s conditions is
substantially undermined.

Ironically, such error can be a direct consequence of intended rigor: e.g.,
the concern that experimenter interaction with a participant may actually
introduce response bias. At other times, it may be due to belief that a scale’s
“validation” means it can be deployed without explanation or instruction.
In fact, participants may not truly understand what they are intended to
respond/evaluate when given a survey instrument. There are two important
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methodological considerations here:
By framing a study task, we mean articulating what an emotion rating

is being ascribed to within that task’s context. A participant needs to
understand what they are supposed to rate, e.g., how they feel, how they
imagine a robot might feel, or how a robot is trying to make them feel (Table
II). This is not always an easy distinction to make, nor to instruct.

Shared meaning-making refers to a process of resolving ambiguities
through discussion between researchers and participants. A failure to do so
puts in question understanding both of the interaction tasks, and of response
instruments (e.g., rating scales).

With the addition of qualitative methods, however, nuances in subjective
experience can be addressed.

A first step for the field would simply be a widely accepted realization
that the potential for ambiguity exists; and a second, to ensure that quali-
tative methods (even as basic as an interview) are accepted and required as
a standard for both generating and interpreting quantitative data.

3.3 Related Work

Recent theoretical work in emotional interaction has challenged the dom-
inant “signalling paradigm” (Jung [2017]) of emotion classification which
assumes (1) all relevant information about an interaction is encoded in a
signal and (2) there is a universal congruence between social meaning, be-
haviour, and subjective experience (Jung [2017], Leahu and Sengers [2014]).
In our own work, participants have regularly disproven our expectations that
study tasks are universally understood, and that study instruments can fully
capture how participants feel during an interaction.

It seems common research methodologies and conceptions of emotion
measurements that were initially helpful may obfuscate the path forward.
Here, we unpack the problems.

Problem 1. Prevalent emotion representations imply that each robot or
human behaviour should map to a single emotion regardless of context.

Researchers in HRI and psychology have begun to recognize that be-
haviours have context-dependent meaning, which confounds methods that
label behaviours with singular emotions (Jung [2017], Bucci et al. [2018],
Bakhtiyari and Husain [2014], Hollenstein [2013]). Jung introduces the con-
cept of affective grounding to explain how the same signals (e.g., facial ex-
pressions, gestures) can vary in emotional and social meaning based on con-
text. An affectively-grounded interaction is one where a signal’s meaning is
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Table 3.1: Dimensional theories of emotion use the metaphor of multi-
dimensional scalar quantities to reason about subjective experiences. This
table outlines the implicit assumptions and consequences of strictly inter-
preting emotions as a point on a linear, dimensional space regarding As-
sumption 1. This table elaborates on Problem 1 from Related Work.

Implicit Assumption 1: Emotions can be represented

as a single point-like state

Implication of
making
assumption

Ensuing
representation
limitation

Example of
experience
mismatch

Representation
or experience
mismatch

Focus: One’s
emotional state
must be
identified as a
singular,
focused point in
space.

A single point
does not allow
for the
representation
of multiple,
conflicting
emotions.

I am happy I
got a new job
but am also
nervous at the
same time. How
do I represent
this feeling as a
point?

An emotion is
not always
experienced
singularly: they
can be
conflicting,
mixed, or
multiple.

Fixedness: Over
a period of
time, one can
experience only
a single fixed
emotion, which
cannot change.

Experiencing
emotion does
not feel like a
series of single
moments:
rather, it is
dynamic and
appears to
continuously
change.

During a task, I
am surprised
briefly but
otherwise
neutral. How do
I describe my
emotional state
over the entire
period of time?

Asking for a
single point to
represent an
emotional
experience hides
the variation
people feel over
time during the
experience.
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Table 3.2: Continuation of dimensional theories of emotion discussion fo-
cusing on Assumption 2. This table further elaborates on the implications
of strictly interpreting emotions within a continuous and linear space as
discussed in Related Work.

Implicit Assumption 2: Emotion space is continuous and linear

Implication of
making
assumption

Ensuing
representation
limitation

Example of
experience
mismatch

Representation
or experience
mismatch

Linearity:
Emotions must
be spatially
distinct; linear,
equidistant
points
correspond to
similar sizes of
emotion diffs.

Difficult to
convey the size
of qual. diffs in
felt emotions by
identifying
discrete points
on a line.

It takes more
effort for me to
become
extremely
happy than a
little bit happy.
How do I
indicate the size
of effort?

Default emotion
rating scales are
linear/uniform.
But, not all
perceptions are
linear (e.g.,
perceptions of
loudness are
exponential).

Probability:
Each point
must be as
accessible or
likely to be
reached as all
others.

A flat,
unweighted
space does not
express that
some emotions
are more
difficult to
feel/are
dependent on
prev. emotions.

If I’m feeling
good when
someone snaps
at me, I’m less
likely to feel
angry than if I
was already
upset. How do I
express this
likelihood?

Some emotions
are more
unlikely or more
difficult to
experience,
(e.g., extremes
or true
neutrals).

Unclear
Temporality: If
time is allowed,
instant
transitions
between
extreme
emotion states
are not
representable.

Traversal from
one emotional
state to another
can feel instant
and
discontinuous;
and transitions
are not the
same every
time.

I feel like I can
transition from
happy to angry
without passing
through a
neutral-valence
state.

The 2D Affect
Grid gives no
guidance on
which emotion
transitions are
natural—how
do you move
from place to
place?
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converged upon as a result of continuous interaction (or “emotion coordina-
tion”) (Jung [2017]). However, this perspective is new to the field: reviewing
27 robot expression papers, Fischer et al. found the dominant assumption to
be that a behaviour can convey an emotion independent of context (Fischer
et al. [2019]).

The behaviour labelling approach is eminently reasonable: computa-
tional models need explicit labels for training data. Dimensional and cat-
egorical emotion theories are used to produce self-report instruments that
capture participants’ emotion ratings of both their own and robot behaviours.
Studies use Ekman’s theory of basic emotions (Bretan et al. [2015], Fis-
cher et al. [2019], Ekman and Friesen [1971], Jung [2017]), Russell’s di-
mensional model of affect (Song and Yamada [2017], Bucci et al. [2017],
Saerbeck and Bartneck [2010], Nakata et al. [1998], Bhuwalka, Kunal; Icel,
Nur; Gong [2018]) or a combination of both (Saldien et al. [2010], Yohanan
and MacLean [2011]). Instruments include the Affect Grid (Russell et al.
[1989]), the Self-Assessment Manikin (Maŕın-Morales et al. [2018], Saerbeck
and Bartneck [2010]), or the PANAS scales (Bakhtiyari and Husain [2014]).

Herein lies the dilemma: computational models of behaviour require la-
bels, but behaviours cannot be consistently and directly labeled with a sin-
gle emotion (Leahu and Sengers [2014]). We could add contextual details to
computational models to improve labelling accuracy (Breazeal et al. [2013],
Damm et al. [2011], Bucci et al. [2018]). Alternatively, we could actively
choose to represent conflicting or mixed emotions, aligning more closely
with how behaviours are experienced and interpreted in real life (Bucci et al.
[2017]). We present a discussion of alternative representations in Section 3.4.

Problem 2. Experimental paradigms overlook pervasive framing ambi-
guities in rating emotions during interactions.

Framing a human-robot interaction task is like directing a participant to
empathize: participants can be asked to either recognize or experience/respond
to emotional robot behaviours (Hodges [2008]). Failing to specify which is
called for can result in a participant misunderstanding their job and gener-
ating data irrelevant to the experimental intent (a situation we experienced
in our own work).

Meanwhile, many HRI articles do not specify either instructions or in-
tent, leaving readers uncertain what the results mean.

As an example: we examined the 52 full, peer-reviewed papers published
in the HRI’18 conference (Int [2018]). 26 reported studies where participants
judged affect. Of these, in 9, task framing was clear to readers and partici-
pants. In 3, framing was clear only in some respects. In 14, it was substan-
tially ambiguous. We offer (Shen et al. [2018], Strohkorb Sebo et al. [2018],
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Williams et al. [2018]) as excellent framing examples. Robots are intro-
duced as situated in the task, participants can conceptualize the interaction
prior to rating, and experimenters listen to and iterate with participants to
establish meaning.

Fortunately, there are ways to avoid this situation without evident com-
promise of scientific rigor. Some HRI studies implicitly explicate frame by
asking contrasting questions using different frames (Bretan et al. [2015],
Nakata et al. [1998], Bucci et al. [2017]). Others establish frame through
clarifying interviews where participants explain their interpretation of the
study task (Bucci et al. [2018], Leahu and Sengers [2014]). Still others use
concepts from theatre. Bucci et al. establish roles, characters, and settings
for an interactive scene (Bucci et al. [2018]). Westlund et al. do this through
an interactive theatrical process (Westlund et al. [2017]): participants (chil-
dren) are introduced to a puppet who has a strong personality, a reason for
being there, and a name. The puppet then introduces the robot to the par-
ticipants, clearly addressing the relationship between all actors. Marino et
al. offered improvisation as a way for participants to design robot emotion-
transition behaviours, who found the design tasks easier once an interaction
was framed in a scene (Marino et al. [2017]).

In summary, we can see multiple ways of establishing the frame of a
study task so as to direct a participant’s effort to the kind of empathy the
researcher wants to inspect.

Problem 3. Experimental paradigms rely on participants and researchers
having a mutual understanding of study instruments that measure universal
quantities of emotion.

Self-report instruments such as Likert scales and the Affect Grid usefully
allow a participant to report quantitatively on their own subjective experi-
ences. However, people naturally differ in interpreting a scale’s “distances”
relative to the emotional quantity it represents (Sullivan and Artino Jr
[2013]). There are examples of scales measuring subjective, affect-related
quantities, such as pain, where research has found that baseline and ex-
trema depend on personal experience (e.g., the worst pain you have ever felt
is different than mine). Accepted practice with pain scales recognizes that
meaning can be relative to a treatment program, and may need significant
discussion to situate the scale in the rater’s personal history of pain (Breivik
et al. [2008], Stinson [2009], Price et al. [2018]).

Our own experience of scales like the Affect Grid has exposed variance
in user understanding of scale meaning. Their first impressions may not
correspond to what experimenters expect to measure, e.g., with respect to
scale linearity. HRI researchers have been arguing for stronger integration
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of qualitative and quantitative research designs (“mixed-methods”) that in-
clude participants directly in the co-construction of meaning: collaboratively
understanding the rating scales (Boehner et al. [2007], Jung [2017], Gao et al.
[2017]). Co-constructing means that experimenters can define the structure
of the scale (e.g., one-dimensional, 5-item, linearity, etc.), and allow par-
ticipants to explicate the scale boundaries relative to the specified interac-
tive context and participant’s own experience. The resulting relative scale
enables clearer between-participant comparison without presuming that a
subjective experience has some absolute, objective quantity.

Leahu and Sengers emphasize working with participants to define what
emotion words mean. They “expose the [computational] models” by review-
ing qualitative/quantitative results together with participants; we further
emphasize that scale calibration needs to happen prior to use of the scale
even if post-hoc review is needed. We present a process for a mixed-methods
approach to defining the meaning of study instruments between participants
and experimenters in Section 3.6.

Takeaways. Interactive affect research has reached a state where: (1)
We require representations of emotion that can convey uncertainty, motion
and mixing. (2) Study tasks are rarely framed explicitly, but there are exam-
ples of doing this without impacting experimental rigor. (3) Study instru-
ments and methods, even when validated, can be interpreted individually,
undermining accuracy; one safeguard is a method whereby experimenters
work with participants to personally relate their experience to the provided
scale within the interaction context. In the following, we expand on our
arguments and make concrete recommendations for the field to consider.

3.4 Model Metaphors

Building computational models of affect requires collecting quantitative emo-
tion data or labels. The instruments we choose for measuring this data are
a product of the metaphors we use to describe and explain the emotional
experience. Selecting a metaphor appropriately has the power to communi-
cate the researchers’ interpretation of the emotion space, and consequently
align participants to the same understanding.

Dimensional theories of affect and communication use the metaphor of
multi-dimensional scalar qualities to reason about subjective experience.
Here, we articulate and critique two assumptions (Tables 3.1 and 3.2)
about the emotion space implicit in these metaphors: (1) that emotions
can be represented as a single point-like state, and (2) emotion space can be
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conceptualized as continuous and linear. These assumptions structure both
how emotions can be conceptualized and how emotions can be represented
using instruments within an experimental context.

First, the common usage of a point-like metaphor for emotions implies
that one’s current emotional state can be unambiguously captured for a
given instant.

However, in real-life emotional interactions, our experience is rarely fo-
cused to a single point: as events play out, we evolve our own understanding
of emotions as well as our evaluations of others’ Barrett and Russell [2014b].
We might also experience multiple or conflicting emotions.

Second, the common circumplex representation implies a topology in
which the space can be traversed consistently, with equal probability of
reaching the entire space.

Yet, movement between emotion states is not so tidy; there is more
to represent than a linear movement through a uniform orthogonal space.
Does a continuous space represent all possible emotions a person could feel?
If each point in the space represents an emotion state, then does inhabit-
ing different points in the space feel different? Do we experience emotions
independently? To address the first assumption, we propose alternative
metaphors for the unit of representation for emotional states. For the sec-
ond, we suggest different emotion space topologies.

3.4.1 Area metaphors: representing emotion state

Asking participants to identify an emotion as a point in a space implies
that they are capable of identifying the emotion, they are experiencing only
one, and their experience is static. Consider an alternative metaphor: think
of the emotion representation as an area to better encompass the real-life
complexity of mixed, conflicting and dynamic emotions in ourselves, or un-
certainty in attributing emotion to an agent’s behaviours.

Emotions evolve in an interactive context. This temporal aspect necessi-
tates that we use more than a single point to represent emotion states over
time. An area metaphor can capture movement through the emotion space
over time, as illustrated in Figure 3.1.

We claim that uncertainty should be directly accounted for in any rep-
resentation, not simply as error, but as fundamental to what it means to
experience emotions ourselves and ascribe it to behaviours. Researchers
often analyze robot behaviour in terms of averages of Likert scale measure-
ments. Using the average implies there is a precise point-like emotion that a
particular robot behaviour should convey, and that deviations from that the-
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oretical average are measurement errors. Remove the concept of a point-like
emotion, and it becomes reasonable to talk about the behaviour’s inhabit-
ing a probability distribution over an emotion space, where this space itself
represents the possibility of the emotion the behaviour may connote. A be-
haviour may not convey the same emotion each time (it is not deterministic);
our representations should account for this.

3.4.2 Nonlinear spaces: topography of emotion states

The metaphorical emotion space should also represent the possible emotions
that a person can feel. Descriptively, there are portions of the emotion space
that are more difficult to attain, e.g., it is more rare and perhaps effortful
to be ecstatic than to be depressed. Imbuing the emotion space itself with
contour allows for representations of a directional quality or likelihood of
moving from one emotion to another (see (c) and (d) in Figure 3.1 for
examples of contoured emotion spaces).

In modeling interactive emotions, we might think of the space itself
changing over time: as you feel more sad, it might be easier to get angry
than relaxed, despite these being separated by similar Euclidean distances
on the Affect Grid. In such a case, an emotion experience is not simply a
point but a trajectory over a perpetually reforming terrain.

3.4.3 Alternative Representations

We present the above alternative representations to challenge the norm and
widen the space of metaphors we currently use. We invite fellow researchers
to consider the implicit metaphorical claims of their chosen representations
when designing studies, and ground them in their participants’ subjective
experiences. As researchers who build interactive emotion models, we posit
that representations should feature:

RF1. Multiple points, due to the human experience of conflicting emo-
tions.

RF2. Model uncertainty estimates, reflecting ambiguity in how we ex-
perience emotion.

RF3. Time-variance, for movement through emotion space.

RF4. Non-linearity, with collection instruments that support responses
that move on different topologies.
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3.5 Framing problems

Picture a slapstick comedian performing a banana-peel bit in front of a
live audience. The comedian trips, falls loudly and screws up their face
in pain. The audience laughs. We could ask the audience, “How did this
performance make you feel?” or “What feeling is the comedian expressing
during this act?”. The ratings would differ wildly depending on what the
audience thought the framing of the rating task was, as each has a different
meaning (Jung [2017]).

In an interaction rating task, there is an evaluator and something that
is being evaluated. There is ambiguity in whether a participant is meant to
evaluate how they feel, or to guess what another thing is supposed to feel.
As illustrated in Table 3.3, there are a number of possible framings between
one participant and one robot, each of which would attribute an emotion
rating to a different aspect of an interaction. The methods we use should
disambiguate these framings to ensure the reliability of gathered data.

Many of the instruments we employ were originally designed for self-
report of one’s own affective state. For example, the SAM is intended as an
easily understood, culturally universal method for a participant to express
their internal affect via cartoon depictions of the body (Bradley and Lang
[1994]). When rating a robot’s behaviour with the SAM, the implicit as-
sumption of the experimental task could be that: (1) the behaviour makes
a participant feel an emotion; (2) the robot’s behaviour consistently con-
veys an emotion; (3) or the robot feels an emotion. The participant may
not share the assumption of the experiment with the researcher, nor the
understanding that the SAM instrument is intended to be self-reflexive.

In robot emotion studies, directives to rate “the robot’s behaviour,” or
even “how the robot feels” are ambiguous. Feeding the resultant corrupt
data into a computational model will produce erroneous results. Rather than
assume that the intent behind a rating question is obvious to the participant,
we suggest that the researcher should:

F1. Resolve the frame through calibration via participant discussion or
attention to scene-setting.

F2. Report the framing process when sharing results, so others can
assess their validity and build on them.
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Table 3.3: During an experiment, it is sometimes unclear which portion of
an emotional interaction we are asking participants to consider. Here are
possible frames of reference that an experiment could be inspecting.

Cartoon Description

Participant (Jan, left) is evaluating how
she feels about Robot (Can, right). Jan
is being asked to interpret her subjective feel-
ings about how Can is making her feel.

Jan is evaluating what Can is trying to
convey. Jan is being asked to interpret Can’s
communicative behaviour. Can’s expressions
give evidence for a hidden subjective state.

Jan is evaluating how Can feels. Jan is
being asked to interpret a set of behaviours
over some duration that indicate Can’s emo-
tional state.

Jan is evaluating how Can feels about
her. Jan is asked to evaluate how Can is eval-
uating her subjective state. Jan might view
Can’s actions to do this, or might consider
her own actions.

Jan is evaluating how she currently
feels. Jan is being asked to inspect her
body/brain and describe some kind of mix-
ture of mood, emotion, affect, or physiological
perceptions.

3.6 An Argument for Mixed-Methods Evaluation

While the goal of an interactive emotion study is often a quantitative mea-
surement, methods and instruments must use language or images as de-
scriptors to convey meaning. The interpretations of these descriptors vary
between people due to their different experiences in the world, which exposes
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an inherent qualitative aspect in a seemingly quantitative measurement. We
suggest embracing this fundamental “mixedness” by ensuring that the mean-
ings of descriptors are well established.

Embracing mixed-methods approaches in our experimental design neces-
sitates: (1) grounding participants in the premise of the interaction; (2) cre-
ating shared understanding of instruments and measured phenomena; and
(3) creating closer alignment between experiments and possible real-world
applications. Conversation between participants and researchers is required
to ground the framing and meaning of study materials and activities. The
goal is to calibrate participants on the researchers’ intended parameters, but
also to capture the participants’ experiential richness that has led to their
rating.

Specifically, we suggest actively collaborating with participants to ground
emotion measurement in personal experience to align quantitative represen-
tation and qualitative meaning. Researchers should provide the instrument
structure (e.g., the intended subjective spacing between scale elements) and
work with participants to explicate the semantic difference of scale items.
Researchers should also iteratively assist participants in attributing their
experiences to scale items, taking care to ensure that both parties can rea-
son about and refer to the scale similarly. A calibration process allows
researchers to assess agreement between participants and report on the ac-
cessible emotion range of the interaction. This will generally require the
researcher to use a methodology in which they:

M1. Establish the extrema of a scale by asking a participant to recount
events in the interaction.

M2. Establish the meaning of subjective distance between items
by asking a participant to explain their understanding of each item.

M3. Converge on researcher-provided structure by iterating on the
above before the scale is used or if meaning shifts during scale use.

Rather than leaving participants’ interpretation of task framing and instru-
ments ambiguous, such a process acknowledges and addresses variation. By
explicating the meaning of what is being measured, ambiguities around fram-
ing and instrument meaning can be accounted for and, ideally, resolved.
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3.7 Conclusion

In this chapter, we discuss challenges in representing and capturing emotions
during interactive emotion studies.

We articulate emotion metaphors and representations in common use
which shape how emotional experiences are understood, and have a cas-
cading effect on how we collect, analyze and discuss emotional interaction
data. Current metaphors are representationally limited in not accounting
for time variance and the inherent uncertainty in self-reporting emotion. We
propose alternative metaphors based on areas or non-linear topologies that
align more closely with the semantics of emotion rating tasks. We identify
methodological problems: the framing of emotion tasks can be ambiguous,
resulting in categorically confused studies. As a solution, we suggest that
a mixed-methods approach of incorporating meaning-making into quanti-
tative research designs will ground the meaning of study instruments and
resolve framing problems.
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Chapter 4

Moving from the EEG
Project to a Deeper
Understanding of Meaning

The previous chapter was our position paper which outlined the theory of
our approach in the EEG Study. This chapter outlines the actual approach
we took, summarizes the two resulting papers for which I am not a first
author, and presents the final published critique paper for which I was a
first author.

• Bucci, P., Marino, D., & Beschastnikh, I. (2023). Affective robots need
therapy. ACM Transactions on Human-Robot Interaction, 12(2), 1-22.

• Cang, X. L., Guerra, R. R., Guta, B., Bucci, P., Rodgers, L., Mah, H.,
... & MacLean, K. E. (2023). FEELing (key) Pressed: Implicit Touch
Pressure Bests Brain Activity in Modelling Emotion Dynamics in the
Space Between Stressed and Relaxed. IEEE Transactions on Haptics.

• Cang, X. L., Guerra, R. R., Bucci, P., Guta, B., MacLean, K., Rodgers,
L., ... & Agrawal, A. (2022, October). Choose or fuse: Enriching data
views with multi-label emotion dynamics. In 2022 10th International
Conference on Affective Computing and Intelligent Interaction (ACII)
(pp. 1-8). IEEE.

The game we chose to use in our study was an atmospheric side-scroller
called “Inside,” where players control a boy who is attempting to escape
from people who hunt him down. The game is organized into scenes with
save points that represent the beginning of a leg of the escape journey.
The player can choose to run left, right, or jump. Lighting in the game is
dark and the player is often occluded by objects in the foreground, creating
plenty of opportunities for scary moments. The affective range is somewhere
between creepy, to tense, to quite stressful. Moments of relief are potentially
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possible when the character is able to hide, outpace, and successfully escape
his pursuers. Unlike other games, fighting back is not possible.

We chose this game because of the consistency of the emotional experi-
ence with clear timestamped markers of emotional events. Players do not
have many opportunities to deviate from this fairly narrow emotional range,
and playtime is long enough to be immersive. Although we might expect
emotions to change if a player repeats a scene, repeated scenes provided an
opportunity for multiple measurements of the same event.

Participants played through the introduction of the game, which took
about 40 minutes, while wearing an EEG headset. A screen recording cap-
tured the gameplay, a camera captured their facial expressions, and the
keyboard was outfitted with a force-sensitive resistor to capture keypress
pressure information as well as keystroke timing. After a short break, par-
ticipants reviewed the game footage with an interviewer. They were asked
to characterize their experience in terms of a scale from stressed to relaxed.
Particular points in the game were chosen to indicate the extrema of the
scale, and then they were asked to characterize points in between with spe-
cific examples from their gameplay. Then, after annotating the footage with
these characterized labels and ratings, they would review the footage once
more, using a joystick to continuously label the timeline from stressed to
relaxed.

Here is an itemized breakdown of the previous paragraph: (1) Game-
play is labeled with timestamps and qualitative explanations of emotional
moments (2) These moments are used as concrete examples that make an
emotion scale meaningful (3) The now-meaningful emotion scale is then used
to label the entirety of the timeline

“Choose or Fuse” describes the above labelling process in detail. Data
is available at https://www.cs.ubc.ca/labs/spin/FEEL dataset. “FEELing
(key)Pressed” reports on the initial results of the study. The practical up-
shot is that the pressure sensor data from keystrokes performed better than
brain activity for predicting the emotion curve that was constructed by the
labelling process above. Brain data was supposed to be the gold standard
because that must be where the emotions “really exist.” Yet, brain data
underperformed. Why might that be?

My suggestion is that imagining emotional experiences as a signal pro-
cessing paradigm is a fundamental misunderstanding of emotions. Let’s
break down the underlying assumptions.

Is emotion a signal? Clearly signals are involved in emotions. Electro-
chemical action potentials travel along neuronal chains which encode infor-
mation from physical events. The signals are processed and distributed by
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different neuron clusters in the spine and brain. There must be signals for
there to be emotions. But the phenomenon that we call an emotion is not
a single, independent “event.” Even physical “events” are not processed
independently in a complex system such as the body.

The brain is more like a distributed system than it is a single processor.
An “experience” can be reasonably said to be an emergent property of neu-
ron activation across different subsystems. In fact, it is not very clear that
there is an “experience” part of the brain, as much a synchronization of dis-
tributed brain activations that happen to produce a subjective experience
like attention (Ward [2016], Ward et al. [2006]).

For example, the James-Lange theory of emotion states that our emo-
tions “are” only our cognitive reflections of body states (Lang [1994]). That
is, what we experience as anger is simply the sensory feedback from tensed
muscles, blood rushing to our face, sweat glands opening, etc.

Let’s say that this is true: as physical phenomena, these are all mea-
surable signals, in principle. Even so, the timescale of measurement would
be non-uniform. Sweat glands have higher latency than muscle contractions
(we’ll be sweating long after our muscles stop tensing) (Lockhart [1972]). A
single multi-variate slice of measurement of facial blood flow, muscle acti-
vation, and sweat presence gives us a body “state.” Two or more slices can
give us a trajectory vector for each signal (rate of change).

However, there is still a disconnect from our neuron activation as well as
our subjective experience. Inattentively, certainly all of the information that
we could externally observe would correspond to some portion of the nervous
system in a state of activation. Subjectively, we very likely would not be
able to attend to all of these signals simultaneously, or, even individually
without fundamentally changing the subjective experience6.

Another emotion theory, appraisal theory, reverses the causal lens, in-
stead saying that it is our cognitive appraisal of perceptual events that pro-
duces the tensed muscles, activated sweat glands, and flushed face (Ellsworth
[2013]). In that case, we would expect the brain activity to happen before
the measured body responses.

The reality of the experience is that both directions of causality are
continuously happening at many levels at the same time. The analytical
mistake is in decomposing a fundamentally parallel systemic experience.

6Doesburg et al. document the subjective experience of visual attention as “flipping”
between perceptual experiences if a research participant is given a different picture for
each eye. That is, a participant will report seeing a butterfly, then a leaf, then a butterfly,
repeatedly, back and forth. One could imagine that it would be a blurry “mix”, but that
is not what participants reported. (Doesburg et al. [2009])
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The sum is greater than the parts.
The body and brain are a continuously acting system embedded within

a local environment. The continual sense perception of the environment
is always inflecting the signals themselves. One does not stop existing in-
between stimuli; and, for a conscious cognitive system, to exist is to evolve.

For our collected EEG data, then we would have to ask: what exactly
are we studying? Considering the fact that EEG data is only able to capture
brain wave activity, rather than neuronal activation, and mostly at the level
of the cortex (the layer of the brain closest to the skull), if we were to be
collecting anything sensible, it would be the cognitive responses to prior
stimuli. However, most of our emotion processing can be thought of as
pre-cognitive (i.e., deep limbic brain activation), especially as it relates to
other external responses such as muscle tension, blood flow, and sweating.
Without an extremely high-fidelity functional map of the brain (which does
not exist) and deep-brain data activation information (which EEG does not
collect), it would be foolhardy to expect any kind of correlation between
emotion data and brain data.

In fact, the EEG study illustrates the limitations of the approach of
“throwing data at the problem.” The fact that force pressure data collected
on force-senstive resistors (FSRs) on the keyboard is a better predictor of
emotion than brain data is likely because the pressure data is an externalized
expression, much closer to something we might expect someone to attend to.
The most advanced functional brain studies rely on extremely short (1-10ms)
perceptual stimulation tasks and are only now mapping small portions of
functional networks involved in perception. Trying to relate emotion data to
EEG signals is like trying to map whale migrations with satellite imagery.
You might see a whale here and there, but most of the stuff is going on
under the surface.

Realizing the limitations of our most advanced sensing technologies is
important. The next paper I present here outlines limitations and expands
on the critiques from this introduction. The paper that follows was written
with the recent EEG study in mind. Why did FSRs outperform EEG? My
position is that we did not truly understand what we were trying to measure.
This paper attempts to refine our idea of what we were trying to measure
and why. The paper as presented is the full unaltered text from the journal
article entitled “Affective robots need therapy.”
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4.1 Introduction

When a dog wags its tail, is it nervous or happy? The answer is likely either
or both depending on the context. Did the dog’s owner just come home?
Is the dog’s owner looking upset because they noticed a broken lamp in the
living room? Does the dog usually get a treat when the owner comes home?
Did the dog have a good day or a bad day? Let’s say we wanted to build a dog
happiness detection system into a robot. It would be difficult to ascertain
ground truth, because dogs can’t tell us how they feel. At best, we could
ask people who know the dog pretty well to interpret the dog’s behaviour
and provide labels for a classifier. But, realistically, we would be better off
building a dog-tail-wagging detection system because it would be grounded
in observable quantities and just leave out the question of happiness.

Because humans have the ability to introspect, rationalize, represent and
report on our subjective experiences, we believe that we can draw strong con-
nections between observable things like facial expressions and unobservable
things like the subjective experience of feeling an emotion. However, research
has shown that observable phenomena such as emotional gestures, physio-
logical signals, and even brain activations are not consistent between people
who report having the same labeled emotion (Clore and Ortony [2013]).
This has led emotion researchers to theorize that emotions are better un-
derstood as psychologically and socially constructed individual experiences,
rather than universal, categorical experiences (Barrett and Russell [2014a]).
Building a human happiness detection system may be more like building
a dog happiness detection system than we would like to admit: it may be
possible to determine whether a facial expression is a smile, but determining
how the person behind the smile feels requires a level of interpretation that
is not appropriate for a classifier.

If emotions are constructed, then we can think of an emotional experience
not as caused by any singular portion of a robot’s body or behaviour, but
as emerging from the interaction as a whole, contingent on an interactor’s
narrative framing (Bucci et al. [2019, 2018], Marino et al. [2017]). Instead,
the emotional meaning of specific behaviours is continually grounded (Jung
[2017], Leahu and Sengers [2014]) through ongoing behaviours during the
interaction. Recognizing that robots need to be programmed with struc-
tured, determinable data, we believe that the answer is not simply to give
up on quantitative methods, but instead to embed them in constructivist
philosophical approaches and methodologies. If you are studying objective
phenomena, use objective methods. If you are studying subjective phenom-
ena, use subjective methods. If you are studying both, use mixed methods.
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Objective approaches are useful for studying phenomena that are objective,
determinable, repeatable, and somewhat culturally-independent. But much
of the emotional phenomena we wish to study within the field of affective
robotics are not objective, and subjective approaches are more appropriate
when interpretation is fundamental to the phenomena at hand.

We propose that affective robotics researchers incorporate methodologies
from therapeutic fields into their scientific approach. Practitioners in these
fields have years of experience in dealing with the concrete realities of the
relative and interpretive nature of emotions, and yet still undertake quan-
titative measurement as a matter of course. Specifically, in this chapter we
look at manualized therapeutic approaches (i.e., CBT and DBT), along with
somatic, narrative and trauma-informed approaches (Bath [2008]). Thera-
peutic methods can offer a theoretical approach to studying emotions that
is distinct from current popular qualitative methods. This therapeutically-
inspired approach would be particularly effective in the domain that affective
roboticists care to research: real life experiences of emotion (Risjord [2011]).

In this chapter, we outline our understanding of how embodied affective
robotics could benefit from the lessons of therapeutic practices in physical
and mental healthcare. To support our proposal that we can learn from
therapeutic care to make better robot bodies and behaviours, we outline a
framework that relates different types of emotional phenomena to theoretical
bases in psychology and social sciences. Rather than taking an approach that
purports to have a single theoretical framework for emotional understand-
ing, we articulate the different ontological assumptions of affective robotics
and critique them by presenting practices and assumptions from pain man-
agement science and psychotherapy. To assuage concerns having to do with
theory of science questions (e.g., “how do we know what we know?” or “how
do we prove something works?”), we draw analogies between these practi-
cal therapeutic fields and the scientific questions we approach in affective
robotics.

We present concrete examples of how to incorporate therapeutic ethics
and methods into study design, as well as the theoretical motivation for
expanded HRI methodologies. We contribute:

1. a synthesis of the theoretical and pragmatic basis of therapeutic care
methods and their meaning for affective robotics

2. an account of the constructed nature of emotions in HRI and errors
that can result from not accounting for emotions-as-constructed in
study design
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3. resolutions to the above and accompanying methodological recommen-
dations based in examples from therapeutic methods

4.2 Why emotions as constructed matters to
HRI researchers

What does it mean when we say that emotions are constructed? There
are two related but distinct senses in which we mean that emotions are con-
structed: psychologically and socially constructed (Barrett [2017]). Psychologically-
constructed refers to the phenomenon of our emotional experiences being
“trained” into our brain over a lifetime, and activated in-the-moment as
a series of interconnected networks of neurons. Socially-constructed refers
to the phenomenon that our emotional experiences are created (historically
and in-the-moment) while interacting with other humans and the world.
Contrast this to the concept that emotions are available to us a priori, i.e.,
that all humans experience anger in exactly the same way. Understanding
emotions as constructed means that each person will have very different
memories, sensations, and in-the-moment experiences encapsulated in the
same emotion word such as “anger.” Different personal experiences mean
different brain structures: there would be biophysical differences as your
brain is being constructed (trained) through many social interactions, which
we can refer to as a “cultural embedding.”

Intuitively, we can use an analogy of sports to understand why biophysics
can be both culturally-embedded and highly-personalized: a weight-lifter
will have a different body structure depending on their culture and personal
preferences. Their body will depend on the people/places they interact with,
e.g., their personal trainer will prefer certain exercises, the gym will have
only certain equipment, their nutritionist will suggest specific supplements.
Similarly, the weight-lifter’s friends might value certain body shapes which
will influence the weight-lifter’s values about what to practice. And, on any
specific day, the weight-lifter’s immediate biophysical structure is contingent
on other cultural and personal preference factors such as their breakfast,
whether they stayed up late streaming T.V. shows, and so forth.

The experience of an emotion is only available to the subjectivity of the
person experiencing it. Yet, in HRI, we rely on objective methods of mea-
surement (e.g., sensors) and statistical methods (e.g., surveys) that treat
emotions like they are universally experienced. Constructed emotions is a
different understanding of the nature of emotions than is common in HRI.
To study emotions from this ontological perspective requires a different epis-
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temology. An epistemic claim is one about the way in which we come to
know something, i.e., how we can study and produce knowledge about a phe-
nomenon. In the next subsection, we articulate three epistemic approaches
and their relevance for HRI.

4.2.1 Epistemology of Modern Science and Errors in HRI

The scientific method is generally thought of as positing hypotheses that
are tested in experimental environments where variations between trials can
be causally attributed to controlled variables. Modern methodologies, espe-
cially when pertaining to social and psychological phenomena, acknowledge
the likelihood of experimenter bias and try to account for this with statis-
tical tests, blind coding, etc. This statistical approach to scientific causal
claims is (somewhat confusingly) referred to as post-positivism, meaning
that we expect a scientist to posit logical claims but to also to demonstrate
the statistical bounds of their claims (in contrast to mathematicians who
can simply posit claims and need no experimental demonstration) (Yilmaz
[2013]).

Put simply, modern scientists agree that there is a real, physical world
that we are testing, but that the best we can do to understand the world
is make probabilistic causal claims within a determined confidence interval,
and attempt to manage bias through careful experimental design.

By contrast, the kinds of phenomena that HRI researchers are interested
in studying are often difficult to fit into an experimental design. This is be-
cause we often study robots that interact with participants. In this context,
the robot is presented as a social actor. Although there are appropriate
places to use an experimental methodology in HRI research, we claim that
study designs of in-situ emotions require constructivist epistemologies.

Constructivism honours the fact that the human experience of reality
is a subjective experience that is influenced by culture and prior experi-
ence as well as physical reality. Constructivist epistemologies imply research
methodologies which can help avoid errors made by assuming that everyone’s
experience of reality is described in the same way. Below, we describe four
such errors that we believe to be important for HRI to consider: categorical,
methodological, instrumental, and social complexity.

We use a running example of studying “trust” via galvanic skin re-
sponse (GSR) and provide four errors that are introduced into experimental
methodology by avoiding the constructed nature of emotions (the authors
themselves have made these errors numerous times). We use this example
as a stand-in for HRI studies that take an emotional phenomenon (trust,
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love, etc.) and purport to provide a causal link between that phenomenon
and a signal (GSR, heart rate variability, robot pose, etc.).

1. Categorical error. Trust is better understood as an emotional con-
struct or concept that includes a variety of contingent emotions rather than
an emotion itself (Holth [2001], Simpson [2007]). By studying trust with-
out making this distinction, the researcher makes a categorical error. The
reason behind the categorical error is that trust emerges from cross-cutting
ontological7 and epistemic domains. That is, trust exists as a combination of
somatic, behavioural, and cognitive aspects that are embedded in a cultural
frame. In other words, our in-the-moment body feelings and senses, action
and thoughts are constructed from a lifetime of experiences with other peo-
ple. As a result, measuring trust is like measuring weight lifting — you can
quantify aspects of weight lifting, but it makes little sense to ask people to
rate ‘weight lifting’ on a scale of 1 to 5. A better design would ask partic-
ipants to inspect the constituent emotions behind trust. One approach to
resolving categorical errors is to ground (Jung [2017]) experimental terminol-
ogy to ensure common understanding between researchers and participants.

2. Methodological error (Schwarz [2009]). Trust is experienced in
highly-individualized ways that are hard to attend to and communicate,
i.e., the subjective experience of trust-related emotions will include different
bodily sensations, memories, and beliefs in different people. Participants are
generally not trained in the introspective methods required to notice these
different phenomena. Introspective methods take years of training to master;
initial subjective reports have been shown to be elevated (Shrout et al.
[2018]), which indicates that the measurement process itself can influence
measurement values.

Expecting participants in a study to introspect on their emotions without
training will introduce uncontrolled and hidden variability. One way to
account for this methodological error is including training into the study
design. A sufficiently high sample size can also give insights to population-
level trends, but also obscure individual experience.

3. Instrumental error. Trust is communicated via gestures and words
with meanings that require grounding, i.e., the meaning of a “smile” or
emotion words like “happy” can be ambiguous between interlocutors un-
less common ground is established through interaction (Jung [2017], Nevill
and Lane [2007]). If the researcher does not establish common ground by
asking what a participant means when they talk about “trust,” the study
instrument may not be measuring what the researcher expects.

7An ontological claim is one about the nature or existence of something.
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4. Social complexity error. An experience of trust is a dynamic,
chaotic and complex phenomenon that (a) relies on affective changes moment-
to-moment; (b) is highly-sensitive to conditions; (c) occurs via many inter-
connected internal brain-body systems; and (d) depends on in-the-moment
social processes as well as long-term social processes. Many of these are
only understandable through interpretive and inferential social scientific pro-
cesses. If we understand the human cognitive experience to be formally
complex, then we may be dealing with an intractable set of hidden variables
which require more rigour within qualitative analyses (Byrne and Callaghan
[2013]).

We understand that it may seem like we are asking scientists to relax
experimental standards if we suggest using interpretive methods, but, in
fact, we believe it is the opposite. A solid theoretical understanding of
emotions-as-constructed entails more scientific rigour, yet with the difficult
task of incorporating subjective methodologies.

4.3 Understanding the Constructed Nature of
Emotions

If we accept that emotions are constructed, we must also accept that the
phenomena we are interested in when we study the subjective experience of
robot bodies and behaviours are so highly context-sensitive that it requires
approaching with relative, interpretive methodologies. Constructivist epis-
temologies and methodologies provide a basis of understanding what science
and knowledge-production means for subjective phenomena (Raskin [2002]),
but we argue that the best source of theoretical and practical guidance are
expert practitioners in trauma-informed care fields who deal with the on-the-
ground difficulty of applying introspective methods daily. In this section,
we (1) discuss the biophysical motivation for understanding emotions to be
constructed; (2) present a worked example of constructed emotions; and (3)
present evidence from emotions researchers that have led to a constructivist
movement in psychology.

4.3.1 Emotions happen all over the brain and body

We believe that having a good understanding how emotion happens in the
brain and body can give a working mental model of the different kinds of
emotional phenomena we attempt to study when designing robot bodies
and behaviours. In particular, we believe it gives us a good understanding
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Figure 4.1: A spectrum of locations in the body where emotion may be said
to occur. Rather than imagining the brain as a singular processing unit
with top-down control, it is useful to think of different systems of the body
acting at different timescales and with feedback into each other (Parent
and Hazrati [1995]). An emotional event will be “experienced” by different
parts of the brain differently, each of which is structured and “trained”
differently (Sapolsky [2003]).

of why emotion experiences may be different between different people—an
increasingly common viewpoint amongst emotion theorists. In fact, Ortony
and Clore (of the OCC cognitive appraisal theory of emotion) present a
summary of evidence against conceiving of emotions as universal experi-
ences (Clore and Ortony [2013]):

Should one assume then that specific emotions do not exist? No,
but perhaps some long-standing assumptions about them should
be reexamined...emotions are not marked by distinctive behaviors
or even by reliable patterns of feeling (Barrett, 2006)... Many
assumed that affective neuroscience would rescue the study of
emotion from this untidiness. However, a recent meta-analysis of
imaging results concludes that the evidence that specific emotions
have specific locations in the brain is not strong (Lindquist et al.,
2012).

In Figure 4.1, we illustrate a working map between emotional phenom-
ena and the places in the body that they can be said to “happen.” The
emotional phenomena that we imagine as singular experiences have a bi-
ological basis in different parts of the body and brain. For example, let’s
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examine the emotion of fear. Is fear located anywhere in the brain? In
pop culture, people discuss having a “fear center” of the brain. Typically
this is rooted in a brain structure called the amygdala (Isaacson [2013]). It
is called a “fear center” because it is activated when a fast-acting part of
the brain called the thalamus detects sensory stimuli that have been associ-
ated with harm or past fear experiences; then it further activates or inhibits
other parts of the brain (Davis [1992], Babaev et al. [2018]). But would it
be correct to reduce fear to a single region of the brain? The so-called “fear
center” amygdala itself is not actually specific to fear, as it is also involved
in processing other emotions, as well as memory (Gainotti [2000]). When
the amygdala is disordered or disabled, it doesn’t always result in a deficit
in fear (Adolphs et al. [1999]). In fact, there is no one brain region you can
disable to cause a specific deficit in a single emotion (Barrett [2012]). Cog-
nition also plays a role in our perception of fear—yet cognition is correlated
with a vastly different distributed network of cortical brain regions (Kolb
and Taylor [2013]). There is much research on “emotion circuits” or brain
networks that give rise to fear (Gainotti [2000], Marek et al. [2013], LeDoux
[2000]). But is this sufficient to explain fear? Such an explanation disre-
gards any events related to fear that do not occur in the brain proper, such
as increased heart rate, reflexes to sensory events, as well as cultural and
sociological context. An adequate explanation of an emotion must examine
how it arises in the brain, body, and environment. Let us now change our
focus from the brain, to the body.

At some level, it is convenient to think of emotions as signals. Nerve
signals are responsible for transmitting sensory information to the brain,
for controlling muscles and other body parts, and, as far as we know, in
some way actually comprise the conscious experience. If we trace a sensa-
tion starting from an external event (such as a sharp object activating a
pain receptor), the signal would pass along nerve fibres to ganglion cells, to
the spine, medulla, midbrain, thalamus, and then finally to the amygdala
and somatosensory cortex. At each integration juncture, the signal may
proliferate other signals; e.g., by instigating a reflex. However, the con-
scious experience of the signal would not be possible until the signal has
been processed and distributed to the neocortex and amygdala through the
thalamus. This means that bodily reactions are already occurring before
we are fully conscious of sensation, and, further, that multiple parts of the
brain will be processing the signals at different times. Much of what we
think of as observable emotional signal are autonomic responses, such as
increased galvanic skin response, heart or breathing rate. Even if we have
some indirect voluntary control over these autonomic responses, the instan-
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Figure 4.2: Emotion can be psychologically and socially constructed. We
integrate past experience, narratives, social relations, and distributed brain
networks in understanding our bodily sensations.

taneous reaction is not directly available to our conscious experience, rather,
the post-hoc sensation of the autonomic response is available. That is to
say, we cannot consciously choose to sweat, but we can notice that we have
started to sweat after it begins.

Physiological theories of emotion state that our subjective experience of
emotion is, at least in some part, either caused by or is exactly the sensation
of our bodily reactions to external stimuli. For example, James-Lange the-
ory (Cannon [1987]) would state that “feeling angry” is the sum total of feel-
ing your muscles tense and your heart rate increase; two-factor theory would
state that the emotional experience is simultaneously partially physiological
and partially cognitive. Cognitive appraisal theories state that the cognitive
interpretation of an event stimulates the physiological response (Moors et al.
[2013]). By contrast, to understand emotions as constructed, it is useful to
think of the different parts of the brain and body continually reacting to,
being trained on, and processing different data. Psychological construction
refers to the interplay between these processes as well as the meaningful
portions of the outside world.

4.3.2 Example of Emotions as Socially and Psychologically
Constructed

As an example for the social and psychological construction of emotions,
we extend an example from Barrett’s paper on constructed emotions (see
Figure 4.2 for accompanying drawing).
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Imagine that three people encounter a robot snake. Each will have a
different lifetime of experience with robots and snakes, and may have dif-
ferent immediate pre-cognitive reactions. One who was bit by a snake may
be more fearful; another who had a pet snake may be more excited. As
their brains process the sensory information, they may have cognitions re-
lated to the robot snake which attenuate their immediate reactions. An
engineer may recognize the robot as essentially non-lethal and feel calm. A
science fiction fan may recognize the robot as something dangerous and feel
more fear. These would be examples of immediate individual psychological
constructions which have bases in longer-term cultural experiences (social
construction). There will be immediate social construction aspects to the
encounter as well: they will be continually updating their emotions based
on each other’s reactions, which may also be inflected by their social status.
If the leader of the group is fearful, others may be more worried based on
that fear.

If we were to instrument the people with sensors and inspect the data, it
is conceivable to observe broadly similar physiological responses from every-
one despite their differing emotions: both fear and excitement is correlated
with increased heart rate, breathing rate, and GSR. With a granular analy-
sis, we may be able to post-hoc reconstruct specific moments of immediate
fear, but it is likely that they coincide as much with changes in physical
conditions as cognitive rationalizations. The in-the-moment experiences of
emotion were affected by past experience and by the shared social experience
of observing each other’s emotional responses (or lack thereof). Further, all
participants in the event later may note that the memory of the experience
began to take on more specific meanings as it was recalled and discussed.
It would be valid to say that the emotional experience, as filtered through
their individual subjectivities, both had in-the-moment differences and post-
hoc differences as we were able to rationalize and share the narrative of the
emotional experience.

4.3.3 Evidence for emotions as socially and psychologically
constructed

An implication of emotions as socially and psychologically constructed is
that each individual’s experience of emotional phenomena is highly-dependent
on their own specific subjectivity, which is itself highly-dependent on their
interactions with other people both in-the-moment and over a lifetime. Our
subjectivity is (physically) constructed in the brain from a lifetime of expe-
riences where we associate phenomena in the world (such as objects, envi-
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ronments or other people’s behaviours) with perceptions of the world and
sensations in our body. To use a neuroscience-to-computer science analogy,
we can think of construction as being both topological changes in brain
networks as well as patterns of activation across brain networks (that also
happen to reconfigure the network).

This viewpoint has wide support within psychological emotion research.
Ortony and Clore make the argument for psychological construction based
on an evidence-based behavioural and neurological account of the context-
sensitivity of emotions (Clore and Ortony [2013]). Their explanation is that
if we understand emotions to be emergent properties of the brain and body
as a system, then the context is so highly specific that it is not meaningful
to even speak of having consistent experiences for what are labeled as the
same emotions. Different structural configurations within the brain between
people and the resulting differing cognitive appraisals inflect the experience
of emotions.

Similarly, Russell (of dimensional core affect theory (Russell et al. [1989]))
has made an argument for the psychological construction of emotions. Al-
though dimensional theories are often operationalized as if affect is some-
thing we can easily introspect and determine (Watson et al. [1988b], Bradley
and Lang [1994]), a close reading of Russell’s theory posits the affective
dimensions of activation and valence to be more like the abstract dimen-
sions of a factor analysis than something we experience consciously (Russell
[2003]). A quote from Russell’s editorial entitled “The greater construction-
ist project for emotion” lays bare the level of specificity he believes emotions
to have (Russell [2015]):

The concepts of emotion, fear, anger, disgust, and so on are
folk concepts that predate psychology. The set of events called
emotions, or all those called fear or anger or some other type of
emotion, are heterogeneous...

If we take this seriously, labelling emotional experiences with a singular
word or point on a scale hides the unique and multifaceted experiential and
physiological phenomena occurring during an emotion. This is not to say
that we should not try to understand emotions and engage in scientific prac-
tices of labelling, categorization and structural modelling, but rather that we
should approach emotions as socially and psychologically constructed and
therefore fundamentally interpretive phenomena. That is, our conscious
communication of emotion-related phenomena is necessarily dependent on
interpretation and representation, based on incomplete introspection.
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As an example of the social and psychological construction of emotions,
let us first consider the phenomena of misattribution of arousal, where a
single physiological state (e.g., a heart beating quickly) could be associated
with wildly different emotions (e.g., fear, or excitedness) (Cotton [1981]).
Schachter and Singer’s classic 1962 study demonstrated this by injecting par-
ticipants with epinephrine (adrenaline) or a placebo (Schachter and Singer
[1962]). Of the participants who were given epinephrine, a third were in-
formed of its effects, a third were misinformed, and a third were kept igno-
rant. They then placed participants in the presence of a happy or angry con-
federate. They discovered that participants who did not have an adequate
explanation of their physiological arousal took on the emotions of their con-
federate. In this scenario, all participants shared similar physiological states,
but their interpretation of those states, and resulting constructed emotions
differed. Indeed, it is not just social context that can influence emotion, but
also past experience (Barrett [2017]). In this regard, we can consider social
context, cognition, and physiological responses all contributing to emotional
experience.

4.4 Therapeutic Approaches and How they
Apply to HRI

Different therapeutic approaches target different aspects of the human ex-
perience. In this section, we outline broad therapeutic approaches that we
believe HRI researchers can learn from. We do not name every type of ther-
apy even if there may be lessons to be learned for HRI researchers. For
example, we do not analyze art and music therapies here. Even though
they may teach HRI researchers a lot about emotion expression and the hu-
man condition, the way in which to translate their approaches into scientific
methodologies is less obvious to us. Further, since therapists are focused
on providing effective care, these practices are often mixed and have varied
theoretical background. We focus on what HRI researchers can use directly.

4.4.1 Manualized therapies

Cognitive-behavioural therapy (CBT) is one of the most widespread ther-
apeutic frameworks (Milne and Reiser [2017]). Emotional interventions
are three constituent parts: behaviours, cognitions, and emotions (see Fig-
ure 4.3). For example, if a patient believes they are a “bad person,” they
may engage in behaviours that a “bad person” would do; then might feel
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Figure 4.3: The CBT model (left) relates thoughts, feelings, and behaviours.
The therapeutic concept is that you can intervene on any aspect of the cycle
to change your emotions. The point of learning for HRI researchers is that
therapists have developed a model such as this because it reflects a common
and effective way for people to analyze and communicate about emotions.
This is in contrast, e.g., to the self-assessment manikin (right) which only
inspects an abstracted aspect of “feeling.”

guilty; further reinforcing their original belief. CBT aims to intervene on
this cycle by asking patients to identify: (1) their adverse beliefs (often by
writing them down) then rehearsing a countervailing belief; (2) unwanted
behaviours and rehearse alternative behaviours; and (3) unwanted emotions
and rehearse alternative emotions. CBT has been effective at treating a wide
variety of mental health difficulties and is heavily manualized, that is, CBT
relies on manuals, workbooks and handouts (see Figure 4.6 for a DBT man-
ual excerpt) to deliver both psychoeducational content and to help patients
to practice CBT skills.

Dialectical-Behavioural Therapy (DBT) draws heavily from CBT (Line-
han [2014]), however, it is a holistic intensive training program that is de-
livered in a simultaneous group and individual format over the course of six
months to a year. DBT features four modules: distress tolerance, emotion
regulation, interpersonal effectiveness, and mindfulness. It is also manual-
ized: group and individual coaches teach thirty-six skills that patients track
their progress in over the course of the therapy. DBT skills are also often
taught outside of the core training program through individual therapists,
workbooks, and apps. DBT was originally developed to treat borderline
personality disorder, however, has since been used to treat emotional dys-
regulation corresponding to many diagnoses including PTSD, depression,
and anxiety.
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HRI takeaways. Manualized therapies provide ready-made emotion mea-
surement tools that HRI researchers can adopt. They also have extensive
accompanying training material.

We mention CBT and DBT as they are common approaches, however
many therapies have been manualized. Importantly, these have been devel-
oped and verified through practice and therefore both implicitly and explic-
itly include methods for grounding the meaning of the materials. For exam-
ple, the DBT emotion worksheets help a patient to label their emotions by
providing examples of possible somatic experiences, beliefs, behaviours, and
contexts for an emotion. They do not expect a patient to understand the
worksheets immediately: the patient works with the group and the coaches
over many weeks and months to develop a subtle understanding of each
emotion (see Figure 4.6).

Perhaps unsurprisingly, CBT and DBT take a mostly cognitivist ap-
proach to emotions, i.e., expecting that humans experience categorical emo-
tions, training people in differentiating emotions, and emphasizing the im-
portance of intervening on cognitive beliefs. DBT more explicitly grounds
emotion in the body through training in mindfulness that includes bodily
awareness.

4.4.2 Somatic therapies

Somatic therapies are mostly focused on the bodily (somatic) feeling and
expression of emotions (Barratt [2010], Van der Kolk [1994, 2015]). They
aim to develop a patient’s conscious awareness of the somatic experience
of an emotion and to develop body-based emotional interventions. Somatic
therapies are guided by an ontological principle of embodied emotion; in
contrast to other therapies which focus on narrative and/or cognition, a
somatic approach focuses on the physical extent of emotional trauma as it is
encoded in the body/nervous system(s). Emotional experience is expressed
via inarticulable modalities such as physical movement and touch. These are
augmented by associating localized body sensations with sensory metaphors
(such as “hot,” “red,” or “sharp” for sense of emotional pain).

HRI takeaways. The key insight for HRI researchers is how somatic
therapies focus on body movement, localization and metaphor to describe
emotion experiences.

Rather than assuming that an emotion is easy to identify and label, the
fundamental assumption of somatic therapy is that many different metaphors
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and associations are needed to explicate an emotional experience. Further,
there is a strong conceptual link to HRI: it is common for HRI researchers to
be interested in gestures, touch, and personal space; or to instrument partici-
pant’s bodies with sensors. The somatic assumption that emotion is encoded
in, produced by, and expressed through the body is entirely compatible with
physically-grounded HRI studies. HRI could benefit from techniques to gain
shared understanding of emotions (epistemology) of somatic therapy.

4.4.3 Narrative therapies

When people think of therapy, they often think of talk therapy as Freudian
psychoanalysis. Although the field has developed in the almost-century
since Freud, talk therapies are still the basis of many other approaches;
practitioners will often incorporate many other approaches (e.g., somatic,
DBT) into their talk therapy sessions.

Narrative approaches focus on the cognitive and memory aspect of emo-
tions (Madigan [2011]). Ontologically, they are very cognizant of a per-
son’s emotions and behaviours being the product of years of experience, and
often seek to locate the narrative origin of current emotional difficulties.
Epistemically, they use the method of storytelling to develop a patient’s
self-understanding. Some are quite explicit in their storytelling methods.
For example, family constellation therapy asks a group of people to literally
act as characters of a target patient’s family so that they may theatrically
perform healing moments. Sandbox therapy asks a patient to associate
memories, emotions, and self-conceptions with arrangements of toys in a
sandbox (and is often used to help children express trauma). Therapists are
very involved in the narrative development and act as a guide or interpreter
for the patient’s narrative experience.

Narrative therapies that take a post-modern approach seek to analyze
a patient’s experience in terms of cultural narratives. For example, fem-
inist narrative therapy will work to develop a patient’s understanding of
their identity in relation to cultural scripts and meta-narratives, then try to
“rewrite the script” for the patient.

HRI takeaways. Narrative can determine how a participant receives,
conceptualizes and reports on an emotional experience. Narrative therapies
provide techniques for managing and grounding these narratives and could
be used by HRI researchers.

Particularly for studies in which a robot is presented as a social actor, the
narrative that the participant develops about the robot can entirely deter-
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mine their emotional perception of the robot. This is evident in a number of
HRI studies (Jung and Hinds [2018], Marino et al. [2017], Bucci et al. [2018],
Ling and Bjorling [2020]) that have studied narrative’s impact on emotional
ratings of robots. Even if HRI researchers would prefer to ignore the inter-
pretive elements of narrative interaction, it is obvious that participants will
engage in narrative interpretation whether or not the researchers would like
them to.

4.4.4 Trauma-informed approaches

“Trauma-informed care” is used by different communities to mean different
things. As a result, it can be confusing to understand what it refers to. For
the purposes of this chapter, we take trauma-informed approaches to care
to mean an ethical stance that prioritizes the agency of the patient above all
else, and the resulting ethic of care which prioritizes careful consideration of
what might be emotionally-triggering for patients to experience (Raja et al.
[2015]).

A trauma-informed approach can be used in any care-providing ser-
vice, from healthcare, to psychotherapy, to immigration support services
and more. The guiding principle for trauma-informed care is that the per-
son who receives the care (patient/client) should be in total control of the
care that they receive. The insight is that people who have suffered trau-
matic experiences, whether physical or emotional, have lost a sense of agency
over their lives that needs to be preserved/redeveloped. As such, trauma-
informed care is more of a statement about a power relation between the
care providers and the patient/client: the institutional positionality funda-
mentally puts them in a position of power over their client, and they need
to actively work to subvert that power relation by handing control over to
the client.

For example, in an emergency ward, a doctor is institutionally empow-
ered to decide the kind of treatment that a patient will receive. Even the
most ethical doctor cannot change this institutional power: it is not a moral
statement, but just a fact of the structure of the hospital that the doctor
controls the patient’s care. This is because the patient: (a) does not know
about all the types of care that are possible; (b) does not have the same in-
stitutional access to their own data as their doctor (e.g., a patient must file
a request to get their own medical records); and (c) is unable to requisition
their own medical procedures (the patient cannot get an x-ray without the
Dr. making the request).

A critical look at the institutional relations of the hospital would point

73



4.5. Accounting for Subjectivity in HRI Study Designs

out that people who have particular identities are often denied the kind of
care that they need as a result of these kinds of power imbalances. For
example, endometriosis is often not correctly diagnosed as a result of doc-
tors who do not take women’s expressions of menstruation pain to be se-
rious enough to warrant medical examination; simultaneously, women are
typically trained to express pain in different ways due to cultural narratives
about menstruation (Samulowitz et al. [2018]). A trauma-informed approach
would instead let a woman who is experiencing pain decide for herself how
serious it is and instead facilitate the kinds of care that she thinks is nec-
essary by providing medical knowledge and discussing options. Further,
the hospital would try to provide ways to intervene on yet-unknown harms
by establishing care procedures that account for possible trauma, creating
patient-led advisory boards to change hospital practices, and strengthen ac-
countability and grievance resolution processes (TICIRC [2020], Raja et al.
[2015]).

HRI takeaways. The lesson for HRI researchers from trauma-informed
care is to acknowledge the structural power that they have over partici-
pants.

This is not to say that HRI researchers are necessarily in the same po-
sition as doctors in terms of being able to deny care. Researchers have
structural power because they provide the study materials and environ-
ments which fully determine a participant’s experience in-the-moment dur-
ing a study and afterwards in terms of analysis and reporting. We suggest
that HRI researchers attempt to prioritize the participant’s agency during
a study, including designing ways for a participant to be emotionally safe
while a study procedure is occurring, and for the participant to be able to
give feedback about study procedures.

4.5 Accounting for Subjectivity in HRI Study
Designs

In this section, we (1) conceptually address the four errors outlined in Section
2.1; and (2) provide worked examples of how we imagine HRI researchers
could work with therapists to solve those errors. We provide illustrated
examples to explain our position in the text, and have included worksheets
in Figure 4.6.
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4.5.1 Addressing (1) categorical errors.

The source of categorical errors lies in a mismatch between the experiential
realities of emotion and the measurement, perpetuated by emotion theories
that obfuscate the constructed nature of emotions. Robots are interactive,
so our argument is simple: we should learn from the people who interact
with emotions daily to develop a theoretical approach that is appropriate for
interactive computational agents. The ontological statement that emotions
are socially and psychologically constructed means that emotional phenom-
ena are much more complex than we often account for in our study designs.
The epistemic claim is that therapists have the practical expertise in how
to draw out/capture other people’s emotions. Further, claims with regards
to a robot’s therapeutic benefit should be reviewed by a real therapist who
will have the experiential knowledge to “gut-check” claims.

Concretely, we recommend HRI researchers to avail themselves not only
of emotion theory but also common practices of therapists. We do not rec-
ommend that HRI researchers become therapists. Rather we suggest that
there is much practical knowledge that could be leveraged to clarify emo-
tional concepts and measurement in a study design. This is similar to the
common practice of hiring statisticians to assist with study design and anal-
ysis: we believe that emotion research requires specialized knowledge to
apprehend (and respect) the complexity of human emotional experiences.
Consulting with therapists (or hiring them to do data collection) can pro-
vide the critical perspective necessary to understand which category of emo-
tion phenomena we are attempting to study and whether our methods are
appropriate.

Takeaway 1: We do not recommend that HRI researchers become thera-
pists, but instead hire therapists to review methods and assumptions about
emotional phenomena. Like statisticians, they are practical experts in their
field; namely, emotion elicitation and analysis. If a study claims to have a
therapeutic benefit, the results should be verified by a therapist.

Example: Autonomic responses. Autonomic responses can be mea-
sured with electronic sensors and are often used to determine participant
emotional state. For example, researchers may want to determine partic-
ipant stress level through GSR and automatically apply stress-reduction
interventions. Often, GSR is used as a direct proxy for stress.

However, if we view stress as constructed, we would have to account for
the ongoing simultaneous but categorically different factors that comprise
the stress experience. We would want to account for and differentiate the
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?

Anxious?

Yes, anxious.

Figure 4.4: In this figure, we see the researcher (purple) and participant
(blue) engaged in a galvanic skin response (GSR) trial related to stress.
The yellow stars indicate that the participant’s many somatic experiences,
only one of which may correspond to the GSR graph. Further, without dis-
cussion, we do not know what the participant is experiencing as their stress
response, or which aspects of the stress response are being captured in the
GSR. Clarifying this would help us understand the categorical differences
between stress-as-measured vs. stress as experienced. Then, we see the re-
searcher asking the participant to represent their experience with a common
2D affect grid and using shape and colour metaphors to expand their shared
understanding. Last, we see the participant and researcher agree to call that
somatic experience “anxious” which can serve as a grounded term for the
rest of the study.

participant’s immediate evolving somatic experience from their cognitive
rationalizations, which means accepting that a participant can only com-
municate with limited available language. If we had to capture a “stress
level,” we would commit to spending time with the participant to substan-
tiate which of the categorically different parts of the stress experience we
would like them to introspect about.

Hiring a therapist to consult on study design would give the researcher
options and clarify the categorically different stress phenomena that would
be apprehended via GSR vs. via a somatic approach. Simply put, we suggest
a professional gut-check: a therapist has practical expertise to know what
category of emotion is being inspected.

This is not an entirely new suggestion. HRI researchers often work with
domain experts to differentiate scientific/engineering claims from claims
that require rigour within the humanities. For example, Park et al. em-
ployed experts in literacy to assist with their literacy robot and deployed
in schools (Park et al. [2019]); Wood et al. employed teachers who worked
with children who have autism to ground their work (Wood et al. [2019]).

Somatic examination may reveal that stress was phenomenologically dif-
ferent enough between participants to be a meaningfully different kind of
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emotional response, which researchers would want to account for in post-hoc
analysis.

Drawbacks. Besides the obvious difficulty in adopting new theory for
researchers, the main difficulty for this approach would be the implications
for study design and implementation cost. Theory drawn from somatic ther-
apy is not well-substantiated in HRI literature and common HRI-related
psychological sources. Common validated methods would have to be recon-
sidered.

4.5.2 Addressing (2) methodological errors.

In contrast to how we expect our study participants to be able to make on-
the-spot emotional assessments, therapists usually train clients over long pe-
riods of time to introspect and determine a variety of emotional phenomena.
In an interaction, there is a subjective interplay between beliefs, behaviours
and bodily sensations. Each therapy assumes that introspection requires a
therapist to train and practice with their clients to determine a variety of
emotional phenomena (see Table 4.1). This is in contrast to implicit assump-
tions in HRI studies that participants should be able to “dead-reckon” their
emotions without much training. We argue that HRI researchers should
form their methodologies with the principle that emotions are difficult to
introspect accurately.

Methodological errors occur when this principle is violated. However,
it is understandable that it would be violated because of practices within
academic psychology that reasonably try to limit the impact of researcher
bias. For example, it is common to treat participants as “blank slates” and
provide “validated” surveys and treatments as if they are neutral experi-
mental factors. For example, the Positive And Negative Affect Schedule
(PANAS) is a “validated” mapping of emotion words to affect grid quad-
rants. Or libraries that map movie clips to emotion ratings (Gabert-Quillen
et al. [2015]); the assumption being that it is a standard treatment factor
that can be applied to produce a particular emotion in a participant.

For both of these “validated” scales, the implicit assumption is: if there
are deviations in participant understandings of the mapping between words
and affect grid quadrants in your study, then they will be normally dis-
tributed and accounted for by the central limit theorem during analysis.

A constructed view of emotion would entail that we expect each partic-
ipant’s experience of an emotional phenomenon to be different. Further, we
would imagine that their reaction would be sensitive to conditions. As such,
we would not know whether these validated emotion scales and factors are,
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O/I PhenomenaExplanation Examples

O Autonomic
reactions

Bodily responses that oc-
cur pre-attentively.

Sweating, heart rate.

O/I Expressions In-the-moment actions
that can be controlled
attentively.

Facial expressions, ges-
tures, intentionally slow-
ing breath.

O/I Behaviours Longer-term actions actu-
ally undertaken by a per-
son.

Actually crying or run-
ning away from robot.

O/I Prompting
events

Rationalized causes for
emotional reactions.

Deciding that falling
down made me sad.

I Somatic
experience

Sensations felt in the
body or brain.

Muscle tension, headache,
warmth.

I Narrative
framing

Rationalization of interac-
tion in terms of roles and
scenarios.

Deciding that robot is a
“nurse.”

I Action
urges

Actions a person may
want to do.

Wanting to cry, run away
from robot.

I Inter-
pretations

Guesses at others’ feelings
or consequences.

Deciding that robot is
“happy.”

I Beliefs Generalized statements
about self or others,
could be metaphorical
“suspension of disbelief”
or “true beliefs.”

Deciding robot cannot ac-
tually feel emotion.

I After
effects

Interpretations, actions,
beliefs and somatic exps.
that occur after an event
is “over.”

Noticing a lingering ten-
sion for some time after a
robot has scared you.

Table 4.1: A list of phenomena of interest that comprise an emotional event
inspired by a framework from dialectical behavioural therapy (Dimeff and
Linehan [2001]). Objective phenomena (O) have causally observable quan-
tities that can be measured and compared using physical sensing equipment
(sensors, rulers, etc.). Interpretive phenomena (I) require some adjudica-
tion through language and introspection. Behaviours and expressions are
differentiated here by duration and level of attention, i.e., a behaviour re-
quires at least some attentive voluntary control, but expressions may or may
not require attentive control. The objects and actions within events are ob-
servable, but categorization requires some interpretation. See Appendix for
more examples.
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in fact, producing or capturing the subjective experience we expect. We
would have to rely on the quality of participant introspection to trust our
measurements.

As such, we recommend that (1) participants are trained in introspec-
tive methods; and (2) measurements are triangulated by approaching each
emotion as a combination of somatic, cognitive, and narrative aspects. A
participant should be made aware of the meaning of an emotion measure-
ment by training them in each differentiated emotion. This may be easier
than it sounds: manualized therapies provide robust frameworks for this.

Takeaway 2: We should train our participants in noticing what’s happen-
ing in their bodies. Emotions are hard to measure by cognitive introspec-
tion, which takes years of practice to develop.

Example: Emotion training for “guilt” vs. “shame.” The DBT
manual has emotion sheets that can be directly used by HRI researchers
that explain the full experience of an emotion. See Appendix for examples:
guilt and shame are chosen as illustrative examples because these are often
difficult for a person to differentiate. An HRI researcher would go through
the manual step-by-step with the participant to ground their experience.

The manual specifies prompting events, that is, which events would rea-
sonably make someone feel “guilt” or “shame.” To help differentiate, a
researcher would read through the events with the participant and then ask,
“can you think of events that are like this that made you feel guilty?” De-
pending on the participant’s response, the researcher would either confirm
or amend the participant’s response (say: “Ah, we think of that more as
shame than guilt.”). Each item of the manual would be explained in a simi-
lar way: common body experiences, beliefs, behaviours, and related emotion
words. Then each emotion word would be substantiated in terms of the par-
ticipant’s own experience—grounded—and differentiated according to the
researcher’s intended study factors.

The introspective training would provide the researcher with important
insights that they would use to ground the rest of their measurement and
discussion. Grounding in agreed upon insights resolves ambiguities that may
be present in the participant’s experience of the emotion.

Drawbacks. The above process would add time to the study and re-
quire training for the researcher. However, the stronger critique is that it
introduces researcher bias into the study. This could become problematic
in larger-N studies with many different research assistants who run partici-
pants, presenting a greater need for consistency controls. The process also
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excludes non-in-lab surveys as a possible method since it requires iterative
feedback.

4.5.3 Addressing (3) instrumental errors.

A major assumption of HRI emotion research is that emotions can be la-
belled with words and scales that meaningfully describe the subjective ex-
perience of an emotion. However, the view that emotions are constructed
would imply that we should make these words and scales meaningful to each
individual who attempts to reason with them. Effectively, we would have
to co-construct a scale with a participant by training them in our scale’s
meaning through reference to their own experience (similar to above). This
would include: (1) familiarizing the participant with our definitions of the
somatic experience of particular emotions; (2) asking for the participant to
benchmark certain words by describing their memories of a particular emo-
tion; and (3) helping the participant to identify in themselves the difference
between scale items (e.g., what’s the difference between a 2/5 level of guilt
and a 3/5 level of guilt?).

We argue that turning to somatic therapy for guidance would help here.
Somatic therapists specialize in using multiple metaphors to address the in-
the-moment experience of an emotion. A somatic therapist might ask about
metaphors such as the shape, colour, or hardness of a sensation, working
with a client to develop the client’s understanding of their own sensations.

This has precedence in pain management (Rosier et al. [2002]). Pain
is understood as a highly personal experience: someone’s previous experi-
ences of pain affect their current experience of pain, and cognitive beliefs
relating to their pain are known to impact the emotional processing of that
pain (Lamé et al. [2005]). As such, doctors will administer pain measurement
scales in a way that benchmarks the scale by asking the person to imagine
the most and least pain that they have experienced to ground the meaning
of a ‘10’ and a ‘0’ (Ong and Seymour [2004]). Studies in symptomatology
incorporate metaphors to help a patient describe the experience of their pain
(e.g., a sharp pain or a throbbing pain) which can aid in diagnosis or ther-
apeutic reconceptualization (Gallagher et al. [2013]). Studies that attempt
to aggregate pain measurements across patients have to account for this
individual variability (Manworren and Stinson [2016]). Further, it is under-
stood that the act of measuring can often heavily influence the outcome of
the scale measurement. For example, one study showed a large discrepancy
between the amount of pain patients reported on paper scales administered
by nurses in person vs. electronic scales administered remotely (Price et al.
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[2018]). The important lesson with scales for pain management is that even
if we assume some universal mechanism for sensing pain, the perceptual
aspect may be significantly different due to different past experiences that
our brain was exposed to. Further, how we express and describe pain is in-
fluenced by our beliefs, ability to remember past pain, the social dynamics
of the measurement process, and our understanding of the meaning of the
scale.

This does not mean that we cannot use scales, but that we should un-
derstand that scales that measure subjectivity are necessarily relative to
a person’s experience. Despite the variability between patients in therapy
programs, therapists often still make heavy use of scales. Similar to pain
management, these scales are understood to be relative to the patient’s own
experience.

Takeaway 3: Scales are relative to a person’s experience, but that doesn’t
make them scientifically useless. Instead, we need to benchmark them to
the participant’s own experiences.

Example. We imagine that a researcher would discuss with a partic-
ipant the methods for attending to sensations in their bodies and work to
co-develop metaphorical representations of the sensation. Say that in this
case, we were inspecting “fear.” The researcher may ask the participant
to recount a fearful event. Then, they would ask “where in the body does
the fear express itself for the participant.” The participant may answer “as
tears,” or “in my chest.” The researcher would then ask the participant to
substantiate the sensation with a metaphor, offering examples of colours (“is
the fear blue or yellow?”), shapes (“is the fear sharp or round?”), textures
(“is the fear rough or soft?”), temperatures (“is the fear hot or cold?”), etc.
Then the researcher would ask the participant to benchmark their fear re-
sponses to scale items, e.g., a 2/3 fear is ‘hot,’ but a 3/3 fear is ‘cold.’ This
provides metaphors that are more commonly used on scales and therefore
can be reasoned about between participants.

Drawbacks. For within-participant designs, using different metaphors
to substantiate the scale may make scale inconsistent with certain statistical
techniques.

For example, it is an ongoing debate within quantitative psychology as to
the validity of treating Likert scales as continuous linear variables (Pimentel
and Pimentel [2019]). We can understand why HRI researchers would pre-
fer to treat them that way, particularly for regressions. It also complicates
between-participant analysis: if one person’s baseline is different than an-
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other’s, or one person’s metaphor is different than another’s, can we validly
group them during post-hoc tests? Incorporating metaphors into analysis
could therefore decrease statistical power by virtue of having more blocks,
factors, or groups.

4.5.4 Addressing (4) Complexity errors.

We contend that due to the constructed nature of emotions, it is best to think
of that which is expressed during a study or captured during a measurement
as highly unstable. In a complex system such as an emoting human, there
are many hidden variables and/or processes that can impact any specific
expression. Above, we have addressed resolutions to measurement ambigu-
ity, starting from conceptual/categorical clarity to methodology and study
instruments. Here we address the ontological vs. epistemic concerns of what
emotions are vs. how they are expressed.

Since robots are often situated as social agents, studies need to account
for emotions being the product of a process of in-the-moment experiences.
Social science provides us with frameworks for understanding certain social
dynamics that may be at play within our studies that are difficult to expose.
This subsection offers theoretical frameworks to guide behaviour analysis
with reference to social systems.

Taking a feminist narrative therapeutic perspective would suggest look-
ing at emotional interactions from a critical narrative lens by situating the
participant and robot relative to the participant’s self-understanding and
perceived power dynamics. Dramaturgical theories of emotion align with
certain critical feminist perspectives, as emotional expressions are assumed
to be fundamentally performative. A study from this perspective would ex-
amine the conflict between a robot’s intended displayed emotion, actually-
communicated emotion, and internally-felt emotions. Behaviour from this
perspective is thought to be representational of internal states, but ab-
stracted and mediated through identity and social norms8. In the view of
dramaturgical emotion theory, what is expressed during the interaction has a
different emotional tenor than the subjective experience of each person alone.
In affective robotics terms, assigning an emotional label to the behaviours
would not give the only reading of someone’s internal emotional experience,
but instead what they felt it was appropriate to convey (Turner and Stets
[2006]). Symbolic interactionist theories centre the reinforcement of one’s

8For example, one might perform being more upset at something someone says to
them during a meeting than they may truly feel for the goal of adhering to group norms
or garnering group sympathy.
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Figure 4.5: In this figure, we see the researcher speaking with the participant
about how they see the robot within a narrative. By grounding the robot
with a narrative such as “the robot is like my cat,” both the participant
and the researcher have established the boundaries of the “suspension of
disbelief” that is necessary to see a robot as an autonomous agent. It further
explicates the participant’s emotion reactions within an accessible cultural
frame. The emotional relationship between cats and owners are known as
cultural concepts which provides common referents.

own self as the primary objective for emotional motivation, where identity
may include multiple, overlapping identities (Stets and Turner [2014]). Sym-
bolic interactionists imagine emotion as a continuous process that produces
and also results from identity. Identity is continually negotiated with regards
to cultural norms, beliefs, and social roles.

Feminist narrative therapy addresses an individual’s relationship to cul-
tural ‘meta-narratives‘ by incorporating social science theory directly into
the therapeutic process. For example, someone may examine their own
relationship to common cultural understandings of gender and attempt to
“rewrite” their personal belief systems relative to these cultural narratives.
For example, if somone who identifies as a man feels that they are “not strong
enough to be a man,” a feminist narrative therapeutic approach would en-
courage them to rewrite their own narrative of what it means to “be a man”
rather than try to “become stronger.”

An HRI approach that uses therapeutic practices founded in social sci-
ence theory can help to address complexity errors because of the awareness
that social theory can bring to often-unseen cultural forces. They can help to
expose hidden variables, provide language for roles/responsibilities/beliefs
that are impacting a participant’s emotions, or serve as a theoretical basis
for analysis. In the previous example, the therapist is able to use a femi-
nist framework to go beyond a surface level understanding of their patient’s
emotional experience by exploring the sociological factors that shape it.
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Takeaway 4: There are many social theories that can provide us ready-
made frameworks for addressing social complexities. Not addressing them
doesn’t make the impact of social concepts go away, it just means we haven’t
accounted for them in our study designs.

Example. During a study, an HRI researcher would try to address
which kinds of social dynamics might be at play. The robot’s “story” can
be provided by the researcher, or built with the participant. The social
role of a robot can drastically change participant perceptions of emotional
behaviours (Chen et al. [2020]). Whether or not we intend it, robots can be
seen by participants as existing in a make-believe world (See Figure 4.5).
Narrative therapies and interpretive emotion theories would provide insight
into how to help resolve this.

A feminist narrative perspective would encourage critical reflection as to
how robots are integrated into systems of power. For example, a teaching
robot would be examined in terms of the role of a teacher in producing
emotions, as opposed to the effectiveness of administering information (see
Figure 4.5 for a illustration of roles).

A dramaturgical approach views robot behavior as performance, which
would engender questions about the robot’s role in an interaction and would
encourage critical reflection of the congruity between the internal states and
externally-expressed states of interactors. For example, a participant may
believe that a robot is masking a true “hidden’ emotion with a smile.

Finally, viewing robots through a symbolic interactionist lens would call
into question how the interactors are reinforcing cultural norms through
their behaviours, and how that affects the identity of all parties. For ex-
ample, a participant might believe that a dog shaped parking enforcement
robot is acting in the role of the police due to the employment of dogs in
the police force.

Drawbacks. Qualitative and interpretive methods are harder to ana-
lyze and easy to misuse. HRI researchers are used to mixed-methods, but
there is always a question of establishing rigour and reproducibility. This
is difficult to adjudicate or convey through writing, since interpretive meth-
ods require high levels of skill to administer well, and offer few objective
measures of success (e.g., it is hard to know whether an interview was done
“well” or whether a study’s success rests on a researcher’s ability to create
rapport with a participant). Along with that comes training in the methods
and analytical approaches of each theory. For example, rigorous qualitative
analysis usually requires stating philosophical positionality so that readers
know which philosophical framework is being applied. It can also be difficult
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to mix theoretical approaches due to apparent philosophical incompatibili-
ties.

4.6 Discussion

In this chapter, we have presented the position of emotion theorists who
view emotions as psychologically and socially constructed. In taking this
position, we have made the argument that HRI researchers can learn from
therapeutic practitioners to capture more of the full picture of constructed
emotions. Particularly, we have presented four errors that we believe can
be resolved by learning from therapeutic approaches. These errors focused
largely on the act of in-the-lab measurement, from theory that would impact
study design to the actual carrying out of study procedures. However, there
are many other kinds of errors that we did not mention. For example, we
did not talk about internal or external validity, which could be threatened
by untested new methods. Similarly, ecological validity is a particularly
pressing concern for HRI researchers who want to create lab environments
that are microcosms of prospective real-world environments. Particularly as
robots proliferate in human environments, questions about the real on-going
embodied experience with robots become more pertinent.

We are cautious about presenting our work as if it is particularly invali-
dating previous work. We prefer to think of it as growing the nuances and
complexity of the subtle art of emotional interaction along with the science.
For us, there is explanatory power in our approach, shedding light on the
questions of why is it so difficult to reliably create emotional experiences
with robots, and why it is so difficult to contain those emotional experi-
ences in a scientific inquiry. We hope this work is used to explicate other
researchers’ own feelings of dissatisfaction with study methods that engen-
der questions of emotional validity. That is where this work came from for
us, i.e., in fundamentally asking and answering for ourselves: how can we
know whether our studies are getting at the phenomena we purport to be
inspecting?

Last, we believe that some of these changes are more of a matter of
starting from a different perspective rather than a complete methodological
overhaul. We use the methods that we do for good reasons: mostly in a
rigorous attempt to manage bias and make sense of complex phenomena.
Adopting the constructed view of emotions presents a starting point for
understanding emotions as embedded in complex systems; using therapeutic
methods may allow us to import the practical knowledge of those who do
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emotion understanding in their daily work.

4.7 Conclusion

We have presented a working understanding of the socially and psycho-
logically constructed nature of emotions and the implications for affective
robotics theory and methodology. We concluded that knowing definitively
that robot bodies and behaviours will evoke certain emotions is methodolog-
ically questionable. We propose that, beyond simply looking to qualitative
constructivist methods, we can learn from therapeutic practices. Therapeu-
tic practices are especially relevant for embodied affective robotics because
they have been developed over years by practitioners experienced in devel-
oping subjective emotional understandings with clients. We believe that
adopting these ways of understanding emotion can produce a paradigmatic
shift in affective computing methodologies wherein specific emotional phe-
nomena can be targeted.
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eMotion reGulation Handout 6 (p. 10 of 10)

GuilT WOrDS
guilt culpability remorse apologetic regret sorry

Prompting events for feeling Guilt
•• Doing or thinking something you believe is 
wrong.

•• Doing or thinking something that violates your 
personal values.

•• Not doing something you said that you would 
do.

•• Committing a transgression against another 
person or something you value.

•• Causing harm/damage to another person or 
object.

•• Causing harm/damage to yourself.
•• Being reminded of something wrong you did 
in the past.

•• Other: 

interpretations of events That Prompt feelings of Guilt
•• Thinking that your actions are to blame for 
something.

•• Thinking that you behaved badly.

•• Thinking, “If only I had done something 
differently . . . ”

•• Other: 

Biological changes and experiences of Guilt
•• Hot, red face.
•• Jitteriness, nervousness.

•• Suffocating.
•• Other: 

expressions and actions of Guilt
•• Trying to repair the harm, make amends for the wrongdoing, fix the damage, change the 
outcome.

•• Asking for forgiveness, apologizing, confessing.
•• Giving gifts/making sacrifices to try to make up for the transgression.
•• Bowing your head; kneeling before the person.

aftereffects of Guilt
•• Making resolutions to change.
•• Making changes in behavior.
•• Joining self-help programs.
•• Other: 

Other important emotion Words
•• Weariness, dissatisfaction, disinclination.
•• Distress.
•• Shyness, fragility, reserve, bashfulness, coyness, reticence.
•• Cautiousness, reluctance, suspiciousness, caginess, wariness.
•• Surprise, amazement, astonishment, awe, startle, wonder.
•• Boldness, bravery, courage, determination.
•• Powerfulness, a sense of competence, capability, mastery.
•• Dubiousness, skepticism, doubtfulness.
•• Apathy, boredom, dullness, ennui, fidgetiness, impatience, indifference, listlessness.

eMotion reGulation Handout 6 (p. 9 of 10)

Shame WOrDS
shame culpability embarrassment mortification shyness
contrition discomposure humiliation self-conscious

Prompting events for feeling Shame
•• Being rejected by people you care about.
•• Having others find out that you have done 
something wrong.

•• Doing (or feeling or thinking) something 
that people you admire believe is wrong or 
immoral.

•• Comparing some aspect of yourself or your 
behavior to a standard and feeling as if you 
do not live up to that standard.

•• Being betrayed by a person you love.
•• Being laughed at/made fun of.
•• Being criticized in public/in front of someone 
else; remembering public criticism.

•• Others attacking your integrity.

•• Being reminded of something wrong, 
immoral, or “shameful” you did in the past.

•• Being rejected or criticized for something you 
expected praise for.

•• Having emotions/experiences that have been 
invalidated.

•• Exposure of a very private aspect of yourself 
or your life.

•• Exposure of a physical characteristic you 
dislike.

•• Failing at something you feel you are (or 
should be) competent to do.

•• Other: 

interpretations of events That Prompt feelings of Shame
•• Believing that others will reject you (or have 
rejected you).

•• Judging yourself to be inferior, not “good 
enough,” not as good as others; self-
invalidation.

•• Comparing yourself to others and thinking 
that you are a “loser.”

•• Believing yourself unlovable.
•• Thinking that you are bad, immoral, or wrong.
•• Thinking that you are defective.

•• Thinking that you are a bad person or a 
failure.

•• Believing your body (or a body part) is too 
big, too small, or ugly.

•• Thinking that you have not lived up to others’ 
expectations of you.

•• Thinking that your behavior, thoughts, or 
feelings are silly or stupid.

•• Other: 

Biological changes and experiences of Shame
•• Pain in the pit of the stomach.
•• Sense of dread.
•• Wanting to shrink down and/or disappear.

•• Wanting to hide or cover your face and body.
•• Other: 

expressions and actions of Shame
•• Hiding behavior or a characteristic from other 
people.

•• Avoiding the person you have harmed.
•• Avoiding persons who have criticized you.
•• Avoiding yourself—distracting, ignoring.
•• Withdrawing; covering the face.
•• Bowing your head, groveling.

•• Appeasing; saying you are sorry over and 
over and over.

•• Looking down and away from others.
•• Sinking back; slumped and rigid posture.
•• Halting speech; lowered volume while talking.
•• Other: 

aftereffects of Shame
•• Avoiding thinking about your transgression; 
shutting down; blocking all emotions.

•• Engaging in distracting, impulsive behaviors 
to divert your mind or attention.

•• High amount of “self-focus”; preoccupation 
with yourself.

•• Depersonalization, dissociative experiences, 

numbness, or shock.
•• Attacking or blaming others.
•• Conflicts with other people.
•• Isolation, feeling alienated.
•• Impairment in problem-solving ability.
•• Other: 

(continued on next page)

Narrative and action 
examples help to ground 

the abstract emotion word 
in common experience. 

Can be augmented by 
asking the participant to fill 

in their own examples of 
“shame.” Include objective 

descriptions. 

Synonyms are given for 
a target emotion to help 

differentiate between easily 
confused emotions (e.g., 

shame and guilt).

Interpretations/belief 
examples help to 

differentiate the story of 
the experience (above) 

from the interpretation of 
that story.

Biological changes map to 
the somatic experience of 

the emotion that may or 
may not be connected to a 

narrative/set of beliefs.

Built into the emotion 
concept is the idea that 

emotions aren’t static 
states, but are embedded 

in continuous human 
experience.

Figure 4.6: An excerpt from the DBT manual (Linehan [2014]) for emotion
words. This can be directly used by HRI researchers if shame is meant to
be studies, or adapted for emotions of interest. Provided by contrast for
guilt (above) which are emotions that are commonly confused and may be
useful to differentiate. Emotion sheets such as these can give context to
emotions and can help to ensure that participants have grounded concepts
using which they can differentiate their self-measurements.
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A summary of the critique of the previous sections is that emotions are con-
structed through a system of meaning that interacts between the cognitive
and sensory parts of a person’s body and brain, which themselves are em-
bedded and trained by a social context. What we can label as meanings,
cognitions, and emotions can shift very quickly depending on context.

Computer scientists are quite familiar with this through the lessons of
machine learning and neural networks. Neural networks are typically very
sensitive to initial conditions, hard to predict, etc. This phenomenon is
well-known by people who study adversarial attacks in machine learning
where well-tuned noise can be added to an image to radically alter classifier
predictions. Famously, images of cats can be made to be mislabeled as bowls
of guacamole with small enough amounts of noise that a human could not
tell the difference (Athalye et al. [2017]).

Real neural networks are not so different, particularly when emotions are
involved. We are not machine learning classifiers, but I would argue that
it stands to reason that we are at least as complex. Therefore, looking for
simple formulas, rules, and even small machine learning models is to misun-
derstand the formal structure of the phenomenon that we are investigating.
Top natural language processing (NLP) machine learning models such as
large language models (LLMs) have billions of parameters to be effective at
simulating anything close to meaningful human writing (and I would suggest
it is still a long way off).

LLMs may be a good formal model for understanding the specificity and
dynamics of meaning. If we think about an arbitrary symbol such as a word
like “cat,” there are a large variety of associations that it might evoke. Prior
to LLMs, common NLP approaches to word senses were to create trees that
encoded word categories. For example, “cat” would be under the “animal”
category and similarity to “dog” would be defined in terms of number of
steps to the most recent common ancestor. However, when I think of “cat”
there are many other words that I might associate with the sense memories
that come up, such as furry, fuzzy, sharp, food, litter, etc. Although many
legions of computer scientists attempted to model these relationships with
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explicit formal logic relations, the statistical approach of machine learning
simply encoding association won out as more effective.

So, with an LLM, the “meaning” of cat is actually a fairly complex
structure of associations between different symbols. In the high-dimensional
space of vector representations of these symbols, the initial conditions may
radically change the high-dimensional location that has been “activated” by
a prompt. Learning from LLMs, we can see that there is some truth to
the behaviourist claim that we are “just” association machines. Symbols
themselves are emergent from sense data.

John Searle talks about the phenomenological difference between expe-
riencing a direct perception and the memory of a perception (Searle [2015]).
Hearing a sound is never exactly the same as remembering a sound, even if
the person doing the remembering has a very good auditory memory. That
is because memory is more reconstruction than recall. We operate more sim-
ilarly to LLMs in our memory systems than classic computer file retrieval.
A memory is not encoded directly as the same set of signals that entered the
brain, nor when it is retrieved do the exact same parts of the brain activate.
There is no particular location for a single memory; instead the memory is
encoded across the brain as a whole.

The complexity of the whole cognitive system can be illustrated by the
difficulty in trying to remember song lyrics. Sometimes, it is required to
go through the entire song to remember a particular lyric. Sometimes, it
is required to whistle a few bars. The memory is contingent not just on a
static encoding within the brain from a single area, or else we would be able
to simply recall directly. Instead, the system needs to be in a particular
state to achieve the reconstruction of the memory.

5.0.1 Implications: Design for Externalization

For me, being able to understand meaning systems in this way has very
strong and important design implications. That is because we must think
about meaning systems as being both internal and external to the body if
meaning systems are so sensitive to initial conditions. That is, there is a true
sense in which a meaning does not actually exist in the person as much as
the system of the person and their world. Designing for that reality requires
a focus on externalization and extending our cognition into the world.

If we use a whiteboard to work out algebra, is it not part of our cognitive
system? The whiteboard is clearly not part of our brain, but it is required
to perform the calculation. In fact, the entire bodily procedure can be said
to be part of the calculation, the physical moving of our hands, seeing the
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writing appear, the complex continual interplay between perception and
action. The end of the procedure gives us an answer which we consider to
be the outcome of the calculation, but a full account of the process includes
body, brain, and whiteboard.

This is an example of extended cognition. The whiteboard extends our
cognitive system and involves action and human sensation in the process of
cognition. At first, this can seem to challenge commonly held ideas about
cognition, i.e., that it all happens “in the brain” through “thinking.” But
talking about extended cognition allows us to answer questions about why
cognitive systems work they way they do. Particularly as designers, this
helps to give an explanatory theory to why it even matters to make inter-
faces.

My contention here is that a meaning system is like a cognitive system,
but includes further extent spatially and temporally. Specific symbols “con-
tain” meaning not because the information content is actually contained in
the symbol, but because the symbol, like a puzzle piece, is given meaning
through a context of a person’s cognitive system, environment, and culture.
This is why something can be represented with a low number of bits, but
have larger information content within the system that processes the sym-
bol. Designers know this intuitively; however, it explains why some symbols
are successful and some are not in design.

Taking the lessons of extended cognition seriously has deep implications
for design work. For example, we should expect systems to be able to only
develop meaning through externalized interactions, and for those meanings
to be revealed only through a process.

5.0.2 Designing Teleoscope

The next part of this dissertation transitions from affective computing to
creating meaning while interacting with data. I personally think of this
as taking the lessons I learned through studying meaning as an affective
phenomenon and applying them as a designer to a difficult and interesting
problem. If meaning shifts so easily, then a system that helps a person
make meaning out of their data should reflect that by helping manage the
complexity, create predictability out of the chaos, and continually provide
external cognitive markers.

Teleoscope comes out of a simple idea: what if we made a computational
whiteboarding system so that the spatial associations on the whiteboard re-
fined a machine learning model of a large dataset? Essentially, it was a
design project that tried to get an externalized system to reflect an inter-
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nal meaning structure. By understanding meaning structures as chaotic, we
would understand that the process of interacting with data would change
the meaning of the data for a researcher. By understanding meaning struc-
tures as complex, we would understand that many cross-cutting dimensions
of association would need to be simultaneously represented, but with lim-
ited screen space. By understanding meaning as holographic, however, that
allowed us to offload the meaning representation into a process (rather than
a single symbol) and continually remind researchers of “how they got there”
when coming up with a particular meaningful interpretation of our data.

What follows in this chapter is the paper that was submitted to UIST
which describes the three-year process of designing Teleoscope. The next
chapter will include our understanding of the implications for qualitative
methodologies for large datasets.

2 explore by mixing 
document meanings1 search for keywords

to find interesting documents 3 iteratively create themes
by mixing more documents together

Figure 5.1: A screenshot of the core Teleoscope workflow: starting from a
keyword search, you choose documents to iteratively mix together, and then
explore the ranked output documents.

5.1 Introduction

Exploring data at scale within a large corpus of documents is difficult, par-
ticularly if you want to interpret your data by telling a story or explain-
ing a phenomenon. Qualitative research often focuses on interpretation,
which we can think of as enriching data with context and meaning (Hennink
et al. [2017], Sebele-Mpofu [2020], LaDonna et al. [2021]). For large corpora,
quantitative statistical approaches are often used at the cost of qualitative
interpretation. Interpretation is often done by hand, which involves exten-
sive reading and annotating data while developing themes during a thematic
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analysis (Braun and Clarke [2012]). But, working by hand is slow and limits
the scale of what can be analyzed.

For large document corpora (100K to 1M), some machine learning (ML)
support is necessary due to the large volume of data. With the advent of
large language models (LLMs), modeling context and meaning is becoming
possible, providing the potential to automate interpretation. However, a
rigorous qualitative researcher cannot simply input data into ChatGPT and
ask for a summary. Instead, researchers need to demonstrate the validity of
their interpretations by showing the provenance of their analysis—to them-
selves, to their colleagues, and to reviewers. When analyzing, researchers
aim to produce cross-cutting themes by drawing out related meanings be-
tween documents using interpretation and theory.

In the context of LLMS, “relatedness” is encoded as distance between
vectors that represent documents (a.k.a., document embeddings) (Devlin
et al. [2018], Brown et al. [2020], Touvron et al. [2023], ChatGPT, Ope-
nAI [2023]). To help create themes, a LLM would need to represent vector
similarity in a way that corresponds to how a researcher thinks documents
are related. From a computational perspective, this means finding a way to
represent underlying meanings and subtext using document embeddings.

Creating these vector representations of meaning and subtext is no small
task, but particularly while a researcher is actively trying to make sense of
their data. In this paper, we are calling the “way we think” when making
sense of data a schema (Berret and Munzner [2022]), and support the the-
matic exploration of data (Li et al. [2023]) by creating a system that helps
to track how a researcher thinks about their data, i.e., models their schema.
However, schemas are hidden, unique, and change every time the user in-
teracts with data. Further, qualitative researchers often do not work alone;
it is necessary to inspect, retrace, and share your thinking processes with
other people on a research team.

To enable collaborative human and machine sense-making, we built Teleo-
scope, a web-based system to support multiple users interactively exploring
a large corpus of documents such as social media posts (100K-1M) based on
LLM document similarity. Teleoscope assists qualitative researchers during
the discovery, data curation, and organization phases of a research study.
To understand one’s own thinking process, for purposes of rigor and san-
ity, researchers need to continually justify “how they got here,” not just to
colleagues, but to themselves. We therefore focused our design efforts on
visualizing data provenance to support rigorous and opinionated refining of
a dataset, which we call thematic exploration.

To design and evaluate our system, we ran three field deployments. In the
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first deployment (N=5), we asked qualitative researchers to use Teleoscope
to explore a shared topic over the course of a few weeks, then discuss their
experience and findings at a focus group. For the second deployment, we
recruited a three-person qualitative research team of nurses to use Teleoscope
as part of their data curation and analysis process and responded to their
design requests. For the third deployment, we released a live public version
of Teleoscope which is currently running, available, and has active users who
provide feature requests.

Our studies demonstrate that Teleoscope supports professional researchers
in general-purpose text data exploration and discovery. We performed a soft-
ware design process over two and a half years which was heavily informed
by our own use of Teleoscope for qualitative analysis. To summarize, our
contributions are:

• C1. The design of a system that supports thematic explo-
ration. Teleoscope enables an extension of thematic analysis into
document curation to enable more rigorous data interpretation which
we call thematic exploration.

• C2. Results of case studies with qualitative researchers. Our
long-term field deployments of the system demonstrate that qualita-
tive methodologies can be supported with our approach of schema
externalization.

• C3. An open-source, usable, and adaptable product that sup-
ports collaboration. Teleoscope is provided as a research product
that is publicly deployed at [anonymized for review] and is open-source
software. Multiple users collaborate in exploring over 500K documents
on the same workspace. The system is cloud-native, works in the
browser, and is robust enough to run continuously.

5.2 Design Process and Background

In this section, we outline our design goals and the relationship to existing
literature. We explain relevant technologies, outline qualitative research
theory, and motivate design decisions. We situate Teleoscope as a system
for externalizing researcher’s internal schemas about their datasets.

The concept of a schema comes from psychology and refers to a cogni-
tive framework that helps to organize and interpret particular events, be-
haviour, and information. For this paper, the intuition, curiosity, and ad
hoc hypotheses that researchers have about their data can be understood as
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expressions of their schemas. An important part of the qualitative research
process can be thought of as identifying, expressing and externalizing the
researcher’s schema through labeling, arranging, modifying, and enriching
data (Berret and Munzner [2022]).

The word “Teleoscope” is a portmanteau of telescope and the Greek
word teleology, which is about explaining the meaning and purpose of some-
thing. Teleoscope is a way for researchers to intuitively explore and explain
meaning and purpose for their datasets. We use the natural interactions
of a qualitative researcher when interpreting documents such as arranging,
annotating, and grouping.

Our design goals target continuous live interaction, as opposed to topic
modelling packages that run as terminal-based Python programs (Pedregosa
et al. [2011], Rehurek and Sojka [2011], Devlin et al. [2019], El-Assady et al.
[2019]). We visualize the process of thematic data exploration so that collab-
orators can share their thought processes and conclusions. This is different
than topic modelling visualization systems that focus on high-level statis-
tics, topic hierarchies, word counts, and labels (El-Assady et al. [2019], Kim
et al. [2019], Terragni et al. [2021], Miner et al. [2023]). To support our
target users—who are not computer experts—we created a web platform to
facilitate fast enough interaction that users could feel as if they were having
a creative and improvisational experience with the data.

Our research design goals are:

• DG1. Imbue common qualitative research interactions with
computation. Qualitative researchers are familiar with arranging,
annotating, and grouping of documents and use emergent interpretive
processes such as physically re-arranging and annotating documents
until patterns and meanings emerge.

• DG2. Help researchers externalize their schemas as visual
traces that can be retraced, modified, and inspected by col-
laborators. When interpreting data, capturing the steps of a thought
process is useful in collaborating with team members to inspect, share
and modify workflows and understandings.

• DG3. Facilitate an on-going feeling of improvisational, cre-
ative, live data exploration for researchers. The feeling of con-
tinual interactivity was important to us to facilitate through our low-
level system design choices, not having users be creatively blocked by
waiting for long computations.
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5.2.1 What qualitative researchers need

Teleoscope’s design is largely inspired by the qualitative practice and method-
ological values of thematic analysis (Braun and Clarke [2012]). This is well
captured in the following quote by Nowell et. al:

To be accepted as trustworthy, qualitative researchers must demon-
strate that data analysis has been conducted in a precise, con-
sistent, and exhaustive manner through recording, systematiz-
ing, and disclosing the methods of analysis with enough detail
to enable the reader to determine whether the process is credi-
ble. (Nowell et al. [2017])

Teleoscope takes the same value propositions as a thematic analysis
phase and applies it to the data curation phase, i.e., collected with an in-
terpretive perspective (Mannheimer [2021]). Data curation must satisfy the
thematic analysis standards of being rich, precise, consistent, and exhaus-
tive. Information power (an evolution of theoretical saturation) is used in
qualitative analysis as an analogue to statistical power in quantitative anal-
ysis (Malterud et al. [2016], Guest et al. [2020]). At scale, there may be
hundreds or thousands of documents that are thematically “identical” and
provide no extra information power relative to their research question. Re-
searchers therefore need to determine which documents are most similar
within a corpus, structure the documents into groups, then find exemplar
documents for more in-depth analysis. Teleoscope supports data curation by
providing potential theoretical rigour that would apply standard thematic
analysis by hand by focusing on visualizing the provenance of the ML model.

How then do we decide which documents are worth looking at? In quan-
titative methodologies, the standard approach is that scientists formulate
their research as a series of falsifiable claims which are supported or rejected
due to empirical evidence. In qualitative methodologies, a researcher’s job is
to interpret evidence so that it makes sense for both the researcher and the
reader. Berret and Munzner explain the process of sense-making as mov-
ing between tacit schemas (i.e., gut feelings, unconscious ideas) and explicit
schemas (i.e., drawings, writings, and other data representations) (Berret
and Munzner [2022]). By turning a tacit schema into explicit schemas, a
researcher makes their tacit schema available for inspection and critique.

Importantly, sense-making is an iterative process that starts from ambi-
guity. Chen et al. (Chen et al. [2018a]) argue that ML support for qualitative
analysis in social science research needs to “[shift] the focus to ambiguity.”
To paraphrase, computer scientists often create supposedly definitive and
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“accurate” ML models of textual data too early, before there has been a
period of ambiguity. Creating models too early is antithetical to qualitative
definitions of academic rigour where it is considered important to preserve
ambiguity for as long as possible. Having more time to make connections
between data points can enrich theoretical insight while the researcher de-
velops themes about the data. Good themes are rich (more interconnected)
rather than accurate (categorically definitive) (Moser and Korstjens [2017]).

With Teleoscope, the act of arranging documents takes place within a
node-based visual workflow editor. Arranging and linking elements to make
a schema explicit updates the ML workflow as the user “updates” their
implicit cognitive schemas. Braun and Clarke emphasize that during the
data familiarization phase, there needs to be active engagement with the
data:

Note-making helps you start to read the data as data. Reading
data as data means not simply absorbing the surface meaning of
the words on the page, as you might read a novel or magazine,
but reading the words actively, analytically, and critically, and
starting to think about what the data mean. (Braun and Clarke
[2012])

We consider Teleoscope to be a method of capturing the process of en-
gaging with data that creates a correspondence between the externalized
annotations on the screen, computational meaning with an ML workflow,
and internal meaning for a researcher.

Teleoscope contributes to qualitative methodologies by importing stan-
dards of analysis data curation at scale (DG3). It also demonstrates a
method for making the process of tacit sense-making explicit by asking the
user to primarily manipulate workflows which represent their sense-making
process (DG2). Unlike other systems, Teleoscope makes a schema expres-
sion an explicit goal, and provides a direct correspondence between the
schema as expressed through visual workflow and ML model (DG1).

5.2.2 Visualization Approach

Our focus on visualizing provenance comes from a desire to make an ML
system that can be used by qualitative researchers. These people are not
computer experts, yet still need to explain their use of an ML system to
stakeholders, such as collaborators, supervisors, and clients (Arrieta et al.
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Figure 5.2: An image of the Teleoscope workspace. (1) Users start by per-
forming a keyword search to explore documents; (2) Documents are
dragged onto the workspace; (3) Documents can be put into groups for
organization; (4) Rank nodes can use documents, notes or groups as con-
trol inputs; (5) Projections create clusters using groups as control input;
(6) Notes can contain arbitrary text which is also vectorized and can be
used as a control input to a Rank; (7) the sidebar has a quick viewer for
documents, saved items, bookmarks, and settings. Keyboard navigation is
used for quick exploration and group creation.

[2020]) (DG1, DG2). Many topic model visualizations choose to directly
visualize the underlying document clusters, that is, the result of the clus-
tering process (Nikolenko et al. [2017], Rüdiger et al. [2022]). In contrast,
Teleoscope focuses on capturing and displaying the exploratory process. In
the systems and visualization communities (Xu et al. [2020], Yuan et al.
[2021]), this is referred to as provenance tracking. For making sense of data,
the importance is placed on creating a visual trace of a history of user’s
interactions with the data to answer not just “What are the results?” but
also “How did we get here?” (Hearst and Degler [2013]). A standard prove-
nance system that we are all familiar with is undo/redo; a visualization of
undo/redo could be as simple as a list of previous actions performed on the
interface.

Beyond simply keeping an undo/redo history, researchers are very inter-
ested in creating reproducible and explainable results (Silva et al. [2007],
Xu et al. [2020]). This helps during the process of analysis, publication, and
review. For Teleoscope, keeping track of the provenance of an ML result
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means tracking the inputs and user-selected data processing elements in a
chained workflow. The user is engaged in a process of data wrangling for
sense-making (Bors et al. [2019], Badi et al. [2006]), i.e., exploration, an-
notation and curation of data (Munzner [2014]). In Trrack (Cutler et al.
[2020]), Cutler et al. demonstrate a library for tracking branching histories
for actions on web-based visualizations. This is a maximal approach for
provenance, where every action is tracked and is reproducible. Histories can
be linear, branching, or networked, allowing for both high-scale overviews
and detail-on-demand approaches (Yuan et al. [2021]).

Although our Teleoscope system does record every user action in a com-
prehensive history system, we hide most of that history from the user. In-
stead, we rely on the user creating small, comprehensible workflows that
they commit to via grouping and connecting in a workflow graph. In Xu et.
al’s taxonomy of topic model approaches (Xu et al. [2020]), we are model-
ing coupled user and application state via an entity graph using semantic
interactive visual analysis.

Making document sources the primary manipulation objects in a work-
flow was not our first design choice nor is it often what visualization systems
choose. Similar to other systems (Lee et al. [2021], Terragni et al. [2021],
Gad et al. [2015], Choo et al. [2013], Kim et al. [2020]), we first tried key-
words and topic lists as the primary manipulation objects using a dashboard
metaphor. However, we arrived at design insights that (1) the process of
iteratively arranging documents itself is critical to sense-making; and (2) the
spatial arrangement of documents often captures their relationships, which
are important for remembering and inspecting thought processes.

Teleoscope applies ideas from provenance research to qualitative under-
standing of corpora. We chose to make provenance traces our primary ma-
nipulation objects. Therefore, researchers are directly creating the story of
“how we got there” in a visual form that can be shared with collaborators,
inspected, and updated (DG1, DG2).

5.2.3 NLP Approach

To facilitate the concept of themes over topics, we take the approach of
modelling by example to allow users to explore and then structure the doc-
ument space. Lissanddri et al. (Lissandrini et al. [2019]) describe example-
based search approaches as having a resurgence in popularity. A variety of
example-based query systems have been introduced that attempt to syn-
thesize the query from examples (Martins [2019], Fariha and Meliou [2019],
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Lissandrini et al. [2019]). Teleoscope follows these works by using semantic
vector similarity to drive exploration. Teleoscope differs from these works
by not attempting to construct deterministic queries or models of the entire
corpus. Instead it relies on the interaction process and the user’s own sense
of information power to determine the extent of the exploration.

When a Teleoscope user has finished a phase of exploring via seman-
tic similarity, they can switch to structuring the document space via semi-
supervised dimensionality reduction. Variations on this approach are used
in recent human-centred ML and visualization systems (El-Assady et al.
[2019], Meinecke et al. [2021], Asudani et al. [2023], Sperrle et al. [2021]).
The premise is to take a large language model and reduce dimensions along
which a similarity metric is defined. Teleoscope uses the Universal Sentence
Encoder (USE) for the base exogenous model, which encodes all documents
as 512-vectors (Cer et al. [2018]). In Teleoscope, we use grouped documents
as control inputs to define the similarity metric (i.e., this is the “supervi-
sion” part of our semi-supervised topic model approach). We use Universal
Manifold Approximation and Projection (UMAP) for reduction to five di-
mensions (McInnes et al. [2018]). Teleoscope clustering uses Hierarchical
Density-Based clustering (HDBSCAN*) (McInnes et al. [2017]).

Teleoscope uses a typical assembly of already-existing NLP tools, but
uniquely capitalizes on a conceptual and practical correspondence between
semantic example-based search, dimensionality reduction, and cognitive
schemas (DG1).

5.3 System Design

In this section, we outline our design decisions for Teleoscope. Our design
process took over two years and included a variety of design iterations,
deployments, and studies. We report on the studies in the next section;
this section outlines the design of our current live public release.

5.3.1 Teleoscope interface concepts

Teleoscope consists of an infinite whiteboard workspace where users arrange
documents and operations into workflows to create a curated dataset. There
is also a sidebar for quick navigation and reading. Users create workflows by
making chains of sources and targets that control ML operations. The input
of a Teleoscope workflow is a set of documents. The output of a Teleoscope
workflow is a set of documents that are organized by thematic groups.
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Figure 5.3: Sets of one or more documents are sources and operations are
targets. On the left, sources types are shown, including single documents,
keyword searchers, user-made groups, and arbitrary text documents called
notes.

Workspace

We developed the Teleoscope workspace to reflect the process of arranging
data on a table (DG2). The workspace is a drag-n-drop visual workflow
editor which allows users to create computational graphs. We have two types
of nodes in a workflow graph: document sources and target operations. We
chose a direct manipulation metaphor for positive transfer from whiteboard
apps that qualitative researchers are familiar with (such as Miro) and to
mimic the process of arranging and rearranging documents on a physical
desktop such as in affinity diagramming (see Figure 5.2).

Sources

A document is the primary interaction object in Teleoscope. Documents
display a title, text and metadata information within the node or in the quick
viewer when selected. Best performance for documents is 1-3 paragraphs,
such as social media posts. Users can review documents to decide whether
they are topically relevant by grouping, bookmarking, or using them as input
to operations. A search is a fuzzy keyword search across the full document
set; queries are in plain text and support set operations like and, or, and
not. Keyword search was provided since this is a common search interaction
style that qualitative researchers have often been explicitly trained in and
are used to thinking about. Documents can be sorted into labelled groups,
either by drag-n-drop on a group, or by selecting the group in a drop down.
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Figure 5.4: Targets are any operation on source documents. The left Rank
and Projection operations use vector similarity to organize documents: into
an ordered list for the Rank operation, and into clusters for the Projection
operation. On the right, four set operations non-destructively join document
sets. Set operations can also be sources.

A note can contain arbitrary text, which is then vectorized live as the user
types. Users can use notes to create annotations, or they can use the note
to drive Rank operations (see Figure 5.4).

Targets

Targets are the ML operations placed at the end of a workflow and produce
collections of document collections as outputs. Each source will create a new
document collection, whereas each control will manipulate distance metrics
and similarity scores. Targets are meant to reflect the user’s mental model
as they explore the data so that the user can update their mental model
along with the machine model.

The Rank operation ranks source documents relative to the average vec-
tor of all control documents (see Fig. 5.6). If no sources are connected to a
Rank, the operation will rank all documents in the corpus; otherwise it will
rank each source subset independently.

The Projection operation runs semi-supervised dimensionality reduction
and clustering.

Control inputs to a projection define a distance metric: if two documents
are in the same group, their distance is set to a minimum; otherwise, their
distance is the cosine distance between their vector encodings. Users can
choose to include an additional rule in the distance metric that sets the dis-
tance between groups to a maximum. Doing so forces the system to separate
groups when clustering; otherwise, groups may be clustered together.

In the projection operation, source inputs can be used to define the
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Figure 5.5: Long chains of set operations can be combined to drill down
on document queries. Here is an example of two equivalent chains of set
operations.

domain of the documents being clustered. If no source inputs are provided,
users can decide between a random subset of the corpus, or a selection of
documents ranked relative to the average vector of control inputs.

Source and target operation: Set Operations

Set operations are provided so that users may non-destructively combine
sources and inspect results. They include standard set operations of union,
difference, intersection and exclusion (the complement of intersection). They
are the only operations which are both sources and targets; they can be
combined to create chains of operations (see Figure 5.5).

5.3.2 Collaborative Curation Process

Users start with a dataset inside a workspace. They can create multiple
workflows to explore and subset the original dataset. All workspaces can
have multiple simultaneous users; all system state including window posi-
tions, node and edge connections, and Note content are synchronized with a
central server and made available in real time to users in different locations.

A standard curation process would start with a keyword search. Users
look through documents in a keyword seach and bookmark and/or drag
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documents onto the workflow to indicate interest. A user can arrange these
staged documents creatively, e.g., putting documents that are thematically
similar together, making initial groups and dropping documents into them,
or leaving documents unorganized until a later time.

The process of organization is intentionally messy. We wanted the first
part of the interface experience to be a bit like affinity diagramming, where
spontaneous document similarities can emerge without a computational or
analytical commitment. At this point, users can show these proposed ar-
rangements of documents or groups to collaborators to get feedback. They
can take notes directly on the interface with the Note operation, and even
use Notes to drive further exploration.

Part of the exploration process includes using the Rank operation. By
connecting different example documents to a Rank, users can find more
examples to add to their curated document groups (see Figure 5.9 to see
an example of how a research team formalized their explorations). If a
researcher finds that many documents from a Rank output are thematically
different, they might add more examples to refine their theme. If the Rank
has many thematically consistent documents, they might commit to their
theme by copying the documents from Rank to a static named Group.

Projections are used when enough themes have been developed as Groups
to create stable outputs from the clustering algorithm. There is no strict
minimum number of Groups that can be used, but clustering algorithm
outputs vary greatly for low number of inputs. High variation can be both
an advantage and disadvantage, providing opportunities for discovery, but
making it difficult to make strong claims about the corpus.

5.3.3 Common Workflow Patterns

Analyzing our own use of Teleoscope along with user data, we have come up
with example workflows that demonstrate different document search strate-
gies. These illustrate the creative potential for data curation using Teleo-
scope workflows.

Order Search by Source

Sources do not have an intrinsic order, however, Ranks can order a source
by any other source. For example, a researcher might want to see which
documents in a keyword Search are most like an example document. Or,
they might want to order a Group by similarity to another Group. Ranking
allows for different perspectives to be imposed on a source which enables
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Figure 5.6: Ranks can be used to order any source. Above, documents in
the search that are closest to the vector representing “garlic” show up at
the top of the Rank.

a closer check to see whether themes are being accurately captured (see
Figure 5.6).

Rank-Group as theme

The simplest pattern is to treat a combination of a Rank and a Group as
a refined theme. As documents are added to the Group, the Rank updates
and expresses a potential underlying theme. Documents from the Rank can
then be added into the Group to further refine the theme.

Search-Difference to discover keywords

A single Group can encompass a large number of documents. To discover
more keywords, the union of different Searches can be combined with a Dif-
ference operation to discover new keywords (see Figure 5.7). This workflow
pattern allows for large groups to be closely analyzed.

5.4 System Architecture

Reflecting our goal of real-time interaction (DG3), Teleoscope’s backend is
engineered to support continuous iteration and interaction. This was a non-
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Figure 5.7: An example of using a union of keyword searches and a difference
operation to ensure that all interesting keywords in a large group have been
found.
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trivial task, which is not always supported by other systems, due to the high
computational workload. Through internal testing, we found a distributed
backend was necessary to run Teleoscope computations without blocking
user interaction. We chose to precompute, cache, and distribute as much as
possible to make on-the-fly calculations seem quick. For example, a Rank of
cached data is nearly instantaneous despite sorting hundreds of thousands
of documents (average 1.6s for update to UI, including network latency).
For longer-running operations, the interface allows continuous interaction
with other elements. We believe that this user experience goal is vitally
important to Teleoscope being capable of facilitating a creative curation.

From a community perspective, we wanted Teleoscope to be available for
qualitative researchers who are non-computer experts, which necessitated a
robust enough system to survive a production-level environment on the open
internet, including almost-one-click deployment, user accounts, security, and
backup systems. Teleoscope is continuously available live at [anonymized for
review] for use by the general public. We have an active user community on
Discord where we take bug reports and design requests.

Frontend

Our frontend is built using the NextJS ecosystem to manage React devel-
opment and deployment, ReactFlow for the graph drag-n-drop workflow
system, and Material UI for the design elements, as well as a variety of
smaller libraries and custom components. NextJS was chosen because of
its large user community and full stack support, including data fetching and
user authorization libraries. We chose ReactFlow after experimenting with a
number of whiteboarding, windowing, and drag-n-drop libraries; it is also a
mature and actively maintained freemium product. Material UI implements
Google’s material design in React.

Backend

Teleoscope uses a distributed backend with RabbitMQ for messaging and
Celery to execute tasks. We use Milvus for a vector embedding database
and MongoDB for all other data. To ensure continual service, our system
is daemonized with linux systemctl as well as the pm2 library for node
and python applications. Both perform process monitoring and memory
management.
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Dataflow and History management

React uses a virtual document - object model to ensure a strict dataflow
model for user actions and system state. Similarly, we designed a dataflow
policy such that the frontend (almost) entirely makes requests to the backend
to manage system state on the server. This means that actions that mutate
database state are strictly sent via a secure websocket connection to Rab-
bitMQ through a well-defined API. With the exception of user registration,
there is no direct database mutation by the frontend. Similarly, backend
state updates are managed by the Stale-While-Revalidate data caching and
fetching system in NextJS.

Keeping this strict policy has benefits and drawbacks, mostly having
to do with interaction availability. Any large-scale calculations and muta-
tions are offloaded to the backend while the frontend waits for data to be
marked as stale to refresh the local client cache. The trade-off is that some
state changes that require a backend response may be impacted by network
latency.

5.5 Deployment Case Studies

This section outlines our evaluation processes. We evaluated Teleoscope
through (1) informal piloting and internal analysis using low-cost evalu-
ation methods; (2) a multi-week study and focus group with qualitative
researchers (N=5) including a post-hoc expert review of our interface and
study data with a visualization group; (3) a multi-month field deployment
with a qualitative research group; and (4) an on-going public release. We
used data from Reddit as archived by PushShift (Baumgartner et al. [2020])
up to their latest published data in January 2023. Research was conducted
under approval of our institution’s research ethics board; participants signed
consent forms and were reminded of their right to halt participation in the
studies if desired.

We focused on one subreddit, the r/AmItheAsshole advice forum since
we were ourselves interested in data on social norms; our field deployment
collaborators also wanted access to r/nursing and eventually their own ar-
bitrary data uploads. r/AmItheAsshole has roughly 650K documents and
r/nursing has roughly 100K documents. Data included only posts, not
comments. The last post date was February 2023, since Reddit significantly
restricted their data API access in response to ChatGPT.
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5.5.1 Case Study 1: Piloting

In the first year, Teleoscope first went through a series of very quick de-
sign iterations within our team. As we developed it into a more robust
and large-scale system, we began to incorporate more human-centred de-
sign techniques into our design process as our research and development
team grew. We are including only light details on our informal methods so
as to faithfully report on our process. During this year-long phase, we also
ran a series of tests on different NLP approaches. These were incorporated
into our system during our informal user testing.

Participants

For our informal methods, the users we refer to are members of our design
team and the larger lab members who were not involved in Teleoscope de-
velopment. In terms of expertise, all users were trained competent-to-expert
computer scientists; some members of our team are trained competent-to-
expert UX and qualitative research practitioners.

Methods

We used a variety of informal low-cost UX evaluation methods to motivate
our early design choices, including cognitive walkthroughs, heuristic evalu-
ations, and informal observations with both people from our design team
and from our larger research lab. The cognitive walkthroughs and heuristic
evaluations were performed with standard methods with heuristics taken
from the Nielsen Norman group (Nielsen and Molich [1990], Nielsen [1992],
Neilson). Informal observations were performed on low-level interactions
such as menu clicking and basic keyword searches to discover and amend
heuristic violations.

Results

The results of our initial evaluations were a set of guiding backend and
frontend design requirements that aligned with standard UX heuristics. We
summarize the most relevant heuristics here to explain our early design
directions:

Visibility of System Status. Our original design used a dashboard
metaphor where each module displayed system state such as included/excluded
keywords, document similarity statistics, and topics. Our initial corpus vi-
sualization attempts repeatedly pointed towards common visualization solu-
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tions of weighted adjacency matrices of keywords and documents, but with
corpus sizes of a million documents, pixel overlap became a problem very
quickly. Further, the connection between modules in a dashboard is hidden.
Therefore, we decided to move towards a windowing system, eventually cre-
ating window modules that had visible input/output areas.

Recognition over recall. By moving commands and system state out
of menus/collapsible dashboard modules, we opted for a design with mini-
mum display of information, contrary to our prior approach that displayed
summary statistics of keyword distributions. We deemed this unnecessary
for our core interaction goal; opting instead for an Overview/Details-on-
Demand design pattern where the process was visualized rather than the
full system state.

Error recovery. We created a robust history system where every sys-
tem action is logged. After many discussions about how much history to
display to the user, we opted for an algebraic workflow metaphor. This way,
the user can directly manipulate the “history” of their actions.

Case Study 1: Conclusion

During this study, we quickly attempted and discarded visualization ap-
proaches that are common in topic modelling, including displaying and in-
teracting most directly with keywords and topic labels. Instead, we moved
towards a direct manipulation approach, where documents and outputs were
visualized as arrangable windows on a workspace.

5.5.2 Case Study 2: User study and Focus Group

Once our front and backend designs had stabilized, we released our first
version for a multi-week study with representative target users. The premise
was to simulate a research team working on the same research question
within a provided dataset. We were interested in the following research
questions:

• CS2.RQ1. In what ways did participants understand and use features
such as collaboration, search and ranking?

• CS2.RQ2. How did participants incorporate Teleoscope into their
understanding of qualitative research processes?

We were also interested to see the extent to which Teleoscope could
hold up in a simulated production environment and welcomed ongoing bug
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reports. Therefore, the interface was developed to be robust enough for
participants to use on their own devices, outside of a lab environment.

Participants

We recruited participants who had competence with qualitative methods:
at least an upper-level undergraduate course and/or equivalent research ex-
perience. Eight participants were recruited; three dropped out (N=5 final
count). Of participants who remained, one was a PI at a university who
leads qualitative research in Nursing, one was a senior PhD student in So-
ciology, and two were upper-level undergraduates in Sociology attending a
directed studies in qualitative methods course, and one was an upper-level
undergraduate in Psychology. Participants were reimbursed at a rate of
twice local minimum wage due to their status as expert users.

Methods

Participants were introduced to Teleoscope and each other during a one-
hour training session where we brainstormed a shared research topic. Then,
participants were instructed to use Teleoscope for at least 10 hours before
the focus group, scheduled three weeks later. For each session that they used
Teleoscope, they wrote in a diary, detailing (1) the theme that they explored;
(2) the process by which they explored the theme; and (3) any collaboration
features they used; and (4) bugs or features requests. No design changes
were made during these weeks, but minor bugs were fixed. System logs were
kept throughout this period.

Diary entries were analyzed using affinity diagramming before a focus
group with participants, which took three hours including lunch. Focus
group involved: (1) diary discussion; (2) brainstorm on problems encoun-
tered; (3) brainstorm on feature requests and design solutions to problems;
and (4) explanation of ML concepts and a brainstorm on better alignment
between visual and interaction metaphors. We video and audio recorded
the focus group and used large printouts of the Teleoscope interface to draw
and annotate problems and design ideas (see Fig 5.8).

Post-hoc Analysis by Visualization Group

After we had analyzed and summarized participant results, we presented
Teleoscope in two multi-hour analysis sessions with a Visualization research
group. Our results reflect the analysis of that group along with our own
analysis and solution brainstorming.
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Figure 5.8: Large printouts of the Teleoscope interface were used to draw
and annotate problems and design ideas with both the focus group (left),
and the visualization group during a post-hoc analysis (right).
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Diary Results

The topic that was chosen by the group of study participants for investiga-
tion was Critical and end of life care within the r/AmItheAsshole dataset.
The group brainstormed starter keyword search ideas of Medical Assistance
in Dying (MAID), End of life care, Palliative, ICU, Failures, Emergency
rooms, Emergency care, Lack of beds, Overcrowding.

Teleoscoping differs from keyword searches. Participants found
that the ranking system differed from a normal keyword search. For many
participants, it took some time to (1) differentiate results of a keyword search
from results of a Rank operation; and (2) differentiate valid results that did
not meet their expectations due to the documents that existed in the corpus
from invalid results due to bugs or mental model inconsistencies. There
were negative transfer effects from being used to keyword searches which
took multiple sessions to unlearn.

For example, P1 searched for “palliative” and was “...surprised by how
many posts were about animals at end of life, which does not fit our defined
research topic.” P1 then wished “...there was a feature that would take
everything I had already put within one group and give me ‘more like this’”,
which was exactly what the Rank operation was designed to do. Multiple
participants corroborated this sentiment in their diaries (P5, P7, P8). This
indicated a problem in the participants’ mental model, likely due to (1) how
we were representing the Rank operation on the workspace; (2) our training,
documentation and support materials; and (3) not enough time to learn the
tool.

However, P1 reported for their third session that they spent a long time
looking through documentation and support videos to understand the pos-
sibilities of Teleoscope:

Today I also spent time trying to go down the rabbit hole of dif-
ferent searches to try to gain a true appreciation for how this ma-
chine learning approach to data collection differs from just key-
word searching within the Reddit search. This was really evident
to me when I found a post where the OP had a palliative/terminal
illness, and I wanted to find others where this was the case. I
made a new folder for this category, then used the [Rank] feature,
and immediately found one other post where the OP has cancer
and was asking a friend to not mourn their death. It would be
extremely difficult to keyword search for this type of topic, but
it’s a very interesting and important area to capture (OPs with
terminal illnesses). This was a great exploration! (P1)
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This indicated that it was possible to learn the difference between key-
word search and Rank, but that the learning curve was steep enough to
require multiple hours of usage and documentation review.

Teleoscope can support quick, iterative workflows. P7 articulated
a very clear document review strategy and seemed to understand the tool
very quickly. Ignoring the group topic, they searched for documents related
to their own research program by skimming titles:

I was interested in [AITA] posts about gay marriage, which is
a topic tangentially related to my own research. I populated the
[gay wedding] group with results whose titles caught my eye. I
should note that I very rarely read the actual documents. If the
title was vague, I occasionally skimmed the first few lines. (P7)

They further suggested adding a document quick viewer to aid in skim-
ming. They then organized documents into groups, relabelling and changing
the groups as they developed their understanding of the corpus and the tool.
Then, they switched between using the Rank operation and the group fea-
ture to find relevant documents:

After adding about half a dozed documents to the group ‘gay
stuff’, I noticed that many of the documents are about gay panic.
That is, the fear of being (wrongly or correctly) as gay, the dis-
like of anything perceived as gay, and an aversion from being
around gay people. I changed the group name to ‘gay panic’ to
reflect this...once I had about 13–14 results, I opened the [Rank]
window for the group. Looking at the first two pages of results,
none of them that weren’t already in the group seemed very rel-
evant, mostly judging by their titles and occasionally by the first
couple of sentences in the document. I refined the search...[with
a] couple of documents that I thought particularly demonstrated
gay panic. (P7)

Positive and negative transfer effects from other qualitative re-
search software. Participants’ prior extensive experience with qualitative
research software allowed them to have a much more clear mental model of
the tool without extensive training, which indicates the possibility of pos-
itive transfer effects. Many desired features were given as examples from
tools that they had experience with, such as Google docs, MaxQDA, and
NVivo. Unsurprisingly, they mostly expected Teleoscope to work like other
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interfaces they had previously used. To our surprise, none of the participants
used any of the collaboration features.

P7 noticed many problems with the interface and made many suggestions
for design changes that we brought to the focus group, including a lack
of annotation and coding features, document export features, and overall
corpus visualization features: “As this point of my exploration of this theme,
being able to play around with how [documents] connect to one another would
I believe might have helped refine my thinking.”

The above results were summarized and presented at the focus group,
motivating our central discussion points.

System Log Results

During the user study, the system maintained a log of user actions as they
interacted with the system. Across the 5 participants, 7 sessions with the
Rank operations were tracked (one participant created 3 separate sessions
for themselves). The mean number of actions tracked per session was ap-
proximately 310 (median = 286, minimum = 97, maximum = 684). Actions
included such things as session initialization, creation/movement/deletion
of windows, keyword searches, instantiation of ranking and results, in short,
any conditions where the state of the user workspace was altered.

The actions were logged and then visualized to better understand user
interactions. Generally, users made use of an iterative process to find doc-
uments of interest, alternating between putting documents into groups and
instantiating new Rank operations to find new documents relevant to their
queries and then sorting them into their groups. The number of Rank op-
erations created across the study were relatively small however (between 2
and 4).

Focus Group Results

The focus group provided insight into the needs of qualitative researchers
with different levels of expertise with computer supported analysis. We
used thematic analysis to review the results. We report here on the most
prominent needs that emerged.

Mental model need: Rank state needs to be inspectable. In
our tested design, Rank state was coupled directly to a single group. When
the group was updated, the Rank changed. Individual documents within
the group could be selected to weight the Rank search vector closer to that
document. This confused participants about the state of the Rank. We
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decided that the Rank inputs and outputs needed a more explicit visual
representation and decoupled from a single group, allowing for multiple input
sources.

Mental model need: Use direct manipulation for all features,
including workspace interactions. Participants expected more features
to use direct manipulation such as drag-n-drop, infinite canvas, and orga-
nizing documents.

Mental model need: Clarify the exploration metaphors on-
screen. For example, participants wondered whether they were being “dropped
off in the landscape” of documents and “going down different paths” (P7).
If so, they wanted a record of the paths and some way to compare paths
directly onscreen. Participants agreed that “seeing it” and “understanding
how close documents are to each other in space [is important].” (P1)

Feature need: Support set operations and filtering. Participants
were most familiar and received direct training in keyword manipulation.
Therefore, they were familiar with set operators and wanted to use them to
gain confidence that they were being thorough enough in their search.

Conceptual need: Confidence in path saturation. Participants
agreed that they did not need to show total path exhaustion, rather, they
needed a sense of saturation and demonstrable information power. Their
imagination of the use case for Teleoscope was for data curation, which did
not mean finding every piece of relevant data but instead finding enough
representative samples of data.

Conceptual need: Explaining the methodology to reviewers.
Participants were concerned about how to explain the Teleoscope process
to reviewers at a high level, but were not concerned with the details of the
Teleoscope process. As long as they had a clear metric that they could
point reviewers to (e.g., a paper that describes the metric), they did not
particularly care about which metric to use. This was a defensive publica-
tion strategy: in some qualitative papers, keyword searches are reported on
directly to demonstrate that they had reached saturation or sufficient infor-
mation power. Large data sets and less of a value of statistical rigour for
reviewers means that any reasonable metric could be argued for and used.

Conceptual need: differentiating data curation from analysis.
Participants were unsure whether using Teleoscope constituted a violation
of rigour such that it mixed data curation and analysis research phases.
Particularly if text-level analysis was to be supported, they felt that it might
not be appropriate to allow for both in the interface at once. We found
that participants used Teleoscope as we intended: they explored data in a
manner that extended beyond keywords searches. For example, participants
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reported the following:

I was excited when the tool came up with things about the topic,
but not including keywords that I used. (P1)

I use it to find papers that I wouldn’t have found. (P7)

This allowed us to believe that Teleoscope could be used for a longer and
more in-depth research project.

Post-Hoc Analysis and Recommendations from Visualization
Group

We presented our results and current interface to a visualization group at our
university. After two multi-hour analysis sessions, the visualization group
recommended the following:

Visualize workspace relations. Up until this point, our interface
did not include any visual graph concepts since our original abandoning
of adjacency matrices. The recommendation was to clarify system state
further by treating windows as nodes which could be used as input sources
for operations.

Clarify data type representation. Since the results of workspace
operations were effectively variations on ordered lists, the recommendation
was to create visual homogeneity where data types were the same, and
visual differentiation where they were different. From this, we developed
our current paradigm of source, control, and target data types, and a unified
output datatype of a list of document lists.

Create a quick-viewer to allow for minimized windows. A sidebar
was recommended to allow documents to remain as minimized pills while
users reminded themselves of document contents.

Allow for multiple workflows. Users wanted to simultaneously pur-
sue multiple explorations with quickly accessible workflows. They further
recommended that we create chainable workflows to target both provenance
and reusability.

Our main takeaways from the visualization group recommendations was
to move our window metaphor into a workflow metaphor with simplified
workspace objects. This required a major redesign for both our front and
backend systems to support graph operations. It also introduced questions
of concurrency and graph directionality. For example, our first imagination
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of this design introduced cycles into the graph; as such, we made the deci-
sion to make sources strictly “left-handed” and targets “right handed” with
the exception of set operations. This had further impacts on our state man-
agement system, which had to be redesigned to work with a graph-based
structure.

Case Study 2: Conclusion

In this study, we investigated how real qualitative researchers would use
Teleoscope in a simulated research environment. A summary of our findings
corresponding to the research questions is:

• CS2.RQ1 Result. Participants understood the overall concept of
the Ranking operation and workspace as a whole, likening it to walk-
ing down different paths in an unknown region. Even though this
metaphor came from the participants, the operation inputs and sys-
tem state were unclear; therefore we decided that the path metaphor
should be visualized as directly as possible. Participants did not use
any collaboration features of Teleoscope, which may be due to a lack of
impetus, our study environment, or because of our design. In the next
study, we addressed these possibilities to ensure collaboration features
were used.

• CS2.RQ2 Result. Participants interpreted Teleoscope primarily as
a data curation tool. Further, they were unsure about whether it
infringes on analysis and had concerns about academic rigour if it
does.

5.5.3 Case Study 3: Field Deployment

After completing a redesign after Case Study 2, we were interested in a long-
term focused field deployment with qualitative research groups who could
bring their own research needs to us. We also wanted to move Teleoscope
out of a simulated environment and into a production environment where
real-world motivations and difficulties would be encountered.

Case Study 2 had many study contrivances, such as a research topic that
none of the participants were using for their own research. We felt that it
was important to see how Teleoscope would perform when participants were
subjected to all the benefits, consequences and costs of real research. We
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Figure 5.9: An example of a workflow from Case Study 3 our long-term
deployment. Pictures are actual screenshots of research artifacts from our
participant research team’s data-gathering phase. Participants worked both
individually and collaboratively on the Teleoscope interface, and collabora-
tively on Google Docs, Zoom, and in-person. Due to the existing qualitative
research culture in their research group, keyword searches were the focus
of their data curation approach. ML features were used to discover new
keywords, find thematically similar documents that did not have specific
keywords, and to saturate groups with relevant documents.
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also committed to ongoing feature development (and bug fixes) using a quasi
co-design methodology.

Specifically, we were interested in the following research questions:

• CS3.RQ1. When put in a real-world environment, how did researchers
incorporate Teleoscope into their own research practice? Which fea-
tures, processes, and workflows within Teleoscope were commonly used
and in what way?

• CS3.RQ2. Using Teleoscope, to what extent were researchers able to
feel confident that they were able to retrieve data using criteria that are
important to qualitative researchers, i.e., richness, information power,
saturation, etc.?

During this period, we also moved Teleoscope out of a test environment
into a publicly-available production release. This involved adding many
security features and backup systems which were exposed to the threat of
arbitrary internet attacks. We had at least one successful security breach
which was dealt with and mitigated; the number of unsuccessful attacks are
unknown.

Participants

Three PIs and research groups were recruited; only one research group was
able to commit to long-term use of Teleoscope. The final team was comprised
the PI from Case Study 2 and a research team of two graduate RAs that were
recruited specifically to use Teleoscope. Participants were not reimbursed
for their time by us since they were being supported extensively by our
design team for their own research project; our understanding is that RAs
were compensated as normal by the PI.

Methods

Teleoscope was deployed in a standard beta release manner where partici-
pants were given a private link to Teleoscope until we transitioned to a full
public release. Participants were invited to participate in a Discord server
to make bug reports and feature requests. Depending on the request, occa-
sional emails and video interviews were conducted. Logs were kept of system
use to compare with study results. For the purposes of this paper, we fin-
ished data collection after six months, but use is ongoing by the research
team.
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Results

The research team used Teleoscope for data curation for their research
project on nurses and structural inequality as articulated in Reddit’s r/nursing
forum, which is where working nurses post about their day-to-day problems.
Of their own initiative and in alignment with their own qualitative method-
ological approach, the team’s main conceptualization of data curation was
via an external google document that contained a set of keywords to be
used in searches (see Figure 5.9). After exploring the data using a variety
of features in the Teleoscope workspace (described below), they would up-
date their keyword list with successful and unsuccessful searches. Here are
the ways in which the research team used the Teleoscope workspace features:

Teleoscope helped discover unknown terminology. Even though the
research team was composed of people experienced in nursing culture, they
were not always aware of the terms that were used by on-the-ground nurses.

We search based on these weird, predefined words keywords that
we think relate to structural inequities. But we also have to guess
in advance what language people might be using...We didn’t think
that people would delicately [post using the term] ‘people who
experience structural inequities’...But we did try a lot of words
we wouldn’t use, you know, like addict, junkie...We were trying
to use the system in a way that would get us further than those
keywords alone. (P1)

The Teleoscope system helped to populate their keyword search docu-
ment with search terms that they would not have predicted a priori.

Teleoscope helped with search saturation. The researchers reported
(1) making groups from documents from their keyword searches; (2) piping
the groups into the Ranking operation as controls; (3) determining which
documents they had not yet read and (4) adding those documents to the
groups. This helped to see the parts of the document space that they had
not yet captured with a keyword search.

Putting each one of our single groups like indigenous, vulnerable
disabilities, [an RA] put them into the [Rank] and then basically
went through to see like which ones we hadn’t read...We were just
trying to expand our data set and be exhaustive. (P1)
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Working iteratively between keyword searches and ML functional-
ity was important for exploring and structuring the research topic.
The researchers reported that they used the system to iterate and structure
their ideas about their research topic.

It was actually really helpful to start with keyword searches. And
to be able to build out this groups structure, and then [Rank] from
there. Whereas maybe if we’d had a more like drilled in topic,
we could have just gone from there.(P1)

The researchers used Teleoscope to develop ad hoc themes out of their
original categorical approach as their understandings of the target data grew:

There are a bunch of different like origin categories we needed to
go off of because of the way our topic is. We couldn’t even [try to
search for categorical terms such as] ‘Oh, this is about emergency
departments...vulnerable [people] or inequities’...because when peo-
ple are dragging on someone who uses drugs, who comes to the
emergency department every week. That’s not the words they’re
going to use. They’re going to use super stigmatizing language,
probably like what we’ve seen in a lot of cases and be like, ‘I’m so
frustrated. This junkie comes into work all the time. He’s just
drug seeking. He’s like plugging up a bed for everyone else who
needs it.’ (P1)

Projections have potential to allay methodological concerns. In the
focus group, it was brought up as a concern that using Teleoscope might be
too close to analysis and confuse methodological rigour (in rigorous qualita-
tive research, data curation and analysis stages are kept distinct so as not to
predetermine results). However, the projection operation, which was added
after the focus group, seemed to have potential to populate the interface
with unexpected results:

One of the things that I had really worried about methodologically
was that with Teleoscope, I almost felt like you were kind of like
deciding what your findings might be...I feel like [the projection
operation] is really addressing some of that for me, because I feel
like it’s bringing you all these like adjacent topics to what you’re
looking for. And I feel like it really broadens your idea so much
further in the potential data [since] you’re exposed to so much
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more of the subreddit than you would be through just keyword
searching. And I feel like that’s really methodologically sound.
(P1)

The speed and ease of use of the Projetion operation helped with re-
searchers’ sense of completion as well:

When it comes to big data sets, it takes way too long to get a
sense of what’s going on. [The projection operation] is really
nice, quick [and has] potential to expose that kind of stuff so
that your findings aren’t [close to the] single keyword that you
put out...With qualitative research that’s a really interesting and
powerful thing to be able to do. (P1)

Multiple workflows/workspaces allowed for reproducible explo-
ration and collaboration. The research team approached collaboration
by exploring on their own in independent workspaces, discussing their re-
sults, and then collating the results into a single shared workspace. Out-
side collaboration tools were also used, such as email, Zoom, and Google
Docs. The independent workspaces served as drafting areas, where individ-
ual researchers could explore many ideas without committing to the larger
team’s conception of the dataset, then came together with refined groups
and keywords. After they collated their results, they performed further data
exploration as a team on a single workspace by systematically using our ML
operations to ensure completeness.

One of Teleoscope’s key design features is to create reproducible work-
flows that are able to be inspected by collaborators. The above method of
exploring in separate workspaces and combining in a shared workspace was
enabled by the guarantee of maintaining reproducible results.

Along with the above findings, researchers submitted a variety feature
requests and bug reports. Set operations were the last feature to be devel-
oped after some discussion and redesign of our backend graph processing
system.

Case Study 3: Conclusion

In this study, we performed a customized field deployment for a real qualita-
tive research team and took ongoing bug reports and design feedback. The
summary of our findings for our research questions are:
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• CS3.RQ1 Result. Researchers incorporated Teleoscope into their
research practice as a data curation tool, working between an external
Google doc for keywords and the interface itself. Teleoscope was used
to explore parts of the document space where keywords would not be
easy or obvious to find. The most common features used were the
keyword search, document reading and grouping. [Ranks] were used
after grouping. Projections were used after Teleoscoping and grouping.

• CS3.RQ2 Result. Teleoscope helped to provide confidence that a
corpus was being more fully and rigorously explored by providing both
ranked and randomized example documents.

5.5.4 Case Study 4: On-going Public Release

We are hosting an ongoing public beta release of Teleoscope (publicly de-
ployed at [anonymized for review]). This is not a formal user study; instead
it is an ongoing test and demonstration of our system robustness in terms
of performance, security, and availability. By committing to a live release
on a cloud platform, we were forced to develop the following security and
availability measures:

• (Nearly) one-click deployment. Teleoscope can be deployed on
a new AWS virtual machine using Ansible playbooks in nearly one
click. This was developed after a sprinkler accident destroyed our
original non-public servers and motivated our move to the cloud. We
needed to re-deploy Teleoscope often enough to spend time developing
an automatic deployment system.

• Robust backup system. We expected a catastrophic security breach
at some point and developed a backup system. When our database
was indeed hacked and erased, we redoubled our backup system to two
small-scale hourly offsite backups as well as a daily backup.

• User roles/API limiting/Reverse proxy/SSL/TLS. Earlier this
year, Reddit restricted usage of the data API, which interfered with
our data collection strategy. It also introduced the threat of large-scale
data scraping from Teleoscope. As such, we restricted Teleoscope to
registered users (open to anyone to register), creating a robust in-
ternal/external user role scheme for MongoDB and RabbitMQ, put in
place data security measures such as limiting our API throughput, and
set up a SSL/TLS reverse proxy to encrypt messages between client
and server.
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5.6. Related Work

Teleoscope remains online as of the writing of this paper and continues
to gain users.

5.6 Related Work

In this section, we discuss the similarity and differences between Teleoscope
and other related works. With Teleoscope, we departed from standard topic
modelling because we are not interested in creating categorical topics, but
instead are interested in supporting researchers in the first stage of devel-
oping rich, specific themes. The difference between categories and themes
is subtle, but it is important to qualitative researchers. Rather than creat-
ing deductive categories, qualitative researchers are interested in inductive
interpretation.

The difference is illustrated well with Cody, Rietz et al.’s excellent qual-
itative coding support tool (Rietz and Maedche [2021]). Cody addresses
the problem of annotating specific sentences with qualitative codes (similar
to tagging) by connecting keywords with set operations to create inclu-
sion/exclusion rules. These rules are then applied across a corpus. This
supports a style of coding that is fundamentally categorical, that is, the
main action of analysis is to organize the different sentences into code cate-
gories. This is helpful in inductive coding, and is seen in new LLM-supported
tools for qualitative analysis and sense-making (Gao et al. [2024], Kim et al.
[2024], Liu et al. [2023]). Telescope, by contrast, is not attempting to sup-
port users in coding and labeling documents; instead we focus on curating
document sets by visualizing provenance relationships.

On the categorical side, many topic modelling visualizations take the
approach of acting directly on topic as document categories. For example,
Serendip (Alexander et al. [2014]) and TopicSifter (Kim et al. [2019]) both
approach the problem of topic exploration and discovery by allowing users
to filter and/or drill down into topics. For these tools, the topics are the pri-
mary objects of interaction, and the goal is to explore the topics themselves.
Both are a top-down approach. Teleoscope is most conceptually similar
to Scholastic by Hong et al. (Hong et al. [2022]) because we also take a
human-centred approach and provide a hierarchical clustering algorithm as
a “machine-in-the-loop” approach. Their elegant approach of visualizing the
document space differs greatly from our choice of visualizing the process of
discovery. Also, as with Cody, they focus on document coding, which we do
not.

Teleoscope differs from the above tools in that it does not attempt to
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visualize, categorize, or make claims about the entire corpus. Instead, we
take a bottom-up inductive approach which allows for orders of magnitude
larger exploration, but with orders of magnitude less to display. In this way,
although we use semi-supervised topic-modelling NLP methods (explained
below), our conceptual approach does not manipulate topics directly; in-
stead the user interacts with the ML model implicitly while interacting with
documents and groups similar to how they would typically with qualitative
analysis and thematic exploration. Put another way, we are making mini-
topic models from of a restricted subset of documents based on customized
distance metrics that we are calling themes.

Teleoscope differs from topic modelling tools by focusing on (1) discover-
ing relevant documents rather than making claims about a whole corpus;
(2) supporting collaboration, reproducibility, and schema expression; (3)
co-developing themes through creative data exploration; and (4) allowing
users to interact in real time with a larger corpus than other tools (DG1,
DG2, DG3).

5.7 Discussion, Limitations, Future Work

In this section, we discuss the results of our studies with regards to our
design goals, research questions, and provide directions for future work.

Through our studies and design work, we settled on a process-focused
graph-based workflow metaphor rather than a dashboard metaphor (DG2).
This was due to our focus on the process of arranging and connecting doc-
uments as being the most important interaction focus (DG1, DG3); it
also increased visibility of system state and allowed for direct inspection of
computational elements. Researchers found that they were able to find con-
fidence that they had searched “enough” of the document space through us-
ing the Ranking operation, and found potential in the Projection clustering
operation in supporting rigorous document space exploration (CS2.RQ2).
After we iterated on our design to allow for collaboration and make it ob-
vious to our participants how to use collaboration features, they were able
to satisfy their need for theoretical saturation/information power through
collaborative iterative searches using Teleoscope (CS2.RQ1, DG2).

A limitation of a workflow metaphor is that it does not visually model the
unknown document space very well. In part, this helps manage the cognitive
overload since users are only shown what they have explicitly searched for
themselves. However, some dashboard elements such as summary statistics
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of corpus exploration relative to selected groups would be an obvious next
design step.

Due to our users’ use of an external keyword Google doc, an open ques-
tion is how and whether to incorporate keywords back into Teleoscope as
a primary interaction element (CS2.RQ1). Perhaps with more experience
with Teleoscope, set operations would be used to manage keywords more
directly. However, we do not imagine Teleoscope as an end-to-end analysis
tool; instead, we imagine Teleoscope as part of a qualitative research tool
ecosystem. Teleoscope can work within existing analysis workflows between
tools such as NVivo or PowerBI using our import/export feature to common
document formats such as XLSX, DocX and JSON. Researchers were able
to creatively include Teleoscope using external tools and to iterate between
them and Teleoscope.

In our opinion, a large part of Teleoscope’s success is demonstrated by
its on-going public release and use by the research team that we recruited for
field deployment in Case Study 3. We are continuing to recruit more research
teams and hope to see Teleoscope develop into a more mature product as
they use it.

Teleoscope’s impact on methodology. One of the most interesting
and relevant questions for Teleoscope is the way in which it can impact
qualitative research methodologies. This was brought up by multiple par-
ticipants, and is an important question for both adoption of Teleoscope and
for shedding light on other burgeoning ML-supported methodologies that
deal with data interpretation.

Current qualitative methodologies place a high level of importance on
disciplined and ethical data curation, analysis, and reporting. Since interpre-
tation necessarily comes from the perspective of the researcher, researchers
attempt to maintain distance from analysis until data curation is concluded.
Teleoscope could be seen as presupposing a thematic structure before de-
tailed analysis has begun, which would violate the principle of letting the
themes emerge from the data.

However, our participants articulated this mostly as fear of cognitive
bias about the data, not that it fundamentally interfered with having an
opinionated approach to data curation. It is impossible to do data curation
from a truly unbiased perspective, since researchers still have editorial dis-
cretion in choosing their research interests, topics, and data sources. Our
participants were satisfied with Teleoscope bringing up unexpected results
along with expected results as a way to counteract bias.

We believe that Teleoscope provides an opportunity to directly inspect
and compare biases by inspecting and comparing the workflows that trace
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how a document collection came to be. Returning to the Nowell quote
from Section 5.2, we believe that Teleoscope can demonstrate that data
collection has been done in a precise, consistent, and exhaustive manner
through tracing the data curation process with enough detail to enable the
research team to determine whether the process is credible (DG1, DG2).

5.8 Conclusion

In this chapter, we presented Teleoscope, a web-based system that supports
interactive exploration of large corpora (100K-1M) of short documents. We
developed it in response to the need of qualitative researchers to explore
large corpora in meaning-based ways using natural interaction techniques.
Teleoscope provides ML-based workflows that have semantic and compu-
tational meaning. These workflows help researchers to retrace, share, and
recompute their sense-making process. We reported on the design, engineer-
ing, evaluation, and deployment of our system. Our public deployment of
Teleoscope is ongoing. We plan to continue improving Teleoscope and to
maintain it for use by the broad community of qualitative researchers.
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Chapter 6

Schema Crystallization

This chapter presents our analysis of the methodological process of using
Teleoscope. The original paper was presented in a pictorial format; we have
attempted to recreate that format here.

6.1 Overview

Large language models (LLMs) have very quickly enabled semantic text
processing of large corpora in the range of thousands to millions of docu-
ments. The question of how to incorporate machines into a collaborative
qualitative analysis with large corpora is still open. Collaborating with
other researchers and the machine is difficult partly due to the black-box
nature of the LLM. Yet, as qualitative researchers, having a healthy under-
standing of how an interpretation arose is as important as the interpretation
itself. In this pictorial, we present a methodological analysis of collabora-
tive LLM-assisted large corpora thematic exploration by tracking our use
of a previously-developed LLM-based tool called Teleoscope. Teleoscope
helps researchers externalize their internal cognitive schemas while making
sense of data by capturing the process of interpretation in visual workflows.
We contribute schema crystallization, a new concept that helps to integrate
LLMs into a rigorous qualitative methodology for analysis of large corpora.

6.2 Introduction

Large language models (LLMs) have very quickly enabled semantic text
processing of large corpora in the range of thousands to millions of doc-
uments (Asudani et al. [2023], Dai et al. [2023]). As a result, machine
learning (ML) supported qualitative research is burgeoning; but, along with
the promise, come serious methodological questions. Previous work shows
that qualitative researchers are cautiously approaching ML support in the-
matic exploration (Bucci et al. [2024], Gao et al. [2024, 2023], Jiang et al.
[2021]). The culture of qualitative research focuses on theory, positionality,
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SCHEMA CRYSTALLIZATION  
PROCESS FOR LARGE CORPORA 

Crystallization
You have chosen a dataset you want 

documents. You have some 
hunches that you need to 
turn into document sets with 
good thematic explanations 
for your colleagues.

Schema Nucleation
You start exploring the 
dataset with little ideas that 
will grow as you discover 
more facets of the data.

Crystal Growth/Faceting
The little ideas expand into 
big ideas with many facets 
being discovered/developed.

Externalization
Internal schemas 
are represented 
as external visual 

can be inspected 
and shared.

Facet Saturation
Eventually, your shared 
schemas are represented as 
external machine learning 

viewpoints on the data 

the themes that your 
document groups can 
support. When you 
bring these documents 
into your analysis 
stage, you have 

Large corpora in the thousands to millions of 

are making it technically feasible to try. How do 

rigorous, repeatable, sharable manner?

?

Figure 6.1: Schema crystallization introduction graphic.
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and methodology to maintain rigour and protect against approaches that
lack explanatory power and interpretation, or make unsupported conclu-
sions (Hennink et al. [2017], LaDonna et al. [2021]). How to incorporate
machines into a collaborative qualitative analysis of large corpora remains
an open question.

In this pictorial, we present a process that we call schema crystallization
(see Figure 6.1). This process developed while analyzing a large corpus
using Teleoscope, a previously-developed ML-based thematic exploration
tool (Bucci et al. [2024]). Thematic exploration is meant to be an analogue
to the well-known qualitative process of thematic analysis but applied to the
editorial process of exploring a dataset (Braun and Clarke [2022]). Schemas
are the “way we think” about a dataset (Berret and Munzner [2022]), while
crystallization refers to rich triangulation: the metaphor is of having so
many facets of the data that it becomes like a crystal (Tobin and Begley
[2004]). So, crystallizing a schema is the process of going from a vague idea
about a dataset in your mind, to having concrete external representations of
the schema that you can reflect on, share, and iterate, which then sharpen
the internal schema.

To support the above, we present our own process of going from a vague
research idea, expressing it within Teleoscope, and eventually crystallizing
our schemas into visual artifacts that can be shared. We present method-
ological insights for designers who are developing ML-supported qualitative
research tools using LLMs, as well as qualitative researchers who are cur-
rently developing meaningful definitions of rigour within this new field.

6.2.1 Thematic exploration with Teleoscope

Teleoscope is a previously-developed web interface for thematic exploration
of large corpora in the range of thousands to millions of documents (see Fig-
ure 6.2) (Bucci et al. [2024], Lissandrini et al. [2019], Teleoscope.ca [2024]).
Teleoscope allows researchers to create visual workflows to process and cus-
tomize document similarity metrics using semi-supervised topic modelling
techniques (El-Assady et al. [2019], Fariha and Meliou [2019], Nikolenko
et al. [2017]). Thematic exploration is a term that is meant to reflect ap-
plying the values and rigour of thematic analysis to document exploration
in large corpora (Nowell et al. [2017]). Teleoscope’s workflows are meant to
be externalizations of a researcher’s schema so that they can check whether
the machine model of the schema reflects their internal schema (Li et al.
[2023]). Further, since Teleoscope is for collaborative workflows, the exter-
nalized workflows allows multiple team members to come to an agreement
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Teleoscope interface
Teleoscope is a drag-n-drop thematic 
exploration tool which leverages 
LLMs and vector similarity search and 
clustering. Researchers create visal 

schemas, as well as update machine 

Rank
The Rank operation orders 
all documents from a source 
document set according 
to one or more control 
documents, mixing their 
semantics. Rank uses vector 
similarity search.

Search
A fuzzy keyword search is provided as a way 
to get researchers started with the process 
of exploring their documents. Searches are 
not strongly ordered. 

Set operations
Set operations 
such as union, difference, 
intersection, and exclusion are 
provided to help non-destructively 

document sets. They preserve the 
order of source document sets.

Groups
Documents can be organized 
into groups by dragging and 
dropping, by copying from a 
Rank or Set operation, or by 
dragging from a Projection. 
Groups have no intrinsic order.

Note
Arbitrary text is vectorized and can 
be used simply as annotations, or as 
control documents for Rank operations.

from source 
document sets 
such Searches or 
Groups to targets 
such as Rank, 
Intersection, or 
Projections. The 
documents follow 

connecting arrows 
(shown in purple)

Sidebar
Documents can 
be skimmed in 
a sidebar quick 
view where 
search terms are 
highlighted.

Projections
A semi-supervised clustering operation provides 
machine-suggested groups from provided source 
document sets. The cluster supervision performs 
dimensionality reduction using a distance metric 
that is based on researcher-created control 
groups. Documents in the same group are very 
close, documents in separate groups are further.

Collaboration
Multiple people can work 
together in a workspace.

Figure 6.2: The Teleoscope interface.
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about the theme as well as the process of how they came to the conclusion
by tracing the workflows.

A simple way to think of the difference between a thematic exploration
vs. analysis is the difference in inputs and outputs. A thematic exploration
has a large dataset as an input, and the output goal is a set of grouped
documents, associated visual traces that explain the provenance of the doc-
ument groups, and annotations that develop the thematic justifications for
inclusion/exclusion of documents. The exploration process operates at the
level of document sets. However, a thematic analysis operates at the level
of individual lines of text, typified by the hand coding process where docu-
ments are deeply read, interpreted, and related to each other. The output of
a thematic analysis is a set of richly written themes supported by a system
of coded and annotated lines of text within documents (Braun and Clarke
[2022]).

As a theme forms conceptually, it is externalized on the Teleoscope in-
terface as a group of documents where each document has been carefully
considered. Then, a Rank operation captures the set of documents that we
cannot possibly read, but have built up a complex enough network of inter-
face operations and annotations to have a meaningful thematic explanation
for the inclusion/exclusion criteria.

Our goal with this paper is to explore the process of schema externaliza-
tion and sharing, and formalize the methodological approaches to support
this new area of LLM exploration of large corpora.

6.2.2 Privacy/security in Reddit’s AITA

We were interested in exploring privacy/security concerns within Reddit’s
Am I the Asshole (AITA) advice forum (Reddit.com [2024]). In the AITA
format an original poster (OP) will ask a question about a situation in which
they are unsure whether they acted like an “asshole,” describe the situation,
then ask the AITA community to vote on whether or not they were “ass-
holes” in that situation. The AITA community will discuss in large comment
threads while pronouncing concretely either “You’re the Asshole” (YTA),
“Not the Asshole” NTA, or “Everyone Sucks Here” (ESH). These votes are
automatically tallied and included as tagged flair on the original post. Oc-
casionally, the OP will provide further information, comment, apologize, or
argue with the AITA community.

We chose this dataset because it provides an interesting explicitly nor-
mative account of relationship conflicts. The corpus is large, with nearly 1
million documents, which we filtered down to 300K usable documents by
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removing posts that were removed by moderators.
Our original exploration topic was intentionally broad (Chen et al. [2018b]),

looking simply for general privacy/security concerns that involved technol-
ogy. Eventually, we settled on “Nuanced challenges to our current privacy
model” as the first large-scale theme that we would explore. This became
the nucleus of our schema crystallization: trying to decide what we actually
meant by that.

At the moment, Teleoscope does not support nested document display
such as with Reddit’s comment threads. Since our thematic exploration is
not a thematic analysis, our dataset can be constrained to the original posts.

6.3 Schema nucleation

Schemas are a concept in psychology that refers to a set of beliefs, attitudes,
and emotional responses related to an archetypal situation, e.g., “driving.”
An unstated belief might be that “all drivers are not paying attention”
which is related to a dismissive attitude towards drivers, and an emotion of
frustration. If a driver in front were to take a few seconds too long before
moving at a green light, the holder of the schema might externalize their
schema with an explanatory statement by saying out loud that the driver
“must be on their phone” whether or not that is true. After saying it out
loud, a passenger may reflect and amend the externalized schema by saying
“maybe they were just waiting for a car to finish turning.”

Berret and Munzner introduce the concept of schemas as part of the
sense-making process with data visualization (Berret and Munzner [2022]).
Similar to the psychological concept of a schema, data visualization provides
a method by which a researcher can externalize their schemas, allowing
them to inspect, amend, and develop their internal schemas along with the
externalized artifacts of the schema.

We define schema nucleation to reinforce the metaphor of a growing crys-
tal for schema crystallization. A large crystal grows from a small nucleus.
Similarly, expressing and developing a schema must start from a small en-
trance into the dataset. In our case, this was a standard fuzzy keyword
search (see figures 6.4 and 6.3).

6.3.1 Schema Nucleation: Keyword Searches

Many qualitative researchers are formally trained in methodologies that
manage keyword searches, including boolean search. A fuzzy keyword search
produces a definite set of documents (see Figure 6.3). However, with a large
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All documents

All documents
privacy ∩ security

Search: privacy

Search: security
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Each 
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Keyword searches sample 
the document 
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SUBSETTING DOCUMENT SPACE
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corpus, hunches, notions, and predictions emerge 
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(e.g., writing on a whiteboard). For this interface, 
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discover relevant documents.

read
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Figure 6.3: Schema nucleation.
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Nucleation
A keyword search serves as 
the nucleation, providing a 
point for new facets to grow.

EXAMPLE: LOW-ATTENTION, HIGH-VOLUME PROCESSING DURING NUCLEATION
During nucleation, ideas about the corpus are just starting to unfold and develop. Quick interaction is 
key to keeping an open mind while exploring. Crucially, each interaction is both expanding possibilities 
about the corpus through discovering new ideas, and potentially prematurely creating closure and 

l trace of explored avenues allows for 
the necessary systematic challenge to one’s biases. This image includes screenshots and descriptions of 
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“privacy” and discovered more concrete keywords such as “passcode.”
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provides a quick 
way to gauge 
effort and impact.

Reading
Documents can also be read in-depth 
to see whether they might be 
thematically relevant.

Figure 6.4: Schema nucleation example.
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corpus, it is not possible for a person to read all the returned documents.
Perhaps, one can skim over many titles, read a few documents in depth,
browse through a few more to generate more keywords (see Figure 6.4).
These first impressions comprise the schema nucleation phase: the researcher
is just beginning to develop a point of view, but it is yet unformed. Every
keyword search is a strict subset of the total document space, but it can also
be seen as a facet, or view of the data. Every skimmed document is starting
to shape the researcher’s early theories of what the dataset does and does
not contain.

Our Keyword Schema Nucleation Process

We began our exploration of the dataset with keyword searches for common
privacy/security and technology related concepts, such as privacy, security,
password, account. Immediately, questions of biasing our results through
the choice of keywords arose. How did we know that we had the right key-
words? How do we determine whether the posts captured by those keywords
are appropriate? By skimming titles and reading through a few documents,
we quickly discovered more concrete keywords such as “passcode” and “cam-
era.”

6.4 From keyword search to groups

After skimming titles and reading through many documents, we started to
get a very broad and general sense of themes that were within the documents
we had seen so far. For example, privacy brings up documents that were
potentially relevant to our search, such as those about changing passwords,
or reading through a partner’s messages. It also brings up documents that
are less likely to be relevant, such as using the toilet in private. At this
early stage, we were not yet sure that any documents might be relevant or
irrelevant: perhaps non-technology issues such as toilet privacy could shed
light on technology issues. Documents that are interesting can be annotated,
dragged onto the interface for later. We started to create groups of docu-
ments that captured vague ideas about undetermined themes. Importantly,
although every interface action helped to develop our internal schemas, there
was not yet any strong externalized commitment to the schema. This was
a generative, playful, exploratory stage, rather than a stage with highly
directed action.

With enough of this initial exploration, the interface’s workspace be-
comes a visual artifact that serves as an external representation of the am-
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Skim, mark, stage
Document titles and 

body text can be 
skimmed again to 

quickly test a “gut 
feeling” against the 

nacent theme or 

Documents can be 
staged and added to 

controls to see the 
impact on ranking 

(see next page)

ORDERING AND RELEVANCE

Documents may or may not 
be relevant in the original 
keyword search subset. 
Further, since all documents 
have not been read yet, it 
is yet unknown which are 
which. Choosing a document 
as an example for a similary 
ranking operation gives 
a hypothetical relevance 
metric.

When developing a theme, some documents may be more 
or less illustrative of that theme and therefore more or less 
relevant to analysis for that theme. When organizing themes, 
documents must eventually be included or excluded from 
analysis, however, getting a sense for which documents are 
in or out takes iteration.

A control document may or may 
not be from the same search 
subset, but all documents 
within the Rank operation will 
be sorted according to vector 
similarity relative to the control.

All documents within the search 
source are now ordered according 
to the control document. If multiple 
documents are used as controls, the 
semantics are mixed via averaging 
the vector embeddings. However, 
thematic relevance is different than a 
rank: the ordering is just a proposed 
relevance score. Certain documents 
that are more relevant to a human may 
be out of order.

Rank

Irrelevant

Relevant

Control

SourceSearch: privacy

Figure 6.5: Ordering and relevance.
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biguous internal schema. The workspace also can become messy, with staged
and annotated items in no clearly meaningful arrangement (see Figure 6.5).
To continue to develop the schema, a perspective needs to be imposed on
the dataset, which grows a facet of the crystal.

To start to make sense of our keyword searches, we needed put them into
some kind of order. With LLM embeddings, vector similarity search is an
approximation of semantic similarity. However, there is a difference between
one’s schematic sense of thematic similarity and the sense of similarity in a
vector similarity search.

Machine similarity is a statistical similarity, and there is no inherent
discrimination between underlying word senses, interpretations, theoretical
perspectives, or meaningful poetic connections. For example, in the figure
on the previous page, the Rank operation is controlled by a document that
is complaining about a mom “snooping.” There is a semantic similarity
that is captured with the subsequent documents referencing “hiding” but
it does not capture the underlying sense of motive or discomfort that is
implied in the document—these are our interpretations which are not nec-
essarily present in the text, but instead in our own schemas. Imposing an
order based on similarity ranking is a helpful first step, but we could not
assume that the machine’s proposed order would be the same as a human’s
thematic grouping. As we skimmed documents, we added new controls to
better approximate the yet-undetermined themes. Rankings were updated
to reflect the controls. We tested our “gut feelings” as we externalized by
arranging and grouping documents before themes could be formalized in a
concrete way. Eventually, we wanted to create a group of documents that
were confirmed to be within a particular theme.

6.5 Determining saturation

Richness and saturation are two values that are used to talk about rigour
during theme development (Braun and Clarke [2022], LaDonna et al. [2021]).
They are defendable through rhetoric, but not measurable, which makes
them difficult to mechanize within a computational system. Both terms refer
to having dense meaning, richness through making connections to theory,
between data points, and drawing in other sources; saturation through each
new data point not providing a new perspective on the theme (see Figure 6.6
concrete example).

While thematically exploring large corpora, we would say that it is im-
portant to determine saturation because we want our themes to be rich.
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MOVING TOWARDS STABILITY

least reviewed quickly for inclusion. Skimming through lists of document titles provides a way to quickly spot 
check and ensure that the group wouldn’t change much because the theme has stabilized, in terms of all of 
externalized schemas, internal schemas, and document sets.

Rank

Irrelevant

Relevant

Control

Source
Search: privacy

Threshold

copy

Group: privacy Group: privacy

prune

By coping a Rank operation into a group, we 
can stabilize as the documents are reviewed, 
added, and pruned. Eventually, a group can 
reach a state where every document has 
been at least skimmed if not read deeply and 

EXAMPLE MESSY PHASE OF MOVING FROM NUCLEATION TO FACET GROWTH
Our starting phase involved a joyfully messy and quick phase of skimming documents, creating and destroying 
groups, and connecting multiple documents and groups to Rank operations. This allowed for very fast iteration 
and exploration as we generated theme ideas, but, importantly, held onto them loosely.

Figure 6.6: From messy to stable.
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search rank

control 
document

new facets

relevance

unknown

very relevant

all documents

nucleation

search:
privacy

relevance

unknown

very relevant

all documents

rank with
similarity
threshold

control document

As documents are explored, both a conceptual 
relevance and calculated metric relevance are revealed. 
Both our internal sense of thematic relevance that 
comes from our internal schemas and the externalized 
vector similarity ranking are impacted through 
interactions. In this diagram, both senses of relevance 
are depicted as pink crystal surfaces, where height 
corresponds to relevance.

SCHEMA CRYSTALLIZATION IN DOCUMENT SPACE

Nucleation
Documents in the 
Search operation 
are an unordered 
set, so relevance is 

rectangular prism.

Rank
Rank imposes a 
relevance score 

starting with the 
control document at 

the top, so relevance 
is represented here 

as a pyramid.

Threshold
A distance threshold limits the 
number of documents contained in 
the Rank, otherwise, all documents 
could be included in the Rank. There 
is therefore a boundary that can be 
expanded for further exploration.

Document space
We can imagine each document as a 
point in document space. Document 
embeddings are hundreds of 
dimensions where semantic similarity 
is measured by vector distance. In 
this diagram, documents are on a 2D 
surface that is pushed into a third 
dimension of relevance.

Crystallizing as developing facets
As each operation is arranged, inspected, and combined 

we are showing as facets of the crystal. The conceptual density 
corresponds to the density of both actual operations on the interface 
as well as internal ways of thinking about the data.

Figure 6.7: Schema crystallization in document space.

Remember, we are not doing a final thematic analysis with this method,
rather we are trying to find the right dataset that will be able to draw out
certain themes of interest. Therefore, we needed to find a way to define
saturation in terms of using a system like Teleoscope.

Our approach is to liken saturation to a high level of crystallization (To-
bin and Begley [2004]). Many facets are available to the researcher: Search
and Rank operations have been iterated on many times, Groups have been
annotated, broken into different thematic subsets, and new unskimmed or
read documents are not often appearing. In this section we will explore what
it means to determine saturation under the conditions of uncertainty that
are intrinsic to large corpora.

6.5.1 Crystal facet density is equivalent to Saturation

With large corpora, it is impossible to actually read every relevant document.
Some qualitative researchers will hire large teams of coders to achieve results
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rank

document

document

projection

group

FACET DENSITY AND ORGANIZATION = SATURATION

As the crystal grows, more facets are produced 
by interactions with new on-screen windows and 
connections between them. Saturation comes 
when enough different viewpoints are able to be 
expressed about the data, both in the internal 
schema and the externalized portions of the 
schema on the interface.
The green path in the image to right corresponds 
roughly to a pathway in the image on the next 
page. There, we can see a well-organized 

document space shows a different facet.
A high-level theme is represented by the “Shared 
Accounts” group, but it is further faceted by the 
subsequent connections and operations.

Figure 6.8: Facet density and organization.

that are not dissimilar to a mechanized result, because the enormity of
the operation requires a systematic approach. Coders are given detailed
instruction manuals and have team meetings to ensure interrater reliability.
However, it is more in line with the values of thematic analysis to have
individual interpretations that are shared and develop through collaborative
discussion.

In our process of exploration, we found interesting example documents
that became our nucleation points. Often, they were statistically similar to
other documents that we found much less interesting, but not meaningfully
similar. This was a surprising distinction.

Through our initial exploration, we found large groups of documents that
we found to be too similar to analyze individually. For example, searching
for wifi as a keyword produces many documents that are about fairness in
paying for wifi, and the social difficulties of determining who has access to
wifi. After exhaustively looking through every wifi document, it was clear
that our dataset did not have any documents that included the wifi keyword
and were about a radically different situation. Rich themes could be found
within a thematic analysis, but further faceting within the wifi keyword
search was not needed.

However, the thematic exploration was not yet done. Wifi is only one
keyword. Through a Rank operation, we were able to find similar themes
of family sharing of accounts such as Netflix, Spotify, and other stream-
ing services. We made a list of keywords of unique streaming services with
similar problems, similar to the qualitative researchers in the original Teleo-
scope paper (Bucci et al. [2024]). Like them, we reached a point of keyword
saturation. Assembling all keywords gave a list of 13717 documents, which

141



6.5. Determining saturation

Curated group
A group that has been iterated on 
often. Documents are chosen and 
removed with intention. Most have 
been read or skimmed.

Saturated keyword search
Keywords within a particular facet 
have been discovered, added to a 
search, and incorporated into the 

Difference to check for unusual posts
Since certain keywords in this case 
seemed to produce similar results, we 
used a Difference operation to get us all 
posts that did not have the keywords.

Intersection mixed with keyword 
search produces only posts from 
the curated group that have any 
of the keywords on the left.

Rank: ordered group
For this Rank, the curated 
“Shared Accounts” group is a 
source and the Intersection is 
a control. Together, they 
produce an ordered list 
with the most similar 
documents to the 
Intersection 
ranked higher.

Rank: all documents
This Rank uses all 
documents in the entire 
corpus as a source. 
The Rank ensures the 
documents that are 
similar from the whole 
corpus are considered.

Projection to facet  
keyword search
This Projection splits the keyword search 
group into machine-suggested facets. 
Only one cluster is shown here out of 52 
that were generated. The labels for the 
cluster are machine-generated. Clusters 
can be copied into Groups.

Projection to facet group
This Projection splits the 
curated group into machine-
suggested facets.

SATURATED THEME
Here is an example of a theme that has been faceted to the point of saturation. Many 
different facets are presented on the same curated group that subsets the larger corpus.

Figure 6.9: Saturated theme.

is too many to read. Further, even if we had captured a reasonable set of
documents for this one theme, it had not yet crystallized, since there were
not yet facets created.

Human-created groups indicate that the person feels that certain doc-
uments potentially belong together in a theme. When a few groups are
created, a Projection operation can be effectively used to have machine-
proposed groups (called “clusters”) based on the human-made groups. This
provides more facets through collaborating with the machine. Clusters can
be dragged onto the workspace just like groups, where they can be refined,
added to, and used for other operations such as Rank to find similar docu-
ments that were not in the original Projection source.

6.5.2 Incorporating Annotations and Arrangements

Annotation is an important part of externalizing schemas and developing
themes. Arranging documents on an interface develops an external thematic
understanding. Just like with affinity diagrams, arranging and re-arranging
allows for quick, iterative mini-themes to emerge and disappear. Eventually,
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themes congeal and need to be annotated to be properly understood.
Since Teleoscope allows annotations to be vectorized, this affords an

interesting new mechanism of searching, which we will call searching by
archetype (see Figure 6.9). As themes are annotated, common narratives
emerge archetypally representing a theme. For example, “mom always
snoops through my messages” might be a phrase that we would assign to
a persona developed from posts about password sharing on mobile devices.
Since they are also vectorized by the Note operation, they can be used as
part of similarity searches. This is a new and interesting way of curating
results. If a researcher can accurately take on the voice of an archetypal
poster, they can find results that are thematically similar. Guessing and
testing can help to refine the archetypal search results. Multiple archetypal
phrases can be used. This is a novel search mechanism that is based in a
creative arts practice that has essentially not be enabled with prior technol-
ogy. Annotations can also be quotations. As example posts start to emerge,
refining the vector similarity search using quotations allows for more on-
theme results. This can be creatively combined with archetypal searches as
well as document similarity search for further semantic mixing.

6.5.3 Signposts are differentiating examples

The more we worked with our documents, the more we found that we had (1)
documents sets to analyze in large batches; (2) documents sets to confidently
ignore; and (3) special example posts that were “exceptions that proved the
rule,” warranting special focus and attention—signposts. Signposts were
closest to our internal schemas, but difficult to express as external workflows.
They became key documents to determine saturation and major targets
for search. By finding these hidden gems, we anchored our crystallization
efforts.

An example is “AITA for secretly muting my wife’s emails while on vaca-
tion?” This post (see Figure 6.11), along with other signposts, helped us to
solidify our thematic exploration around “ambiguous privacy/security viola-
tions that challenge the accepted value systems of current privacy models.”
However, this was an extremely difficult theme to look for, only discoverable
through carefully reading most of a Rank operation. That is because the
content of the post is a nuanced problem about searching through a part-
ner’s email, which rarely surfaces posts about nuanced situations. There is
no nuance detector built into vector search. Despite searching using key-
words, Rank operations, and archetypal searches, there was no automatic
way to bring up posts that were similar in underlying nature. This illus-
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SEMANTIC MIXING

SEARCH BY ARCHETYPE

One discovery was using the vectorized 
annotations to creatively summarize and 
search. While reading, we got a sense 
for archetypal phrases that Reddit AITA 
posters use. Similar to user personas, we 
came up with example stories that were 

we were interested in searching for.

good combination of keyword and Rank 
operations on posts we had found so 
far to discover new posts with themes 
surrounding the reliance of families (and 
particularly older family members) on 
younger family members. But we could 
imagine what a younger family member 
might complain about on AITA.
Along with our own generated 
annotations, we used quotes from 
documents in the dataset for semantic 
mixing.

Since Teleoscope 
vectorizes annotations, 
they can be used just like 
documents to control 
Rank operations

hoping from example to example can 
be found with an imagined post.

What would 
Jenny, the 

poster, say?

Semantic mixing 
Notes are not in the 

document space, but they 
can be used to control 

Rank operations. 

Figure 6.10: Semantic mixing.
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trates the fundamental difference between what a machine can easily do
with a vector search vs. the value of a human interpreter.

Our interpretation of the post is that there are conflicting value systems
at play. On the one hand, the husband is clearly violating a privacy norm
and controlling his wife’s actions. On the other hand, he believes that the is
doing her a favour, and may very well be improving both of their vacation
experiences. This level of nuance is essentially not possible to discover with
a vector similarity search.

Our saturation goal therefore became to find the most different examples
of nuanced situations such as these. Semantic similarities gave us a recur-
sive process, even within categories of interest breaking them down into
large positive examples, negative examples, and special examples. For us,
saturation came when further faceting could not meaningfully differentiate
groups of documents; as a corollary, we could not find any further examples
that could signpost differentiating factors of our themes.

6.6 Results of exploration

Results of our exploration are document groups supported by workflows
and annotations. A thematic analysis would be needed to report on themes.
However, it would feel unsatisfying to leave our results entirely unreported
for this pictorial, thus we have summarized our findings here. Further, the
Teleoscope platform allows people to create and share workflows.

Nuanced Account Sharing vs. Snooping, Spoofing and Spite

Our common privacy models do not consider the complex interplay of rela-
tional values evidenced by the marked difference between the way account
privacy systems are designed vs. how the accounts are actually used. In this
thematic exploration, we have surfaced exemplar documents from a large
corpus of advice forum data that establishes themes within account sharing
where our privacy models fail to meet clear relational needs.

Explicit account sharing models have been established for streaming ser-
vices such as Netflix or Spotify. Through our exploration, we found that
any shared resource such as wifi or even physical devices such as laptops
had similar themes in terms of relational conflict. We have organized these
document sets in terms of the nature of conflict and identified archetypal
documents which represent the larger sets. Cross-cutting themes appear to
be in terms of the method and justification for removing someone from an
account, including intimacy, socio-economic status, and relational rupture.
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SIGNPOSTING DIFFERENTIATORS  
ALL THE WAY DOWN

After reading through many posts, we 

our research goals from common framings 
of spouse surveillance to something 
more nuanced. This post (right) became a 
differentiating example—a signpost—to 
generate a group of posts that we found 
had a level of nuance (below). However, it 

to articulate in words to ourselves what we 
were interpreting in the data.

The iterative process 

theme using the Rank and 
Projection operations on 
each post helped to clarify 
the theme. Since the topic 
similarity and thematic 
similarity were different, 

were unsatisfactory for the 
underlying sense we were 
going for. But what was it?

By articulating the underlying theme 
through iterative externalization, we 
developed a dense, saturated network 
of operations for each post from the 
“Ambiguous Situations” group. This 
faceting informed our original 
attempt to articulate our high-
level theme. We felt that 
the documents had been 
well-explored enough to 

inclusion/exclusion criteria 
in terms of the themes.

Each thematic exploration ended 

through a similarity 
search. They 

ended up being 
the “peaks” on 
our diagrams 
of complex 
crystal 
faceting and 
growth.

Potential interpretations and themes
deception for a potentially “helpful” familial reason

privacy violation to help someone get paid

seems to be a boundary overstep but not illegal

protecting privacy of another person violates trust

necessary shared account creates privacy ambiguity

Figure 6.11: Signposting.
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Other explicit sharing models (e.g., social media sharing, Dropbox or
iCloud) enable sharing with permissions, but since the nature of the data is
user-generated, it can produce conflicts over social expectations of privacy
and trust. Themes included power imbalances such as adult children man-
aging parental data, peer conflicts with unexpected transparency or lack of
privacy such as with adult siblings seeing each other’s assumed private data
via a parent’s device, or expectations around the privacy of social media
communities and data permeability.

However, the bulk of our analysis focused on nuanced conflicts within
intimate relationships regarding privacy models that assume a single-user-
single-account, but in reality, have multiple stakeholders due to intimate
interdependence. We found email, bank, and social media accounts as well as
user enviroments such as browsers potentially were assumed within intimate
relations (e.g., partners, parent-child) to be shared as part of establishing
trust (e.g., through sharing passwords). Paradoxically, actually acting on
an agreement such as an “open phone policy” was often seen as a violation
of trust. Security violations such as spoofing were considered to be justified
when other greater interdependence values were violated (e.g., non-payment
of bills, interventions into work disputes). Relatedly, access to other people’s
private information via chat messages was not necessarily considered to be a
violation unless enacted in a way deemed unfair or indicating inappropriate
power over somebody.

Excluded from the main analysis, but considered for evidential coun-
terpoints were camera surviellance in shared spaces, trust violations with
regards to pornography, cheating, location tracking, and privacy violations
that did not include computer technology.

6.7 Reflections

In this pictorial, we have presented a central metaphor of schema crystal-
ization that articulates the process of making sense of large corpora using a
tool that leverages LLM embeddings and vector similarity search. We have
theorized about a methodology called thematic exploration that justifies
document inclusion/exclusion into document groups that are accompanied
by retraceable workflows and accompanying annotations. We reported on
our own experience with this methodology, developing analogies to thematic
analysis within this new area of LLM-enabled qualitative methods (see Fig-
ure 6.12). We hope these can articulate ways of dealing with the immensity
of qualitative analysis within large corpora and operating within the uncer-
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SUMMARY AND FUTURE WORK

Future: Tracing and swapping LLMs 
As LLMs are becoming more 
purpose-built, having the ability to 
switch between LLM embeddings, 
quantizations, and other LLM features 
may support another new way of 
providing facets that have yet to be 
explored within large corpora. Given 
a clear enough provenance graph to 
retrace and share, the LLM would be 
less of a “black box.”

Once enough facets of the 
data have been added, the 
theme is densely saturated.

saturation as facet density

The crystal begins 
growing, often from a 

keyword search.

schema nucleation

The process of adding facets 
(views) to both the externalized 

and internal schema.

schema crystallization

Finding examples that 
mark notable parts of 
the theme, rather than 

common parts.

signposting

Using vector embeddings 
of quotes, annotations, and 

documents to impose an 
order on documents.

semantic mixing

Using a piece of creative 
characteristic writing 
to search for similar 

examples of documents.

searching by archetype

Human researcher Generated persona

LLM

Similarity search

Future: Detailed Custom Distances 
Explicitly tuning meaning within 
similarity searches could be achieved 
by interactively customizing 
distance metrics, e.g., by manually 
reordering or highlighting areas of 
interest. This could help with schema 
externalization, differentiating 
clusters, and suggesting signposts 
within a group that are semantically 
far apart.

Future: Iteratively Generating Personas 
An example of a human-in-the-loop process 
would be generating personas with LLMs, 
e.g. to produce pieces of writing that are 
“in character” for a persona, which could 
be accepted, amended, and used to drive 
similarity searches. 

LLM1
LLM2

  LLM

Rank Rank

Metric

Figure 6.12: Reflections.

148



6.7. Reflections

tainty of black-box approaches to LLMs.
Through our experience, we believe that future work can incorporate

LLMs more deeply into qualitative methodologies provided they are not su-
perficially used as black boxes that magically produce summaries, themes,
or other writing (see Figure 6.12). Our own process involved finding limita-
tions of LLMs in terms of producing results that rely on tacit and emotional
information, interpretation, and implication We speculate that these subtex-
tual elements would be difficult for LLMs to encode directly for, however,
may be revealed through human-in-the-loop interaction as interfaces such
as Teleoscope are developed.

For example, the process of semantic mixing and creating archetypes
would not have worked “out of the box” with an LLM that simply summa-
rized or tried to prioritize relevant documents without human input. That
required a creative iterative process to draw out the “hidden gems” from
the dataset. Even though we had externalized portions of our schemas
through the crystallization process, the LLM does not have direct access to
our internal schemas and is unchanged by the process—whereas we are. By
externalizing our schemas, our unstated beliefs are now available for us to
reflect on and share with others. As a result, we might update our beliefs
about our corpora and the themes therewithin. Once we have externalized
and inspected our schemas, we have also changed our perspectives on the
world.
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Chapter 7

Conclusion

In this dissertation, I have presented an account for making meaning with
computational devices, both from an embodied and an extended perspective.
The embodied perspective focused on theoretical approaches to sensing and
displaying emotions to both support and critique work that I had done
with others to make sensing systems for human emotions, and robots for
emotional interaction. The extended perspective focused on the design of
Teleoscope, a system for making meaning from large datasets by interacting
with machine learning workflows. With it, we translated values and rigor
from thematic analysis into machine learning-supported data curation which
we call thematic exploration. Summarizing our experience using Teleoscope
for analysis, we presented the process of schema crystallization to describe
how the meaning-making process can look with computational support.

To frame it another way, this dissertation explored the subjective ex-
perience of meaning in a computational context from the ground up: from
sensation to cognition, from affect to schema, and from individual to col-
lective. I have found that by trying my honest best to represent difficult
concepts using machines with the precision of computation but the limi-
tations of practical engineering has been a surprisingly poetic journey. In
this chapter, I will briefly summarize the major concepts and themes that
underlie the dissertation and reflect on the insights that the work presented
here can give to those concepts.

7.1 Mixing methods: Quantitative vs.
Qualitative

Due to the computational focus of this dissertation, all of the work presented
here is based on logical and mathematical processes at some level. A funda-
mental assumption is that subjective experiences are physical processes, and
as physical processes, they can be detected and represented in a computer.
There is a kind of computational realism hidden in the dark corners of this
work, that is, something exists only insofar as we can compute it. Almost

150



7.1. Mixing methods: Quantitative vs. Qualitative

as if only we could make better computational representations, we would
better approximate reality.

However, my experience attempting to study subjective phenomena has
been that the more measurement I attempt, the less the phenomena is like
the experience I am interested in representing. In trying to measure emo-
tions very rigorously, I found that it didn’t really make sense to “measure”
emotions. In trying to represent meaning, I found that meaning would be
fundamentally changed by the process of representation.

I remember my qualitative research professor was profoundly confused
when I proposed to use a “mixed methods” approach to make emotion scales
better represent subjective experience. I can only hope that I have gained
a sliver of the wisdom necessary to be confused by the idea of making the
qualitative and quantitative meet.

Another short story on that same problem was when I presented at the
ACII 2019 conference for my work in Chapter 3. A conference attendee
exclaimed that my work was nonsensical because “emotions are social sig-
nals.” How strange! From an engineering perspective, all signals should be
processable, right?

My reflections on this are answered by practical limits to computation
as bounded by complexity. Even if I would like to believe that, at some
theoretical level, if only we knew all of the positions and velocities of all
particles involved in a system, we could predict the future, my practical
experience with robotics quickly taught me that simulations and models
very quickly degrade with the number of variables and iterations over time.
And some of the most unexpected realities are true, i.e., we can use GPS to
find someone on the face of the planet within a few meters, but precise robot
positioning within a room is still a very difficult problem. Scale differences
actually matter. My imagination of the theoretical feasibility of the problem
has been very different than the practical reality of implementing a solution.
And “better technology” isn’t always the solution: one of the most effective
positioning systems for highly precise robotics continues to be a simple push-
switch. The idealism of Silicon Valley “we can hack anything” is exciting,
but ultimately a marketing facade.

The gap between quantitative and qualitative is so large that it is prac-
tically unbridgeable (although of course it is possible to triangulate). Ex-
perimental claims from a particular experimental setup are often different
than the ways in which the study implications are talked about. Depend-
ing on your research questions, you can use quantitative methodologies to
talk about subjective phenomena, but you will miss important parts of the
phenomena if you do so.
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In Chapter 3, I eventually realized that the critique from the ACII’19
conference participant was that social signals involve a large set of hidden
variables that would be practically impossible to account for. The phe-
nomenon of a “social signal” happens in such a complex system that it
becomes impossible to compute reliably, particularly because the data col-
lection methods collapse a large dimensional space into a small enough di-
mensional space that humans can reason about it. For example, in studies
where we use word labels to describe emotion states, if indeed our statis-
tics are sound, we are only capable in good faith of making probable claims
about word labels, and not very much about emotion states, because of that
dimensional collapse.

For example, I would not use the PANAS anymore. The PANAS is a
circular measure: it is a measurement tool that measures a participant’s
understanding of a word relative to a common cultural understanding. The
PANAS is a likely set of words that people from a particular culture may
use when asked to rate their experience using an affect grid. If we were
to analyze the probability that any particular word from the PANAS was
being accurately used, it would be staggeringly low. We would have to
calculate the probability that the PANAS study participants had similar
understandings of our words to our own participants, never mind the pre-
cision of the words and their ratings and the alignment to purported inner
states. In some way, an experiment designed to use the PANAS is relying
on my current participants being very statistically similar to the original
PANAS participants. Which is a dubious assumption, especially since many
of my participants are from different cultural groups, and we might have to
teach them what the words “mean.”

It isn’t that the words from the PANAS don’t represent emotional states—
they must to some degree—it’s that the process of studying emotion states
using word lists requires these summarized, externalized symbols (the words)
to be concretized (the measurement), when human experience is an ever-
unfolding process (the phenomena). It’s not that there aren’t ways to
quantify qualities, it’s that the static symbolic representation captured in a
word can’t capture the fullness of the category of emotional experience that
we call “qualitative.” So, the interpretive methodologies used in qualita-
tive methods don’t typically use quantitative statistical methods because of
this flattening effect. When we use quantitative methods, we are necessar-
ily throwing away the richness of individual experience. Perhaps for good
reason—some studies don’t require richness to have an effective research
output—but perhaps not.

My conclusion is that it is certainly possible to use mixed methods to
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research a single phenomenon, but that the triangulated results may be diffi-
cult to combine in a statistically consistent manner. That is, mixing methods
doesn’t bother me, but the “mixing” needs to happen on the rhetorical side,
i.e., during interpretation rather than measurement. This is why Telescope
ends up being process-oriented rather than output-oriented. The meaning
system needs to include the live, on-going interpretation of the human be-
ing to be valid; the artifact is just a trace of what the human was willing to
concretize along the way.

7.2 Machine Learning vs. Cognition

During my time studying natural language processing (which has been at
least a decade, maybe longer), I have seen the field change from a tentative
interest in neural networks to being totally dominated by them. When I
started studying them, the question was “will larger language models out-
perform old-fashioned theoretical linguistic models?” and the joke was that
Google’s prediction models got better every time they fired a linguist. My
own understanding of machine learning has grown as I have moved from
largely using classifiers to largely using LLMs.

Due to the name “neural network,” there is a common question as to how
effective our machines are representations of the human cognition system.
With the incredible success of LLMs, it seems like we have cracked the
nearly 70-year old problem of the Turing Test wide open. However, I am
less optimistic about having found a general AI than the typical marketing
of LLMs seems to like to prefer.

First, the same phenomenon of drift is happening to LLMs just like
with physical sensor models, sometimes called “hallucinations,” sometimes
called “data drift,” sometimes called “prompt drift.” Just like with sensors,
I think there will be some excellent engineering tricks to reduce drift, but
ultimately some problems may come up against fundamental limitations.
Again, we can track people’s phones via GPS with incredible precision, but
we can’t actually get centimeter-level precision from autonomous robots in
a room. The drift is too much and we need to use other techniques.

Teleoscope is a way to try to manage this problem from a practical
HCI perspective. LLMs have limitations because they are not embued
with the sum total of our experience, and could never be. The Teleo-
scope design insight is to provide a continuous, interactive way to modify
human-understandable inputs to produce human-evaluatable outputs. It
helps people decide what they want, with the understanding that that will
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shift through interaction.
In Teleoscope, “thinking like you” means that the machine learning

model will output document groups that are similar to unstated and sub-
conscious thematic understandings that are felt, rather than understood. In
some ways, it operates on subtext by using text encodings. The assumption
is that the subtext is encoded to some degree in associations, and that the
dimensional reduction will pare away the associations that are not relevant
to the theme being explored.

As I have said in the dissertation, my working understanding of machine
learning models is that they represent a lower bound in terms of the complex
structure of cognitive processes. They provide insight into how our cognitive
structures work in this sense, but it is a mistake to imagine that our bio-
logical neural networks are equivalent to machine learning neural networks.
There is surprising and useful functional overlap that should be studied, but
the limitations of the metaphor are very important to recognize.

For example, the mechanical metaphor was the most commonly used
understanding of cognition up until the advent of artificial intelligence and
search algorithms. If the brain is like a machine, we now know it is not
like a machine with gears and cogs. But it is also not like a search algo-
rithm. Chomsky grammars helped us analyze language using computational
metaphors based in graph search, and there was great effectiveness in it for
a time, but the metaphor is comparatively not very useful with the advent
of machine learning. As just one example of a possible critique of the cur-
rent metaphor, if our biological neural networks are “like” machine learning
neural networks, then they must be much more temporally embedded than
our machine learning neural networks currently are. My instinct is that
something else will replace this metaphor soon enough.

The helpful takeaway is to use the complexity of machine learning neural
networks as ways to complicate our current models and understandings of
human cognition. We can use the power of interactive systems to model
processes even if the models are almost entirely “wrong” in terms of de-
scribing the actual functioning of the human cognitive system, but, if my
own experience attempting aspects of this is instructive, we will gain great
insights from the attempt. This is more art than science; more poetry than
engineering.
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7.3 Saturation and Information Power

Teleoscope offers a way to visually represent saturation and information
power by using multiple examples to build themes of inquiry. After reflecting
on the design of Teleoscope, there are many ways that we could extend the
work to better encompass the concept of information power.

With the wifi examples from Chapter 5, we found that many wifi prob-
lems felt identical from the perspective of account security. Similarly, they
also felt identical to many other account sharing problems, such as with Net-
flix or Spotify accounts where friends and family members were fighting over
access to the account and equal payment. In other words, each document
had low information power, but high statistical power.

From a statistical power perspective, we could make claims about the
prevalence of a phenomenon within the corpus, or estimate the prevalence
in a population based on sample data. These are interesting quantitative
measures, but not qualitatively useful.

From a qualitative perspective, it would be more useful to find both typ-
ifying and differentiating examples. This is what is captured by the concept
of information power. For many wifi problems, the interesting qualitative
thematic curation action is to find the essential or typifying document, but
also the essential outliers. From an encoding perspective, the typifying doc-
ument might be most similar to most other documents, but the essential
outliers are not. They often have content similarity, but subtextual dissim-
ilarity.

We referred to both essential outliers and typifying documents as nucle-
ation points, since they often “grew” a schematic crystallization of a theme.
The example from Chapter 6 was of a husband who secretly muted his wife’s
emails when they were on vacation. Despite extensive searching, it was dif-
ficult to find any other documents that “felt like” this document in terms
of the moral ambiguity of the situation. We might call this an “essential
outlier”, since it was unusual but said something that felt perfect about the
theme. In other words, this document had high information power, and low
statistical power.

7.4 Positive Implications for HRI and HCI

A large part of this dissertation involves working through my personal dif-
ficulties with taking a cognitivist approach to emotion recognition, when it
seems that the phenomenon is more complex than is typically construed in
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HRI/HCI research. However, there are many positive takeways. Here, I
outline a short vision for the future of affective computing in HCI and HRI.

From a design perspective, focusing on designing for meaning systems
allows us to apply methodologies appropriate for meaning, rather than at-
tempting to construe design research in terms of experiments or a facade of
scientific generality. For example, I would personally find more value in a
study about robot emotions where a researcher worked with a highly-trained
puppeteer than attempted to construct an experiment that demonstrated
the universality of the robot’s emotion display. Deciding when a project is
legitimately more speculative fiction or performance art than science would
help save effort in trying to fit the work into the wrong box.

However, deeper than that, I believe that the theory of constructed emo-
tion (TCE) provides a fascinating model of emotion that we can incorporate
into our design work. In fact, Fridman, Barrett, et al. provide a fascinating
example of applying TCE to a real-world problem of analyzing high-stress
police activities and providing recommendations for training (Fridman et al.
[2019]). They argue that understanding emotions as constructed implies that
training procedures should focus on developing interoception, or a person’s
ability to focus on their awareness of the meaning of their felt bodily signals.
This can help the person intervene on the construction of an emotion in real
time.

The inventors of Biomusic (Cascio et al. [2020]) may agree. They have
developed a system for translating body signals into music to support neuro-
divergent people in becoming more aware of their internal emotional states.
Rather than the system labelling the signals with emotion words, with the
help of a therapist, the participants use the signals to help narrativize their
own experiences. In other words, the technology is supporting someone
in improvisationally understanding themselves, rather than trying to make
decisions for them, and maintaining the focus on human-human interaction.

My vision for HRI/HCI research that wishes to work with human emo-
tions follows the same pattern. Recognizing the design implications of TCE
would mean focusing therapeutic interventions on introspection or intero-
ception (such as with Biomusic). My own personal experience of success-
ful emotional intervention technologies in health care is that devices that
flexibly support improvisational play are more successful than prescriptive
systems.

Examples of prescriptive systems are typified of by a genre of HRI/HCI
intervention: stress detection in car systems (Siam et al. [2023], Paredes
et al. [2018], Zontone et al. [2019]). The system purports to have a full un-
derstanding of an affective state, and occasionally prescribes an intervention.
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I am not able to evaluate whether such a design makes sense for a high-risk
high-control environment like driving cars. But I was once asked by a re-
search manager at a mining company whether I could build an EEG-based
alertness detector into a hardhat for drivers of their large mining trucks.

My answer was, “yes, probably,” but the request made me distinctly
uncomfortable. What does an alertness detector for a driver do? What does
a stress detector for a driver do? There’s an implied intervention that to me
seems to perpetuate whatever problem is trying to be solved by incomplete
measures. If your drivers are falling asleep at the wheel, the ethical solution
isn’t to keep them awake through a technological intervention, the ethical
solution is to create a system where they don’t have to be worked to the
point of exhaustion. Our technological solutions are not detached from their
social contexts. At some point, the stress detector just becomes another
monitoring system, adding to information and notification overload 9.

If we understand emotions as systemic, emergent homeostatic processes—
as TCE does—the design implication is that no one intervention is going to
create a shift within the emotion system. Instead, we should be focusing
on designing technologies that do not prescribe as much as help a person
describe and become aware of their own emotional status. My suggestion
would be that making effective relational, improvisational and introspective
technologies will get closer to producing effective affective interventions.

7.5 Extended and Embodied Cognition

The final reflection I have is on extended and embodied cognition. I have
become a strong believer in embodied and extended cognition, and the
aforementioned machine learning metaphors (coupled with a computational
graph understanding) have helped me develop an intuition for why that
might be.

Imagining the brain like series of neural network layers arranged in a
very complex multi-layered weighted graph, it would make sense that cer-
tain areas of that graph would be only possible to activate if and only if
other disparate parts of the graph are activated. Concrete and funny ex-
amples: why can’t I remember a song lyric without singing the whole song
sometimes? Or why can’t I remember where my keys are unless I retrace
my steps?

If we think of memory as entirely “in the brain,” this question becomes

9A 2018 study showed that sometimes having more information can impair decision-
making for nurses and baby care (Van Kollenburg et al. [2018])
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“why can’t I just run my search algorithm effectively?” which, I believe, is
the wrong question. Rather, there must be a particular pattern of neuron
activation that is necessary and the only way to go about activating those
neurons very well may be by going through a process or with particular
sensory input. We imagine the brain to have total access to itself, but,
actually, the cognitive graph is very likely highly partitioned.

Hysteresis is actually a key working part of this system, exemplified
by how touch sensation works (for certain signals). We eventually do not
notice the pressure of our clothes on our bodies: why? Partially, there is a
“software” reduction in attention, but also there is a “mechanical” reduction
in the signals being sent to the brain due to hysteresis. There isn’t enough
neurotransmitter left due to the high frequency of touch signals from your
cloths on your body, so signals are sent less frequently as before, therefore
the perceptual signal is reduced.

The “embodied” part of extended and embodied cognition means that
the cognitive system, typically though of as a brain or a computational sys-
tem, exists in a body, and that the body is a part of the system, not external
to it. A shocking thing that a biosimulation professor once said to me is that
muscles are just neurons that move (they transmit action potentials and also
contract). Further, he claimed that there are enough neurons in the optical
nerve to see that it does some amount of “data preprocessing,” that is, the
“brain” does not do all of the computational work while the “body” does
none. The closed feedback loops that exist in the muscles make it analyti-
cally possible to consider that the muscles are doing some amount of data
processing as well (although it’s often not thought of like that).

The “extended” part is to realize that the external world is actually also
part of the cognitive system. This is non-trivially true, i.e., humans both
require stimulation from the external world to perform cognitive processes
as well as identify with parts of the external world. This is analytically
counterintuitive but experientially normal: you probably say that someone
hit “you” if they hit your car, and in a lot of ways, that is truly your
experience of it.

The question that is often asked then is, ok, if all that is true, which part
is the “me” part? Which part is the “experience” part? It really doesn’t
seem like my muscles are conscious, and people lose limbs all the time and
still have subjectivities, and certainly my car is not really, truly part of me.
In fact, the opposite direction of elimination is also true. You can lose huge
parts of your brain—or even have it split in half—and still basically function
and identify “normally.” It seems that all the brain really needs to have an
illusion of experience is to be able to rationalize causality.
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I can’t answer questions of consciousness, although they are fascinating.
In the sense of having an illusion of experience, identifying with our exter-
nal environments, and relying on the world to put our brains in a particular
state of activation, I think there is a non-trivial and very real sense in which
our devices and programs (such as Teleoscope) are indeed parts of our cog-
nitive system, particularly while we are using them. I feel quite confident
in claiming that they are part of our meaning systems (as written in the
dissertation) but it also seems to be both subjectively and ontologically cor-
rect to some degree. So, whether the computer “thinks like us” is hard to
determine, but we certainly have incorporated the computer into the “way
we think.” And to me, that’s fascinating.
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