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Course updates

* Proposal: change piazza response due time from
24 hours before class to 18 hours before class

* e.9., 2PM instead of 8AM the day before class




Machine Learning

e Application-focused paper

e Systems pov: what are ML requirements?

* Flexible to customize tor an ML engineer (plug in different
strategies for optimization, (a)synchrony, model types, data
types, scale, device types, parallelism




TF versus Spark
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TF versus Spark

Different designs, but with similarities!

* Failures aren’t more/less likely in a TF cluster versus a Spark cluster.

* Same data flow abstraction — ML as a graph versus analytics as a process

Fault tolerance (sec 4.3): both have a “checkpoint” mechanism. Spark achieves this primarily with RDDs
and lineage.

State mutability: TF chooses mutability, Spark uses immutable RDDs.

Can you use = for Spark’? Yes if you frame everythlng as a tensor -) TF dynamic control flow in a data




TF design

» Dataflow. nodes are operations, data flows on vertices from node to node, which transform it.

» Device specialization: an implementation of an operator per device. e.g., matrix multiply for
CPU (x86/ARM..)/GPU (Nvidia/...)/TPU (v1/v2)

» Device abstraction: allocating memory for input/output, issuing kernel for exec, transfer
data to/from memory.

« Compiler selecting the implementation to use (without developer needing to make a
choice)




1F eval

e Eval criteria:

Throughput (data/time): training time

Training step time: latency per iteration
 Efficiency (single machine); Table 1
« Straggler mitigation (use backup workers to make up for slow nodes)

» Sparcity : sparse versus dense vectors




Discussion points

e Data-flow to the rescue” Especially good match
for big data and commodity resources (requirin

a smart compiler)?

* App-specific compute specialization. ML clearl
important. Other app optimizations”? BitCoin..




Next: CAP theorem

* Done with distribute compute (Spark + TF

* Back to data consistency, this time at scale




