Hyperledger tfabric: a distributed operating
system for permissioned blockchains

Androulaki et al.




Fabric

Passive versus active replication

« Active: the proposal/command is sent to the entire RSM and each node

executes the command locally (each replica is “active”) ~ similarity to
op-based CRDT

Passive: the command is executed at a single node (primary), the
S|de effects (updates) of the execution are sent to the each RSM
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Fabric

o A “distributed OS” for permissioned blockchains: general
and modular

* More a framework than an OS”? Much higher level than
a distributed OS

* Modularity: different consensus pieces, different PLs




Why execute-oraer-verify’?

* (In contrast to order-[execute-verify])

» Throughput: Wasteful for everyone to execute chaincode = smart contract. Constrain set of nodes that execute, then use
passive replication on side-effects to KVS to distribute exec. results.

» Trad. blockchain combine trust with consensus: delegating nodes for execution adds complexity
» execute-verify stage in BitCoin is cheap: simple DSL, and txns are easy to “execute” (e.g., validate)

* Non-determinism = bad = bugs = good to discover early. Execute first means you get to fail fast! You don’t want non-
determinism to be discovered late in the processing of a txn/invocation.

» Public bchain:
* Problem with scaling to a large network: endorsement doesn'’t scale.

Who is trusted to provide endorsement? Someone could provide incorrect endorsement.




~apric design

* Networking protocols:
e BitCoin: use gossip txns and blocks (trust no one; no privacy)
e Fabric: use gossip distribution of blocks (public state of the chain)

* Use point-to-point for endorser set (execute stage) based on policy: only target
the endorsers you need — this provide privacy for invocations).

+ Ordering:




Fabric evaluation

« FabCoin ~ BitCoin => transactions are light-weight; trivial smart contracts
(chaincode)

 What is a fair Fabric comparison system?

e Comparison with an order-execute system! (Previous systems are the
expected baseline)

e Lacking: Experiment with high load to same key, varying the time between txns
o the key: from 1ms between access to 1s — measure txns throughput or




Closing discussion

e Breakout discussion:
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Next: project presentations!

* Project presentations schedule finalized
e 12mtalk + 5m Q/A

* [iIme must be split evenly between all group members

« Project report+code due Decernber 1117 by 621 PT
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