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Project updates due tmrw

* By tomorrow at cpm Vancouver time:

. Send me a project update (2 page max




CAP and CRDTs

* Paper: s a problem. We have a solution.
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CAP and CRDTs

e So, do CRDTs “solve CAP” ? Why or why not?
* Doesn'’t solve it because the C in CAP is not the C (SEC) that CRDTs provide!

e Perhaps a solution to a “theoretical” notion of CAP. Mathematical guarantee that does not reflect
reality.

 Makes assumptions that may not be true in practice: eventual delivery

» Performance is also a practical issue

+ But, makes progress on CAP! Allows automagic convergence without user involvement. Perhaps




SE versus SEC

» Defined used linear temporal operators (circle, square), part of temporal logic
» Square: always
 Rhombus: eventually

* Netw assumption: Eventually all updates delivered to all replicas

» EC: eventual consistency (def 2.2)

* Always the case (square), if two replicas have same set of states, then eventually (rhombus)
 always (squa e | e T
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CRDT “object” detn

* Assumptions for both state based an op based CRDTS
* Eventual delivery of all updates

e Termination of all the operations

e Applications use CRDTs through the exposed API (ADT




CvRDT “object” detn

 CVRDT (state based / convergent)
* Object states (values), order on states of the object

e State merge method: m(s1,s2) => s3 (LUB)

« Update method: monotonic, non-decreasing




CmRDTs

- Requirement: causally-ordered broadcast protocol
« CmRDT (operation based / commutative)
e Qperation

* t: prepare-update (side-effect-free) method — runs once, at the source of the operation

* u: effect-update method (side-effects)




CmRDTs




CRDT examples

 Vector clocks are CRDTs

* Counters: set of increments, and a set of
decrements. Merge: \sum over the increments -
\sum over decrements




CRDT tradeoffs

e Error handling: how do "ask” or tell an application about
a conflict that | want the application to resolve?

e You can't (or shouldn't): conflict resolution must
happen inside of the CRDT and it must be consistent
across all replicas




Next: Optimistic Replication
OR

* |[n some ways, a pre-cursor to CRDTs. A broad area of
distributed coordination algorithms that “assume the best”

e Similar to optimistic concurrency control mechanism
ike software transactional memory

)

~+ Optimistic replication deploys algorithms not seen in



