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FEATURE: EXPLORING AI CODE ASSISTANTS

PROGRAMMING IS A nontrivial 
human activity. Until very recently, 
the idea of automating code genera-
tion was considered a pipe dream 
(putting aside the advances in pro-
gram synthesis, which is a topic at 
least 10 years old).1 This radically 
changed with the first generation of 
artificial intelligence (AI) code as-
sistants, all released within the past 
few years. These include Tabnine 
(released 2018), GitHub Copilot (re-
leased 2021), ChatGPT (2022), and 
Amazon CodeWhisperer (released 
2022); all of these are described as 
“assistants” that are intended to help 
increase developer productivity.

Introduction
These tools are trained on hundreds 
of millions of lines of source code. 
They work by translating a natural 
language prompt into a correspond-
ing implementation. For example, 
prompting Copilot for “a function 
that computes the ith element in the 
Fibonacci sequence” will result in a 
function (in the programming lan-
guage of the project) that implements 
precisely this logic. These tools may 
seem like a novelty. But, large com-
panies like Google have already re-
ported astonishing results—a Google 
blog post reports that “3% of new 
code (measured in characters) is now 
generated by accepting ML comple-
tion suggestions.”2 Similarly, Cisco 
reported a 50% increase in produc-
tivity, albeit in a specific scenario.3

Meanwhile, the fast-paced de-
velopment of AI has generated some 
concern about the impact of this tech-
nology on humans and its implica-
tions for education,4 job losses,5 and 
other human aspects. This has fueled 
both public and scientific debate.6

But, how are these tools perceived 
by developers? And, why do some peo-
ple advocate for their use, while others 
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argue for avoiding them? In this arti-
cle, we aim to answer these questions 
by considering the public perception 
of these tools based on discussions on 
Twitter. We provide some quantitative 
results from our study and then detail 
four concrete narratives that we be-
lieve are representative. In short, we 
read many Twitter discussions so you 
do not have to. Let’s dig in!

Distilling Narratives 
From Twitter Discourses
We have distilled 39k tweets about 
Copilot and Tabnine into a sample 
of 331 tweets. We focused on Copi-
lot and Tabnine because they were 
the first two popular code genera-
tion tools with the largest volume of 
related tweets. Our 331 tweets had 
a wide reach and were representa-
tive of the narratives generated by us-
ers of these tools. We analyzed this 
sample to understand the promises 
and concerns of these tools as re-
ported by their users. Before detailing 
the methodology behind our study, 
it is important to mention why we 
used Twitter. Previous studies have 
shown that developers use Twitter 
to stay current with recent techno-
logical trends.7 Specifically, Sharma 
and colleagues8 report that the third 
most popular category discussed by 

software developers on Twitter is ex-
actly New Releases, that is, “tweets 
announcing the release of a new soft-
ware version, tool, etc.” [The first 
one is Article and Multimedia Shar-
ing (tweets sharing articles, blogs, 
tutorials, or videos related to soft-
ware development), and the second 
is Technical Discussions (tweets dis-
cussing some technical issues related 
to software development).] Indeed, 
Copilot averaged 1,097 tweets per 
month before its release on VS Code; 
after that, it averaged 1,175 tweets 
per month, which is a 7% increase in 
tweets. Tabnine averaged 246 tweets 
per month before its release on VS 
Code; after it averaged 329 tweets 
per month, which is a 34% increase 
in tweets. Since we are interested in 
understanding software developers’ 
reactions to the first generation of AI 
code assistants, Twitter data proved 
valuable because they often included 
early adopters of these assistants as 
well as of other technologies (https://
blog.twitter.com/en_us/a/2016/new 
-research-8-ways-early-tech-adopters-use 
-twitter). Twitter is a starting point for 
this line of research and leaves room 
for future studies of other platforms, 
such as StackOverflow and Reddit.

We used quantitative and qualita-
tive approaches to analyze the public 

English discourse to build the nar-
ratives around AI code generation 
tools. We first retrieved the tweets of 
interest using the Twitter application 
programming interface, querying it 
with the keywords “tabnine” and 
“github copilot.” (These were the 
tools publicly available when we col-
lected the data in November 2022. 
Other tools were available either in 
beta or had recently been launched.) 
We limited our search to retrieve 
tweets published only after the public 
releases of Tabnine (November 2018) 
and GitHub Copilot (June 2021). 
We obtained 39,361 tweets about 
GitHub Copilot (25,516) and Tabnine 
(13,845). We identified tweets in 81 
different languages, including English 
(24,692), Spanish (1,899), German 
(479), etc. Out of the 39,361 tweets, 
64.29% were posted by users who 
had associated location information 
in their profile. Figure 1 presents a 
map with the locations of these us-
ers. The map indicates that most 
tweets were from North America, 
Europe, and India. The countries 
with the most tweets were Pakistan, 
the United States, India, the United 
Kingdom, and Canada (in decreas-
ing order).

We first filtered out 14,669 
retweets and non-English tweets. 
Given that English tweets are the 
majority of the data and that English 
is regarded as the lingua franca of 
computing (https://en.wikipedia.org/
wiki/English_in_computing), we as-
sume the dataset sufficiently applies 
to the general public. Then, we iden-
tified the most significant tweets and 
qualitatively analyzed the narratives 
behind them. We consider a tweet 
to be significant if it belongs to the 
1% of tweets that have the largest 
number of retweets, the largest num-
ber of replies, or the largest num-
ber of likes. In short, by significant, 

FIGURE 1. A map with locations of Twitter users for those users who had their location 
available in our dataset. 
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we mean tweets that have reached 
a large audience. This yielded 255 
tweets about Copilot and 138 tweets 
about Tabnine. Table 1 overviews 
our final dataset.

The resulting codebook is a list of 
themes associated with each tweet. 
For instance, there are tweets de-
scribing performance issues with the 
AI-based code generation tools and 
tweets mentioning the low quality 
of the code suggested by the tools. 
Therefore, we organized these two 
codes (performance and quality) as 
examples of a larger category, called 
Concerns. Similarly, we identified 
Promises as another category that en-
compasses the codes associated with 
the benefits of the tools, including 
usefulness, efficiency, integration with 
other software development tools, etc.

In addition, we identified the Goal 
of each tweet. In this case, tweets 
might be informative, provide rec-
ommendations, be funny, or be an 
advertisement about one of the tools. 
For instance, the following tweet rec-
ommends those writing PowerShell 
scripts to adopt GitHub Copilot: “If 
you write #PowerShell scripts, you 
must check out #GitHub Copilot in 
#VSCode.” Tweets marked as adver-
tisements were those posted by the 
companies that build the AI tools and 
the people who work for those com-
panies. Note that the categories are 
orthogonal; that is, one tweet might 
be informative and, at the same time, 
describe a concern with a particular 
AI-based code generation tool. In 
fact, most tweets belonged to more 
than one category.

After creating our codebook, one 
of the authors coded the 393 tweets. 
We removed from our sample 57 
tweets whose goal was to advertise 
the tools and five tweets that were 
not related to Tabnine or GitHub 
Copilot. In the end, we qualitatively 

analyzed 336 tweets. (Our final co-
debook with categories and codes, 
our final dataset, and the script we 
used to retrieve the data are available 
online at https://osf.io/xerz2/?view_
only=ac60108ce22241b1bb9b51f40
c781d86.) Out of these 393 tweets, 
only 30 occurred after Twitter was 
acquired. This indicates that the 
change in Twitter’s ownership had at 
most a minor impact on the narra-
tives we identified.

Narratives
By creating the codebook and asso-
ciating codes to tweets, we were able 
to determine common narratives 
within the dataset while ensuring a 

level of consistency in our coding. 
Using the 31 unique codes from the 
codebook, we found that the themes 
revealed a mixed sentiment toward 
AI code generation tools. Developers 
appreciated their productivity bene-
fits and broad applicability, but they 
also expressed concerns about code 
quality, security, and ethical implica-
tions. These tools were seen as po-
tentially transformative for software 
development practices, with the fear 
of AI replacing human developers 
considered unwarranted. We then 
used our codebook and the narra-
tives to assemble recommendations 
for developers in the section “Rec-
ommendations for Practitioners.”

Table 1. Descriptive statistics of our final tweets dataset. 

Copilot Tabnine 

Users

Number of unique users 4,634 1,890

Top 5 countries Pakistan, United 
States, India, Great 
Britain, Canada

United States, India, 
Great Britain, Germany, 
Canada

Occupations of top 15 users IT services, bloggers, 
developers, 
freelancers, academics, 
software practitioners, 
cofounders

IT services, bloggers, 
developers, developer 
relations, freelancers, 
software practitioners, 
cofounders

Tweets

Number of tweets 255 138

Minimum number of likes 1

Mean number of likes 137

Maximum number of likes 6247

Minimum number of retweets 2

Mean number of retweets 21

Maximum number of retweets 1788

Minimum number of 
comments

0

Mean number of comments 6

Maximum number of 
comments

186

https://osf.io/xerz2/?view_only=ac60108ce22241b1bb9b51f40c781d86
https://osf.io/xerz2/?view_only=ac60108ce22241b1bb9b51f40c781d86
https://osf.io/xerz2/?view_only=ac60108ce22241b1bb9b51f40c781d86


114 IEEE SOFTWARE  |  W W W.COMPUTER.ORG/SOFT WARE   |  @IEEESOFT WARE

FEATURE: EXPLORING AI CODE ASSISTANTS

Promises: Useful Code Suggestions
In general, several tweets mentioned 
that the tools provide suggestions 
that are very accurate and useful 
(“really good at predicting useful 
completions”, “crazy good”, “Pretty 
scary how accurate it is at predicting 
your code, especially after a while, 
it gets better at predicting your 
code.”). These tweets often also re-
flected how impressed users are with 
the capabilities of the studied AI 
tools. For instance:

I was so surprised how good it 
[Tool] is 

I’ve been trying [Tool] an auto-
completion tool for VS Code that 
blew my socks off. Sometimes it 
seems like it’s just reading my mind 

Been trying out the [Tool] with C# 
and @xunit in VS2022. It really is 
pretty mind blowing.

A related promise is associated 
with the broad applicability of AI-
based code generation tools. For 
instance, we found tweets men-
tioning different programming lan-
guages (Java, Flutter, Dart, Python, 
and Rust) and frameworks (Drupal, 
React.js, etc.).

Beyond Code Suggestions:  
New Work Practices
Given the quality of the suggestions 
and their applicability, the AI tools 
promise to impact developers’ work 
in different ways. First of all, they al-
low developers to save time during 
development (however, our meth-
odology does not allow us to make 
any claims about the impact of these 
tools on developers’ productivity).9 
(“I feel like I’ve been able to write 
faster”, “it really saves me tons of 
time.”, “Saves me tons of typing”., 
“the piece of software that most im-
proved my productivity in the last 
months.”,” a noticeable reduction in 

workload.”) AI tools also influence 
developers’ work styles since some 
users reported one important side 
benefit of using these tools: better 
code documentation. This is illus-
trated with the following tweets:

I’ve noticed that a nice secondary 
consequence of using [Tool] is 
that it’s causing me to leave better 
comments because of the need 
to make sure the AI understands 
what I’m trying to do. 

By far the greatest benefit of using 
[Tool] so far is I now don’t have to 
be forced to document my code. 
I actively *want* to write great 
comments, because when I do, I 
get the dopamine hit of a good 
[Tool] suggestion.

Last but not least, we found tweets 
discussing how AI-based code gen-
eration tools can facilitate the learn-
ing of programming languages and 
frameworks. The following tweet il-
lustrates this point:

I’m using [Tool] like a private tutor 
to learn Haskell. Here it is telling 
me how to translate Python dicts 
to Haskell’s maps. And of course it 
knows how to build a Markdown 
table. Pretty close to magic

The user who posted the previ-
ous tweet has a Ph.D. degree and has 
also previously worked for Google 
and Meta. But, we found support-
ive tweets about AI-based code gen-
eration tools from those with little 
programming experience, too. For 
example, we identified tweets with 
the hashtag #100daysofcode, which 
is used by someone who accepted 
the challenge to learn to code, or im-
prove one’s code skills, by program-
ming and tweeting during 100 days 
(https://www.100daysofcode.com). 

In this context, the following tweet 
is the beginning of a thread about 
how an AI tool could be used by be-
ginner developers:

Experienced devs like [Tool], 
but it is even more important 
for  beginners! 

People learning to code often have 
ideas they want to implement, but 
spend a huge amount of time on 
simple things: reading data from 
files or visualizing it. 

[Tool] can help

Technical and Legal Concerns
In parallel to the narratives about 
the promises of AI-based code gen-
eration tools, there was a narrative 
about the concerns that arise when 
using these tools. These are technical 
and legal ones.

Technical concerns are about the 
quality of the code suggestions by 
the AI tools because either they are 
incorrect (“should never keep the 
output verbatim or trust it”,” this 
[Tool] completion ends where a\n 
should be escaping is hard”,”don’t 
forget [Tool], an ML model that 
can’t code”) or insecure (“I’d love it 
if you didn’t suggest vulnerable code 
snippets like the [example]”, “Care-
ful! [Tool] doesn’t always generate 
the most secure code.”). Whenever 
posting about the incorrect suggested 
code snippets, users often posted 
screenshots or short videos capturing 
their use of the tool.

There is one major legal con-
cern discussed in the tweets. As ex-
plained, AI-based code generation 
tools are trained with code from mil-
lions of open source projects. How-
ever, we found tweets mentioning the 
possible unethical aspects of these 
tools, for instance, because “People’s 

https://www.100daysofcode.com


 NOVEMBER/DECEMBER 2024  |  IEEE SOFTWARE  115

source code … is feed into these ma-
chines then turned into a paid ser-
vice without these original creators 
even agreeing to this let alone get-
ting compensated.”

The following tweet makes a par-
allel between computer-generated 
images by systems like DALL-E and 
AI code generation tools:

This most likely violates licenses 
of artworks similar to how code 
was violated by [Tool.] [Twit-
terhandle] is doing a class action 
lawsuit against them for violating 
licenses, do with that information 
what you want.

The previous tweet also mentions 
a lawsuit against a major technology 
company, which is a popular con-
cern identified in the tweets. Some 
developers even “tested” AI-based 
tools to find out whether their code 
was inappropriately suggested by 
these tools. For instance, the follow-
ing tweet even included screenshots 
of such a test:

[Tool] with “public code” blocked, 
emits large chunks of my copy-
righted code, with no attribution, 
no LGPL license. (…) My code on 
left, [Tool] on right. Not OK.

Both technical and legal concerns 
led many Twitter users to either aban-
don or not adopt AI-based tools. For 
instance, a developer reported the fol-
lowing about the technical aspects of 
the tool he tried:

So I finally got around to trying 
[Tool.] My overall experience: it 
can be remarkable at times, but 
for the most part, it slowed me 
down and made my work more 
stressful. I felt a significant sense 
of relief when I uninstalled it.

Legal concerns, however, not 
only led users to abandon the tools, 
but also led them to discourage oth-
ers to adopt these tools.

Any employer who allows their 
employees to use [Tool] should 
be aware they might be sued for 
copyright intrusion - and anybody 
putting code on [Tool] should 
be aware [Tool] will ignore your 
license and try to steal it to make 
$$$. Shameful.

According to a Twitter user, this 
legal concern was exacerbated by a 
U.S.-centric view of tool develop-
ers; that is, we observed complaints 
about U.S. companies and their nar-
row view of privacy, contrasting it 
with the European Union (EU) and 
its privacy law, the General Data 
Protection Regulation (GDPR):

The internet isn’t just US, why does 
everyone forget the EU exists. gdpr 
exists for a very good reason

AI Impact on Software Development
Another narrative we identified in 
the tweets was about the future of 
software development work given 
the impact and evolution of AI in 
software development tools. This 
narrative spans three aspects.

First, many tweets mentioned the 
integration of voice interaction with 
IDEs so that a developer can speak 
her intentions and the IDE, with the 
AI-based code tool, would gener-
ate the requested code. Additional 
tweets noticed the opportunity to in-
crease accessibility and inclusion in 
software development, as exempli-
fied in the following tweet:

This [voice-based interaction 
with code generation] will be an 
amazing #Accessibility tool for my 

limited mobility friends AND any 
of you with carpel tunnel, broken 
wrists, etc.

We note that most of the tweets 
about voice-based interaction were 
inspired by the beta launch of a fea-
ture in this context.

The second aspect concerns the 
future of AI-based tools. In this case, 
we identified tweets that speculated 
about potential new development 
tools to be built inspired by AI, for 
instance, supporting pull requests 
and code reviews, the command-line 
interface, scripts, etc. As an experi-
enced developer tweeted:

We can’t be far off AI being able 
to automate tedious refactorings 
of giant codebases. It’s a shame we 
mostly went through the Python 
2-3 migration a few years before 
it would be feasible to have some 
slightly more advanced version of 
[Tool] do the whole thing for us

Finally, the last aspect includes 
AI anxiety6: concerns about being 
replaced by automated AI tools. The 
following tweet expresses this idea:

Man … seeing how [Tool] auto-
mates coding it really IS a ques-
tion if coders are even going to be 
needed at all in a few years: P 

It’s really scary how good that shit 
is getting.

Recommendations for 
Practitioners
Software engineering is a continu-
ously changing field. Rather than per-
ceiving AI code assistants as a threat 
or a chore (another new technology 
to install/learn/use), we believe prac-
titioners should see these tools as an 
opportunity. While we found a nar-
rative criticizing the quality of AI 
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suggestions, there is a contrasting nar-
rative that captures how users were 
also impressed by the suggestions. 
Previous research1,10 on AI code as-
sistants indicates that even bad sug-
gestions can be beneficial as they 
provide a “starting point” for devel-
opers to complete their tasks.

At this point, it is unclear why 
there is a difference between the 
good and bad suggestions, that is, 
whether that difference is related to 
the professionals using the tools, the 
quality of the prompts, the program-
ming language used, a combination 
of these elements, or something else. 
We recommend that users experi-
ment with these tools to see for them-
selves if these AI tools are useful to 
them, given their industry, individual 
use case, and satisfaction with the 
generated suggestions. In short, give 
your AI coding assistant a try.

It is also important to manage 
expectations instead of blindly as-
suming that because the tool worked 
well for someone else, it will also 
work for me. In other words, decide 
it for yourself. Finally, one should 
not discount the fast-paced develop-
ment of AI technologies, which sug-
gests that tools rapidly improve and 
might prove useful after just a cou-
ple more months, so be patient with 
your AI coding assistant.

Some of the narratives we identi-
fied suggest that AI-based tools will 
make software development more 
inclusive and accessible, especially 
through voice-based interfaces. New 
AI-based tools are already being cre-
ated, extending the tools we consider 
in this article, as well as tools that 
address other aspects of the soft-
ware development landscape; see, 
for instance, the work of Sawant and 
Devanbu11 and Pradel and Chan-
dra.12 AI assistants also have the 
potential to influence the learning 

process of software developers who 
constantly need to learn new tech-
nologies. Arguably, in simple proj-
ects, these tools might allow a single 
software engineer to develop the en-
tire project without the need to hire 
a specialized engineer with expertise 
in, for instance, a particular type of 
database. In this case, our recom-
mendation is to be on the lookout 
for new AI coding assistants.

An issue with existing AI assistants 
is that there is no way to distinguish 
generated code from human-written 
code.13 Yet, retaining traceability is 
important: which assistant was used 
to generate the code, which prompt 
was used, was the generated code in-
spected and/or modified by a human, 
etc.? This information, if currently 
maintained, is tracked manually. 
But, without this information, the 
provenance of the codebase quickly 
deteriorates. We recommend that 
practitioners annotate their code with 
comments containing traceability in-
formation; that is, document your AI 
coding sessions.

Besides the tools coming out of 
large companies, there are already 
open source alternatives like GPT- 
Code-Clippy (https://github.com/
CodedotAl/gpt-code-clippy). We ex-
pect more such alternatives in the 
future. These open source tools are 
also likely to be easier to review and 
use in commercial contexts and are 
less likely to face legal concerns.

Finally, it is all too easy to enter-
tain the notion of AI assistants that 
come to replace human engineers. 
AI assistants are indeed highly so-
phisticated tools, and they stand to 
become increasingly important in 
our profession. However, engineer-
ing robust software requires com-
plex human-in-the-loop tasks. So, 
we consider the replacement fear to 
be unwarranted. So, put your fears 

aside: make your AI coding assistant 
your friend and see what this amaz-
ing technology has to offer! 

A I code generation tools have 
great potential to impact 
the software development 

process. We extracted tweets about 
two of these tools, GitHub Copilot 
and Tabnine, to identify the differ-
ent narratives being discussed about 
these tools. We extracted 39k tweets 
made from June 2021 to December 
2022, filtered them, and analyzed 
the 331 tweets that have reached the 
largest audience, measured by the 
number of likes, retweets, and com-
ments. Our analysis yielded different 
narratives describing the promises of 
these tools, the technical and legal 
concerns around their usage, and the 
potential impact of AI on the soft-
ware development process. A limita-
tion of this study is our sample size 
of the tweets, which can affect the 
generalizability and comprehensive-
ness of our recommendations. We 
concluded our article with recom-
mendations for practitioners about 
how to go about adopting these tools 
to benefit their careers.

We are currently analyzing other 
sources of information (StackOver-
flow, Reddit, etc.) to find out whether 
the narratives around AI-based code 
assistants on these platforms are 
similar to the ones we identified on 
Twitter. 
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