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Abstract

Federated learning over distributed multi-party data is an emerging paradigm that iteratively aggregates updates from a group of devices to train a globally shared model. Relying on a set of devices, however, opens up the door for sybil attacks: malicious devices may be controlled by a single adversary who directs these devices to attack the system.

We consider the susceptibility of federated learning to sybil attacks and propose a taxonomy of sybil objectives and strategies in this setting. We describe a new DoS attack that we term training inflation and present several ways to carry out this attack. We then evaluate recent distributed ML fault tolerance proposals and show that these are insufficient to mitigate several sybil-based attacks. Finally, we introduce a defense against targeted sybil-based poisoning called FoolsGold, which identifies sybils based on the diversity of client updates. We show that FoolsGold exceeds state of the art approaches when countering several types of poisoning attacks. Our work is open source and is available online: https://github.com/DistributedML/FoolsGold

1 Introduction

To train multi-party machine learning (ML) models from user-generated data, clients share their training data with services, which can be computationally expensive and privacy-violating. Federated learning (FL) [10, 39, 40] is a recent solution to both problems: data is kept on the client device and only model parameters are transferred to a central aggregator while training. Clients maintain a basic level of privacy by computing their model updates locally and independently, enabling collaborative ML in resource-constrained settings such as over a mobile network or in IoT(Internet of Things) deployments [24, 29, 49, 57].

However, FL widens the attack surface of the machine learning process: clients, who previously acted only as passive data providers, can now observe intermediate model states and adaptively contribute arbitrary information as part of de-centralized training. For example, adversaries posing as honest clients can send erroneous updates to poison the trained model [3, 8, 15, 19, 23, 28, 36], invert or reconstruct the data of honest clients [26, 41, 42, 48, 54, 56], or gain access to models without usefully contributing [34].

Previous work has shown that adversaries who control more clients in a federated learning deployment can carry out poisoning attacks with more damage [52], and they can mount more elaborate and elusive attacks with coordinated malicious clients [58]. Such sybil-based attacks [18], in which an adversary controls multiple malicious clients, have been mentioned only in passing in existing work on FL [6, 30, 33, 35]. In this paper we focus on sybil attacks and contribute a taxonomy of sybil strategies that can be used to exacerbate known attacks against FL. As part of this process we define a new category of sybil-specific denial of service (DoS) attack that we term training inflation.

Having defined a space of sybil strategies and corresponding malicious objectives (e.g., model poisoning) in the context of FL, we consider the defenses. Existing work has explored several ways to defend the FL training process [9, 50, 60, 61]. We evaluate these defenses in the context of sybil-based attacks. Our results demonstrate that none of these defenses are effective, particularly against a large number of sybils.

Consequently, we propose a defense called FoolsGold to counter one class of sybil-based attacks on FL: targeted poisoning by sybil clones. In a targeted poisoning attack, these clones contribute updates towards a specific poisoning objective. In expectation over the training process, this targeting reveals sybils through behavior that is more similar to each other than the similarity observed amongst the honest clients. FoolsGold’s insight is to use this characteristic behavior to detect and reject poisoned contributions by adapting client learning rates based on client contribution similarity.

Our evaluation shows that FoolsGold defends FL from targeted poisoning by a large number of sybils, with only minimal change to the server-side algorithm and no change to the client-side algorithms. We evaluate FoolsGold on 4 diverse data sets (MNIST [31], VGGFace2 [14], KDDCup99 [17],
Amazon Reviews [17]) and 3 model types (1-layer Softmax, SqueezedNet, VGGNet) and find that our approach mitigates poisoning attacks under a variety of conditions, including different distributions of client data, varying poisoning targets, and various sybil strategies.

In summary, we make the following contributions:

- We provide a taxonomy of sybil-based attacks on federated learning, which includes sybil strategies paired with an objective based on existing work on attacks against FL. We use this taxonomy to motivate open research problems in this space, and contribute a new type of DoS attack that we term training inflation.

- We evaluate existing defenses against malicious sybil-based attacks on ML. (Multi-Krum [9], median [62], trimmed mean [62]).

- We design, implement, and evaluate a novel defense against sybil-based targeted poisoning attacks for federated learning that uses an adaptive learning rate per client based on inter-client contribution similarity.

- In the context of colluding sybils, we design and evaluate intelligent poisoning attacks performed across sybils, and show that FoolsGold can defend against them, while suggesting strategies for further mitigation.

2 Background

Machine Learning (ML). Many ML problems are the minimization of a loss function in a large Euclidean space. For an ML classification task that predicts a discrete class; prediction errors result in a higher loss. Given a set of training data and a proposed model, ML algorithms train, or find an optimal set of parameters, for the given training set.

Stochastic gradient descent (SGD). One approach in ML is to use stochastic gradient descent (SGD) [12], an iterative algorithm that selects a batch of training examples, uses them to compute gradients on the parameters of the current model, and takes gradient steps in the direction that minimizes the loss function. The algorithm then updates the model parameters and another iteration is performed. SGD is a general learning algorithm that can be used to train a wide variety of models, including deep neural networks [12]. We assume SGD as the optimization algorithm in this paper. In SGD, the model parameters \( w \) are updated at each iteration \( t \) as follows:

\[
    w_{t+1} = w_t - \eta_t \left( \frac{1}{b} \sum_{(x_i,y_i) \in B_t} \nabla l(w_t, x_i, y_i) + \lambda ||w_t||_p \right)
\]

where \( \eta_t \) represents a local learning rate, \( \lambda \) is a regularization parameter on an \( L_p \) norm of the parameters that prevents over-fitting, \( B_t \) represents a gradient batch of training data examples \((x_i, y_i)\) of size \( b \) and \( \nabla l \) represents the gradient of the loss function.

Federated learning [39]. We assume a standard federated learning setting, in which training data is distributed across multiple clients and the aggregator does not see any training data.

The distributed learning process is performed by a set of clients over synchronous update rounds, in which an aggregation of the \( k \) client updates, weighted by their proportional dataset size \( \frac{n_k}{n} \), is applied to the model atomically.

\[
    w_{g,t+1} = w_{g,t} + \sum_{k} \frac{n_k}{n} \Delta w_{k,t}
\]

Even if the training data is distributed such that it is not independent and identically distributed (non-IID), federated learning can still attain convergence. For example, federated learning can train an MNIST [31] digit recognition classifier in a setting where each client only holds data of 1 of the digits (0-9).

Federated learning comes in two forms: FEDSGD, in which each client sends every SGD update to the server, and FEDAVG, in which clients locally aggregate multiple SGD iterations before sending updates to the server, which is more communication efficient [39].

3 Threat model for sybil-based attacks on FL

Setting assumptions. We are focused on FL and therefore assume that data is distributed across clients and hidden, such as in an IoT deployment with multiple devices distributed in people’s homes. The adversary can only access and influence the model state through the FL API. They cannot observe the training data of other honest clients. The adversary can observe the global change in model state to learn the total averaged update across all clients, but they cannot view individual honest client updates.

We assume that the server is uncompromised and is not malicious. In general, sybils can also be prevented non-algorithmically through techniques such as CAPTCHAs or device-specific asymmetric keys. We assume that such account or device verification services in the FL system do not exist, or that the adversary has the means to bypass these solutions.

Attacker capability. A system like FL, that allows clients to join and leave, is susceptible to sybil attacks [18] in which an adversary gains influence by joining a system using multiple colluding aliases. Sybil attacks are especially prevalent in IoT sensor networks [44], an emerging use case for FL [13, 33]. In this work, we assume that an adversary leverages sybils to mount more powerful attacks on FL.

While an attacker’s influence on the system may increase with more sybils, the information the sybils learn from the system remains constant: a snapshot of the global model. The attack strategies are therefore more limited. The same holds for defenses: since no auxiliary information is assumed, sybil
4 Attack objectives and strategies in FL

FL is susceptible to a variety of attack objectives and strategies. We now review the attack objectives in Table 1. In Section 4.2 we will review the strategies in Table 2 and discuss their intersection in Table 3.

Table 1: Types of attacks against Federated Learning.

<table>
<thead>
<tr>
<th>Target</th>
<th>Attack type</th>
<th>Attack objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model quality</td>
<td>Untargeted poisoning [19,59]</td>
<td>Decrease model accuracy</td>
</tr>
<tr>
<td></td>
<td>Targeted poisoning [3,6,36,58,§7.3,§7.4]</td>
<td>Decrease model accuracy on target class only</td>
</tr>
<tr>
<td>Privacy</td>
<td>Data inversion [26,48,56]</td>
<td>Learn data from clients</td>
</tr>
<tr>
<td></td>
<td>Membership inference [41,42,54]</td>
<td>Determine if a client has certain data</td>
</tr>
<tr>
<td>Utility</td>
<td>Model free riding [34]</td>
<td>Access model without usefully contributing</td>
</tr>
<tr>
<td>Resource</td>
<td>Training time inflation §5.2</td>
<td>Increase training time</td>
</tr>
<tr>
<td></td>
<td>Bandwidth inflation</td>
<td>Increase bandwidth used by server/clients</td>
</tr>
<tr>
<td></td>
<td>CPU inflation</td>
<td>Increase CPU usage at server/clients</td>
</tr>
</tbody>
</table>

Table 2: High-level sybil strategies in Federated Learning.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Sybil strategy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>Clones</td>
<td>Sybils perform optimization steps on identical local dataset</td>
</tr>
<tr>
<td>Act-alikes</td>
<td>Sybils perform optimization steps on different local dataset</td>
<td></td>
</tr>
<tr>
<td>Puppets</td>
<td>Sybils use synthetic gradients not based on dataset</td>
<td></td>
</tr>
<tr>
<td>Coordination</td>
<td>Uncoordinated</td>
<td>Sybils act without coordination</td>
</tr>
<tr>
<td>Swarm</td>
<td>Sybils coordinate and weakly synchronize states</td>
<td></td>
</tr>
<tr>
<td>Churn</td>
<td>Remainers</td>
<td>Sybils join and stay</td>
</tr>
<tr>
<td></td>
<td>Churners</td>
<td>Sybils join and leave</td>
</tr>
</tbody>
</table>

4.1 Attack objectives

Attacking trained model quality. Adversaries may attack the quality of the model by supplying strategic inputs during training. In untargeted poisoning, the adversary aims to produce a model with low test accuracy that performs poorly across all classes [19, 59].

In targeted poisoning, the adversary directs the shared model towards a more specific objective. The adversary's goal is to produce a model where a subset of inputs are classified as a different, incorrect class. For example, this subset could be a source class (label-flipping attack [5]) or a set of images with a curated pattern (backdoor attack [3, 23]). To avoid detection of such poisoning attacks, the prediction accuracy of classes unrelated to the attack should not change. In FL, each client has an equal share of the aggregated gradient and attackers can attack any class with enough influence by generating additional sybils as shown in Figure 1.

Later in the paper we will demonstrate the vulnerability of FL to targeted poisoning by sybils (Section 5.3) and design and evaluate a new defense, FoolsGold, to defend against these types of attacks (Sections 6 and 7).

Attacking privacy of honest clients. Clients in FL possess a subset of data that is not explicitly shared with other clients. This enables learning over private datasets [39]. Although adversaries cannot access the training data at honest clients, they may attack the model and infer sensitive client information from the changes in the model state. An adversary may even influence the shared model to have it leak more private information in future iterations.

In a data inversion attack, the adversary reconstructs the training data of a targeted honest client [27] by generating a sample that closely represents the training data of a specific client. Alternatively, in a membership inference attack, the adversary determines whether or not a client has a specific datapoint in their dataset [41].
### 4.2 Sybil attack strategies

There are many ways in which sybils may be used to implement the attacks from the previous section. In this section we provide a preliminary taxonomy of how an adversary may mount a sybil-based attack (Table 2). We also provide an intersection of these strategies and their known attack variants (from Table 1) in Table 3. We consider three dimensions that we believe are key to understanding sybil attacks (and defending against them): data distribution among sybils, level of sybil coordination, and level of sybil churn.

**Data distribution among sybils.** In FL, clients, whether honest or malicious, provide updates to the shared model. These updates are assumed to be the result of an optimization algorithm based on client training data. They may be based on identical datasets at sybils (clones), different datasets (act-alikes), or may even be generated synthetically by sybils through an algorithm (clowns). Most known attacks on FL use synthesized gradients to achieve their attack objective [3, 19, 59].

**Level of sybil coordination.** An adversary that generates an increasing number of sybils, increases their influence on the FL process itself. The aim of these attacks is to inflate the training time, used bandwidth, or used compute cycles. These attack variants can be seen as a form of denial of service, since they waste resources intended for FL at the server and honest clients. While the utility and efficacy of these attacks depend on the configuration of the FL system [13], we show in Section 5.2 that for some standard heuristic of early stopping criteria, sybils can inflate the training time arbitrarily by influencing these heuristics.

<table>
<thead>
<tr>
<th>Churn</th>
<th>Data</th>
<th>Coordination</th>
<th>U.Poison</th>
<th>T.Poison</th>
<th>D.Inversion</th>
<th>M.Infer</th>
<th>M.Free</th>
<th>T.Inflate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remainers</td>
<td>Clones</td>
<td>Uncoordinated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FoolsGold §6</td>
</tr>
<tr>
<td></td>
<td>Act-alikes</td>
<td>Uncoordinated</td>
<td>[58]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clowns</td>
<td>Uncoordinated</td>
<td>Swarm Puppets</td>
<td>[3,6,36]</td>
<td>[26,48,56]</td>
<td>[41,42,54]</td>
<td>[34]</td>
<td></td>
<td>§5.2</td>
</tr>
<tr>
<td>Churners</td>
<td>All</td>
<td>All</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Unexplored §5.2</td>
</tr>
</tbody>
</table>

Table 3: Known combinations of sybil strategies (Table 2) and attacks (Table 1). FoolsGold (Section 6) is highlighted as a contribution in this paper that defends against remainder clones whose goal is targeteted poisoning. The other highlighted bold sections in this paper are new attack variants we contribute in this paper.

**Attacking system utility.** FL assumes that the utility of model contributions is equally distributed amongst participating clients: all clients contribute data of relative equal value to the shared model and receive a similar increase in utility when gaining access to the shared model. In a model free-riding attack, the adversary participates in the FL process while providing contributions of negligible value [34]. When the training process completes, the adversary gains access to the shared model, despite providing no value to the system.

**Attacking resources in the system.** Alleviating resource usage in FL is an active area of research. Recent work has introduced model compression techniques and dropout schemes to extend FL to resource constrained settings [13].

With this in mind, we propose a class of attacks against the FL process itself. The aim of these attacks is to inflate the training time, used bandwidth, or used compute cycles. These attack variants can be seen as a form of denial of service, since they waste resources intended for FL at the server and honest clients. While the utility and efficacy of these attacks depend on the configuration of the FL system [13], we show in Section 5.2 that for some standard heuristic of early stopping criteria, sybils can inflate the training time arbitrarily by influencing these heuristics.
We show next that, even when only assuming attacks from uncoordinated clones, current defenses are inadequate in defending FL from sybils.

5.1 Existing defenses for FL

In the general ML setting, defenses rely on access to the training data [4] or access to the training process itself [7, 25, 45] to defend against adversaries. Since FL does not have access to these elements, FL defenses are limited to those that use robust aggregation schemes, as these operate on the server only. Several such aggregation techniques have been proposed to defend against Byzantine adversaries in FL, including Multi-Krum [9], median [62], and trimmed mean [62].

At each iteration of Multi-Krum aggregation, the total Euclidean distance from the $n - f - 2$ nearest neighbors is calculated for each client contribution. The $f$ updates with the highest distances are removed and the average of the remaining updates is calculated.

When using the median aggregation technique, the element-wise median (the global update value for a parameter $\Delta w_i$ is the median of $\Delta w_j$) across all clients is used as the global update. Similarly, when using the trimmed mean aggregation technique, the highest and lowest $\beta$ values for each feature are removed prior to computing the aggregated mean.

For all three techniques above, a successful defense requires an explicit bound on the maximum number of Byzantine clients. We show that if an adversary can spawn an arbitrarily large number of sybils, these techniques fail to work.

5.2 Training inflation attacks by sybil clones

Sybils can attack FL training by performing a training inflation attack. In this section, we show that when typical convergence heuristics are used, sybil clones can inflate the training time for as long as they wish, consuming shared resources on both the server and clients.

Figure 2: Training inflation attack on FL with 5 sybils.

5 Can current defenses handle sybils?

We show next that, even when only assuming attacks from uncoordinated clones, current defenses are inadequate in defending FL from sybils.

Figure 3: Training inflation attack with 5 sybils on FL with Multi-Krum when $f = 2$.

An ML training process needs a stopping condition, such as a fixed-length heuristic like the number of iterations or the number of training epochs. For better training efficiency, the process may also use a dynamic early stopping heuristic, typically based on the norm of the gradients [37], or the validation error [47].

We show both the average L2 norm of model updates and the validation error across iterations on both a baseline FL system (Figure 2) and an FL system with Multi-Krum (Figure 3). In evaluating Multi-Krum as a defense, when the parameter $f$ is greater than the number of sybils, the attack is prevented. Figure 3 shows that Multi-Krum is ineffective for the case when an adversary can command more than $f$ sybils.

In this experiment, 10 honest clients with a uniform sample of the MNIST dataset train a 1-layer softmax classifier; 5 sybils join the system and perform untargeted poisoning that causes the training to continue indefinitely ("Attacked"). Since this strategy is likely to be noticed by the server, we also show that sybils may choose to stop poisoning the model, either by sending negligibly small gradients ("Adaptive") or by slowly reducing their own learning rate ("Adaptive Slow"). In all attack variants, the model either does not converge, or only converges when the adversary allows it to.

5.3 Poisoning attacks by sybil clones

We demonstrate the ineffectiveness of prior defenses by performing a targeted poisoning attack with sybil clones in a non-IID FL setting, where 10 clients train an MNIST 1-layer softmax classifier; each client holds a distinct digit from the original training dataset.

We perform the attack against a variety of aggregation techniques: Multi-Krum (using $f = sybils$, the best case scenario for the defense), median, trimmed-mean (using $\beta = [10\%, 20\%]$), a baseline evaluation (using the mean across clients) and FoolsGold, our proposed solution that relies on client similarity, described in detail in Section 6 (using FEDSGD and FEDAVG)$^1$.

$^1$In prior work [20], we also performed a targeted sybil-based poisoning attack against RONI [5], a defense that relies on a validation dataset, but...
To perform the \textit{label-flipped attack}, each sybil client holds the same dataset of 1s, all labeled as 7s. A successful label-flipping attack would produce a model that incorrectly classifies all 1s as 7s. To perform the \textit{backdoor attack}, we use a single white pixel in the bottom-right corner as the backdoor pattern [23]. Each sybil client holds a random uniform subset of the MNIST data, where each image is marked with a white pixel in the bottom-right corner of the image, and labeled as a 7. A successful backdoor attack results in a model where all images with the backdoor inserted (white bottom-right pixel) would be predicted as a 7, regardless of the other information in the image.

For both attacks, the number of sybils executing the attack increases from 0 to 9. Figures 4 and 5 show the performance of the approaches against the label-flipping and backdoor attacks respectively, where the attack rate is defined as the proportion of targeted examples (originally labeled 1s or images with the backdoor pixel) in the test set that are misclassified as 7s (the poisoning objective).

As soon as the proportion of sybil-based poisoners for a single class increases beyond the corresponding number of honest clients that hold that class (which is 1 in this case), the attack rate increases significantly for naive averaging (labeled as “Baseline”).

The performance of Multi-Krum is especially poor in the non-IID setting. When the variance of updates among honest clients is high, and the variance of updates among sybils is lower, Multi-Krum removes honest clients from the system. Multi-Krum is unsuitable for defending FL against sybils in its intended non-IID setting. Similarly, both the median and the trimmed mean are inadequate once the number of sybils increases. In all cases, a large number of sybils will skew this summary statistic, causing FL to fail.  

\textbf{Summary statistics are not a viable solution to sybils.} Clearly, when sybils are present in a FL system, relying on a summary statistic (such as the mean, median, mode or any distribution-based summarizing technique) is an inadequate defense. When the number of sybils is high enough, these statistics are manipulated by the adversary and in fact will cause honest contributions to be labeled as anomalous and removed.

FoolsGold is a defense that does not require explicit parameterization of the number of attackers. The key assumption in FoolsGold is that: when performing targeted poisoning, sybils contribute updates that appear more similar than the expected similarity found between honest clients. When an abnormally high similarity is observed, those client contributions are penalized with a lower learning rate. We further discuss the design and motivation of FoolsGold in Section 6.

In contrast to the summary statistics described above, FoolsGold penalizes attackers further as the proportion of similar updates increases, and in Figures 4 and 5 FoolsGold remains robust even with 9 sybils. Since this attack uses client-contribution similarity, FoolsGold performs the worst when defending against one poisoner. We mitigate this weakness in Section 7.7.

In the rest of the paper we focus on targeted poisoning attacks and defenses in the context of clone-based sybils.

\section{FoolsGold: countering targeted sybil poisoning attacks}

We now describe FoolsGold, a defense that uses client similarity to prevent sybil-based targeted poisoning attacks in FL\footnote{System implementation and experiments are available at \url{https://github.com/DistributedML/FoolsGold}}. Unlike other defenses, FoolsGold does not require knowledge of the number of sybils, does not require modifications to the client-side protocol, and only uses state from the learning process itself. The FoolsGold algorithm and motivation are also described in our prior work [20].

\subsection{FoolsGold threat model}

In our setting, sybils observe global model state and send any arbitrary gradient contribution to the aggregator at any iteration. We assume that some honest clients have unpoisoned training data, requiring that every class in the model...
Figure 6: Dashed lines are gradient updates from three clients (2 sybils, 1 honest). Solid lines are aggregated update vectors. The angle between the aggregated update vectors of sybil clients (θ) is smaller than between those of the honest client and a sybil (γ). Cosine similarity would reflect this similarity.

is represented by at least one honest client’s dataset. Without these honest clients, no contribution-based defense is possible since the model would be unable to learn anything about these classes in the first place.

One possible attack strategy involves scaling malicious updates to overpower honest clients [3, 61]. However, since state of the art magnitude-based detection methods succeed in preventing these attacks [9, 61], we do not consider this strategy in our work.

Secure-aggregation for FL provides privacy by obfuscating client updates [11]. For any server-side defense to operate through observation of malicious updates, we must assume that these types of obfuscations are not used. We also require that FL is performed synchronously, as is assumed by most other attacks and defenses in FL [9, 19, 59, 61, 62].

Client-side differential privacy has also been proposed in FL [21]: from the server’s perspective, the aggregation rules are performed in the same way. Furthermore, since the algorithm is performed on the client device, we assume that sybils are not required to respect this protocol when performing attacks.

6.2 FoolsGold design

In the FL protocol (Algorithm 1), gradient updates are collected and aggregated in synchronous update rounds. When each client’s training data is non-IID and has a unique distribution, we assume that honest clients can be distinguished from act-alike sybils by the diversity of their gradient updates: sybils will contribute updates that appear more similar to each other than those among honest clients. Although this assumption is most clear in the federated non-IID setting, FoolsGold does not rely on the data being non-

Algorithm 1: FoolsGold learning algorithm.

**Data:** Initial Model $w_0$ and SGD updates $\Delta_i$, from each client $i$ at iteration $t$. Confidence parameter $\kappa$

for iteration $T$ do

// Per client learning rate for iteration $T$

Initialize $\alpha$

for all clients $i$ do

// Updates history

Let $H_i$ be the aggregate historical vector $\sum_{t=1}^{T} \Delta_i$

// Feature importance

Let $S_T$ be the weight of important features at iteration $T$

for all other clients $j$ do

Let $c_{ij}$ be the $S_T$-weighted cosine similarity between $H_i$ and $H_j$

end

Let $v_i = \max_j(c_{ij})$

end

for all clients $i$ do

// Pardoning

if $v_i > v_j$ then

$c_{ij} \leftarrow v_i/v_j$

end

// Per-row maximums

$\alpha_i = 1 - \max_j(c_{ij})$

end

// Normalize learning rates to 0-1 range

$\alpha = \alpha / \max_i(\alpha)$

// Element-wise logit function

$\alpha = \kappa[\ln(\alpha/(1-\alpha)] + 0.5$

// Federated SGD iteration

$w_T = w_{T-1} + \sum_i \alpha_i \Delta_i$

end

IID: we also explore FoolsGold’s performance in varying IID settings in Section 7.2.

FoolsGold adapts the learning rate $\alpha_i$ per client⁴ based on (1) the update similarity among indicative features in any given iteration, and (2) historical information from past iterations.

**Cosine similarity.** We use cosine similarity to measure the angular distance between updates. This is preferred to Euclidean distance since sybils can manipulate the magnitude of a gradient to achieve dissimilarity, but the direction of a gradient is indicative of the update’s objective.

**Feature importance.** From the perspective of a poisoning attack, there are three types of features in the model: (1) features that are relevant to the correctness of the model, but must be modified for a successful attack, (2) features that are relevant to the correctness of the model, but irrelevant for the attack, and (3) features that are irrelevant to both the attack

---

3From the aggregator perspective, this is true regardless of FEDAVG or FEDSGD. We show that FoolsGold can be applied in both settings.

4Note that we use $\kappa$ for the FoolsGold assigned learning rate, and $\eta$ for the traditional, local learning rate. These are independent of each other.
and the model effectiveness.

Similar to other decentralized poisoning defenses [50], we look for similarity only in the indicative features (type 1 and 2) in the model. This prevents adversaries from manipulating irrelevant features while performing an attack, which is evaluated in Section 7.3.

The indicative features are found by measuring the magnitude of model parameters in the output layer of the global model, since this maps directly to its influence on the prediction probability [51]. The updates on these features can be removed based on a threshold (hard) or re-weighed based on their influence on the model (soft), and are normalized across all classes.

For deep neural networks, we do not consider the magnitude of values in the non-output layers of the model, which do not map directly to output probabilities and are more difficult to reason about. Recent work on feature influence in deep neural networks [1, 16, 32] may better capture the intent of sybil-based poisoning attacks in deep learning and we leave this analysis as future work.

**Update history.** FoolsGold maintains a history of updates from each client by aggregating the updates over multiple iterations (line 4). To better estimate client similarity, FoolsGold computes the pairwise similarity between aggregated historical updates instead of the updates from just the current iteration.

Figure 6 shows that even for two sybils with a common target objective, updates at a given iteration may diverge due to the variance of SGD. However, the cosine similarity between the sybils’ aggregated historical updates tends to converge towards the malicious objective, providing a more accurate estimate of the client intent.

We interpret the cosine similarity on the indicative features, a value between -1 and 1, as a representation of how strongly two clients are acting as sybils. We define $v_i$ as the maximum pairwise similarity for a client $i$, ensuring that as long as one such interaction exists, we can devalue the contribution while staying robust to an increasing number of sybils.

**Pardoning.** Since we have weak guarantees on the cosine similarities between an honest client and sybils, honest clients may be incorrectly penalized under this scheme. We introduce a pardoning mechanism that avoids penalizing such honest clients by re-weighing the cosine similarity by the ratio of $v_i$ and $v_j$ (line 14), reducing false positives. The new client learning rate $\alpha_i$ is then found by inverting the maximum similarity scores along the 0-1 domain. Since we assume at least one client in the system is honest, we rescale the vector such that the maximum adaption of the learning rate is 1 (line 19). This ensures that at least one client will have an unmodified update and encourages that a system with only honest nodes will not penalize their contributions.

**Logit.** However, even for very similar updates, the cosine similarity may be less than one. An attacker may exploit this by increasing the number of sybils to remain influential. We therefore want to encourage a higher divergence for values that are near the tails of this function, and avoid penalizing honest clients with a low, non-zero similarity value. Thus, we use the logit function (the inverse sigmoid function) centered at 0.5 (line 20), to encourage these properties. We also expose a confidence parameter $\kappa$ that scales the logit function and show in Appendix A that $\kappa$ and can be set as a function of the expected data distribution among clients.

When taking the result of the logit function, any value exceeding the 0-1 range is clipped and rounded to its respective boundary value. Finally, the gradient update is calculated by applying the final re-scaled learning rate to the global model.

### 7 FoolsGold evaluation

We evaluate FoolsGold on a federated learning prototype implemented in 600 lines of Python. The prototype includes 150 lines for FoolsGold, implementing Algorithm 1. We use scikit-learn [46] to compute cosine similarity of vectors. For each experiment below, we partition the original training data into disjoint training sets, locally compute SGD updates on each dataset, and aggregate the updates using the described FoolsGold method to train a globally shared classifier.

We evaluate our prototype on four classification datasets (described in Table 4): MNIST [31], a digit classification problem, VGGFace2 [14], a facial recognition problem, KDDCup [17], which contains classified network intrusion patterns, and Amazon [17], which contains text from product reviews.

Each dataset was selected for one of its particularities. MNIST was chosen as the baseline dataset for evaluation since it was used extensively in the original federated learning evaluation [39]. The VGGFace2 dataset was chosen as a more complex learning task that requires deep neural networks to solve. For simplicity in evaluating poisoning attacks, we limit this dataset to the top 10 most frequent classes only. The KDDCup dataset has a relatively low number of features, and contains a massive class imbalance: some classes have as few as 5 examples, while some have over 280,000. Lastly, the Amazon dataset is unique in that it has few examples and contains text data: each review is one-hot-encoded, resulting in a large feature vector of size 10,000.

For all the experiments in this section, we perform targeted poisoning attacks that attempt to encourage a source label/pattern to be classified as a target label while training.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Examples</th>
<th>Classes</th>
<th>Features</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>60,000</td>
<td>10</td>
<td>784</td>
<td>1-layer</td>
</tr>
<tr>
<td>VGGFace2</td>
<td>7,380</td>
<td>10</td>
<td>150,528</td>
<td>ImageNet</td>
</tr>
<tr>
<td>KDDCup</td>
<td>494,020</td>
<td>23</td>
<td>41</td>
<td>1-layer</td>
</tr>
<tr>
<td>Amazon</td>
<td>1,500</td>
<td>50</td>
<td>10,000</td>
<td>1-layer</td>
</tr>
</tbody>
</table>

Table 4: Datasets used in this evaluation.
through federated learning. In our baseline experiments, each class is solely owned by a single client, which is consistent with the federated learning baseline. In all experiments the number of honest clients matches the number of classes used in the dataset: 10 for MNIST and VGGFace2, 23 for KDD-Cup, and 50 for Amazon. For more-IID settings, we modify the distribution of client data and consider settings where classes overlap between clients in Section 7.2.

For MNIST, KDDCup, and Amazon, we train a 1-layer softmax classifier. For VGGFace2, we use two popular pre-trained Imagenet architectures from the torchvision package: SqueezeNet1.1, a compressed model of 727,000 parameters designed for edge devices; and VGGNet11, a larger model of 128,000,000 parameters. When comparing client similarity for FoolsGold, we only use the features in the final output layer’s gradients (fully connected layer in VGGNet and 1x1 convolutional kernels in SqueezeNet).

In MNIST, the data is already divided into 60,000 training examples and 10,000 test examples. For VGGFace2, KDDCup and Amazon, we randomly partition 70% of the total data as training data and 30% as test data. The test data is used to evaluate two metrics that represent the performance of our algorithm: the attack rate, which is the proportion of attack targets (source labels/patterns) that are incorrectly classified as the target label, and the test accuracy, which is the proportion of examples in the test set that are correctly classified.

The MNIST and KDDCup datasets were executed with 3,000 iterations and a batch size of 50 unless otherwise stated. For Amazon, due to the high number of features and low number of samples per class, we train for 100 iterations and a batch size of 10. For VGGFace2, we train for 500 iterations with batch size of 8, momentum 0.9, weight decay 0.0001, and learning rate 0.001. These values were found using cross validation in the training set. During training, images were resized to 256x256 and randomly cropped and flipped to 224x224. During testing, images were resized to 256x256 and a 224x224 center was cropped.

We showed FoolsGold’s effectiveness both when FEDSGD and FEDAVG are used by the clients. Since the difference between FEDSGD and FEDAVG was negligible in Figures 4 and 5, we continued to use FEDSGD for all future experiments.

We report the mean across 5 experiments in all cases. For each experiment, FoolsGold is parameterized with a confidence parameter \( \kappa = 1 \), and does not use the historical gradient or the significant features filter (we evaluate these design elements independently in Section 7.3 and 7.5, respectively).

<table>
<thead>
<tr>
<th>Attack</th>
<th>Description</th>
<th>Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-1</td>
<td>1 sybil attacks.</td>
<td>All</td>
</tr>
<tr>
<td>A-5</td>
<td>5 sybils attack.</td>
<td>All</td>
</tr>
<tr>
<td>A-5x5</td>
<td>5 sets of 5 sybils, concurrent attacks.</td>
<td>MNIST, Amazon, VGGFaces2</td>
</tr>
<tr>
<td>A-OnOne</td>
<td>5 sybils executing 5 attacks on the same target class.</td>
<td>KDDCup99</td>
</tr>
<tr>
<td>A-99</td>
<td>99% sybils, same attack.</td>
<td>MNIST</td>
</tr>
</tbody>
</table>

Table 5: Canonical attacks used in our evaluation.

### 7.1 Canonical attack scenarios

Our evaluation uses a set of 5 canonical attack scenarios across the four datasets (Table 5). Attack A-1 is a traditional poisoning attack: a single client joins the federated learning system with poisoned data. Attack A-5 is the same attack performed with 5 sybil clients in the system. Each client sends updates for a subset of its data through SGD, meaning that their updates are not identical. Attack A-5x5 evaluates FoolsGold’s ability to thwart multiple attacks at once: 5 sets of client sybils attack the system concurrently, and we assume that the classes in these attacks do not overlap

Since KDDCup99 is a unique dataset with severe class imbalance, instead of using an A-5x5 attack we choose to perform a different attack, A-OnOne. In KDDCup99, data from various network traffic patterns are provided. Class ‘Normal’ identifies patterns without any network attack, and is proportionally large (\( \sim 20\% \)) of the data. When attacking KDDCup99, we assume that adversaries mislabel malicious attack patterns, which are proportionally small, (on average \( \sim 2\% \)) of the data) and poison the malicious class towards the ‘Normal’ class. A-OnOne is a unique attack for KDDCup in which 5 different malicious patterns are each labeled as ‘Normal’, and each attack is performed concurrently.

Finally, we use A-99 to illustrate the robustness of FoolsGold to a massively powerful adversary that generates 990 sybils to overpower a network of 10 honest clients, all of them performing the same attack against MNIST.

Since we use these canonical attacks throughout this work, we first evaluate FoolsGold against each attack on their respective datasets and models. Figure 7 plots the attack rate and test accuracy for each attack in Table 5. We also show results for the system without attacks: the original federated learning algorithm (FL-NA) and the system with the FoolsGold algorithm (FG-NA).

Figure 7 shows that for most attacks, FoolsGold effectively prevents the attack while maintaining high test accuracy. As FoolsGold faces larger groups of sybils, it has more information to more reliably detect similarity between sybils. FoolsGold performs worst on the A-1 attacks in which only one malicious client attacks the system. This is expected; without

---

3For the MNIST, VGGFace2, and Amazon datasets, we evaluated all source/target class pairs and found that the performance difference between these attacks was marginal.

4We do not perform a 1-2 attack in parallel with a 2-3 attack, since evaluating the 1-2 attack would be biased by the performance of the 2-3 attack.
multiple colluding sybils, malicious and honest clients are indistinguishable to FoolsGold.

Another point of interest is the prevalence of false positives. In A-1 KDDCup, our system incorrectly penalized an honest client for colluding with the attacker, lowering the prediction rate of the honest client as the defense was applied. We observe that the two primary reasons for low test accuracy are either a high attack rate (false negatives) or a high target class error rate (false positives). We also discuss false positives from data similarity in Section 7.2.

7.2 FoolsGold on varying IID settings

By design, FoolsGold relies on the assumption that training data is sufficiently dissimilar between clients. However, a more realistic scenario may involve settings where local client data distributions overlap more significantly.

To understand how FoolsGold handles these situations, we execute a VGGFace2 A-5 experiment under varying client distributions. Figure 8 shows each client’s FoolsGold vector after 3000 training iterations, where each row shows the flattened historical gradient of a client on their final softmax layer. The top 10 rows correspond to honest clients and the bottom 5 rows correspond to sybils. The left half of Figure 8 shows the historical vector $\sum_{t=0}^{T} \Delta_{i,t}$ in a non-IID setting. Since each honest client has data corresponding to a unique class, their gradients are highly dissimilar, and since the sybils have the same poisoning dataset for a 0-1 attack, their gradients are highly similar. Therefore, FoolsGold can easily detect the sybil gradients.

The right half of Figure 8 shows the historical vector $\sum_{t=0}^{T} \Delta_{i,t}$ in a full-IID setting. Despite the honest clients holding uniform samples of the training data, the stochasticity of SGD introduces variance between them. The sybil gradients are still uniquely distinct as a result of their poisoned data, as seen in the bottom left corners of Figure 8. Even with only 10% poisoned data, executing a targeted poisoning attack produces fundamentally similar gradient updates in both full-IID and non-IID settings, enabling FoolsGold to succeed.

To test FoolsGold under diverse data distribution assumptions, we conduct an A-5 0-1 attack (with 5 sybils) on MNIST and VGGFace2 with 10 honest clients while varying the proportion of shared labels between both the sybils and honest clients. We varied these proportions over a grid $(D_{\text{sybil}}, D_{\text{honest}} \in \{0, 0.25, 0.5, 0.75, 1\})$, where $D$ refers to the ratio of disjoint data to shared data. $D = 0$ refers to a non-IID setting where each client’s local dataset is composed of a single class, and $x = 1$ refers to a setting where each client’s local
dataset is uniformly sampled from all classes. For all other cases, clients hold a proportion of $D_{honest}$ uniform data and $(1 - D_{honest})$ non-IID data from a single class. For sybils, we first create an honest client using the above mechanism, and flip all 0 labels to a 1 to perform a targeted attack. Therefore, when $D_{sybil} = 0$, sybils will hold a full dataset of 0-1 poisoned data, and when $D_{sybil} = 1$, sybils will hold a dataset of 10% poisoned 0-1 data, and 90% uniform data from classes 1-9.

FoolsGold defends against poisoning attacks for all $(D_{sybil}, D_{honest})$ combinations: the maximum attack rate was less than 1% for both the MNIST and VGGFace2 datasets, using both SqueezeNet and VGGNet. We show these results in Figure 9. In summary, an attacker cannot subvert FoolsGold by manipulating their malicious data distribution\(^7\). Instead, they must directly manipulate their gradient outputs, which we explore next.

If an attacker is aware of the FoolsGold algorithm, they may attempt to send updates in ways that encourage additional dissimilarity. This is an active trade-off: as attacker updates become less similar to each other (lower chance of detection), they become less focused towards the poisoning objective (lower attack utility).

Next, we consider and evaluate two synchronized sybil strategies in which attackers may subvert FoolsGold: (1) perturbing contributed updates to maximize dissimilarity, and (2) infrequently and adaptively sending poisoned updates.

### 7.3 Attacks using intelligent perturbations

A set of intelligent sybils could synchronize and send pairs of updates with careful perturbations that are designed to sum to zero. For example, if an attacker draws a perturbation vector $\zeta$, two malicious updates $a_1$ and $a_2$ could be contributed as $v_1$ and $v_2$, such that $v_1 = a_1 + \zeta$ and $v_2 = a_2 - \zeta$.

Since the perturbation vector $\zeta$ has nothing to do with the poisoning objective, its inclusion will add dissimilarity to the malicious updates and decrease FoolsGold’s effectiveness in detecting them. Also note that the sum of these two updates is still the same: $v_1 + v_2 = a_1 + a_2$. This strategy can also be scaled beyond 2 sybils by taking orthogonal perturbation vectors and their negation: for any subset of these vectors, the cosine similarity is 0 or -1, while the sum remains 0.

As explained in Section 6, this attack is most effective if $\zeta$ is only applied to features of type (3): those which are not important for the model or the attack. The attack is mitigated by filtering for indicative features in the model. Instead of looking at the cosine similarity between updates across all features in the model, we look at a weighted cosine similarity based on feature importance.

To evaluate the importance of this mechanism to the poisoning attack, we execute the intelligent perturbation attack described above on MNIST, which contains several irrelevant features (the black background) in each example: a pair of sybils send $v_1$ and $v_2$ with intelligent perturbation $\zeta$. We then vary the proportion of model parameters that are defined as indicative from 0.001 (only top 8 features on MNIST) to 1 (all features).

Figure 10 shows the attack rate and the test accuracy for varying proportions of indicative features against an A-5 attack. We first observe that when using all of the features for similarity (far right), the poisoning attack is successful.

Once the proportion of indicative features decreases below 0.1 (10%), the dissimilarity caused by the intelligent perturbation is removed from the cosine similarity and the poisoning vector dominates the similarity, causing the intelligent perturbations strategy to fail with an attack rate of near 0. We also observe that if the proportion of indicative features is too low (0.01), the test accuracy also begins to suffer. When considering such a low number of features, honest clients appear to collude as well, causing false positives.

We also evaluated the soft feature weighing mechanism, which weighs each contribution proportionally based on the model parameter itself. The results of the soft weighting method on the same intelligent MNIST poisoning attack are also shown in Figure 10. For both the attack rate and test accuracy, the soft filtering mechanism is comparable to the optimal performance of the hard filtering mechanism.

### 7.4 Attacks with adaptive updates

We devised another synchronized attack against FoolsGold that manipulates its memory component. If an adversary knows that FoolsGold uses similarity on the update history, and is able to locally compute its own pairwise cosine similarity among sybils, they can collude and compute this information themselves, deciding only to send poisoned updates when their historical similarity is low. We define a parameter $M$ for the attack strategy that represents the threshold on inter-sybil similarity for sybils to send a poisoned update. When $M$ is lower, sybils are less likely to be detected by FoolsGold and will send their updates less often; however, this will also lower the influence the sybils have on the global model.

\(^7\)In prior work [20], we also evaluated FoolsGold against other method for increased SGD diversity: mixing honest data with malicious data and using settings with a decreased SGD batch size.
An adversary could generate an excess number of sybils for a successful attack, but given that the adversary is uncertain about the influence needed to overpower the honest clients, this is a difficult trade-off to predict for an optimal attack.

To demonstrate this, the intelligent perturbation attack above is executed by 2 sybils on MNIST, with FoolsGold using the soft weighing of features in its cosine similarity (the optimal defense for MNIST against the intelligent perturbation attack). Figure 11 shows the relationship between \( M \) and the resulting expected ratio of sybils needed to match the influence for each honest opposing client.

For instance, if we observed that the sybils only sent poisoning gradients 25% of the time, they would need 4 sybils to induce a comparable influence on the model. Given a prescribed similarity threshold \( M \), the values shown are the expected number of sybils required for the optimal attack. The attack is optimal because using less sybils does not provide enough influence to poison the model, while using more sybils is inefficient.

This is shown in Figure 11 with three shaded regions: in the green region to the right (\( M > 0.27 \)), the threshold is too high and any poisoning attack is detected and removed. In the blue region on the bottom left, the attack is not detected, but there is an insufficient number of sybils to overpower the honest opposing clients. Lastly, in the top left red region, the attack succeeds, potentially with more sybils than required.

With a sufficiently large number of sybils and appropriately low threshold, attackers can subvert our current defense for our observed datasets. Although this strategy can break FoolsGold, finding the appropriate threshold is challenging as it is dependent on many other factors: the number of honest clients in the system, the proportion of indicative features considered by FoolsGold, and the distribution of data. The exact number of sybils required to successfully poison the model is unknown to attackers without knowledge of the number of honest clients and their honest training data.

7.5 Effects of design elements

Each of the three main design elements (history, pardoning and logit) described in Section 6 addresses specific challenges. In the following experiments we disabled one of the three components and recorded the test error, attack rate, and target class test error of the resulting model.

**History.** Attacks with intelligent perturbations and adaptive updates increase the variance of updates in each iteration. The increased variance in the updates sent by sybils cause the cosine similarities at each iteration to be an inaccurate approximation of a client’s sybil likelihood. Our design uses history to address this issue, and we evaluate it by comparing the performance of FoolsGold with and without history using an A-5 MNIST attack with 80% poisoned data and batch size of 1 (factors which will induce a high variance).

**Pardoning.** We claim that honest client updates may be similar to the updates of sybils, especially if the honest client owns the data for the targeted class. To evaluate the necessity and efficacy of our pardoning system, we compare the performance of FoolsGold on KDDCup with the A-AllOnOne attack with and without pardoning.

**Logit.** An important motivation for using the logit function is that adversaries could otherwise arbitrarily increase the number of sybils to mitigate any non-zero weighting of their updates. We evaluate the performance of FoolsGold with and without the logit function for the A-99 MNIST attack.

Figure 12 shows the overall test error, sybil attack rate, and target class test error for the six different evaluations. The attack rate for the A-AllOnOne KDDCup attack is the average attack rate for the 5 sets of sybils.

Overall, the results align with our claims. For the A-5 MNIST case, we find that history successfully mitigates attacks that otherwise would pass through in the no-history system. Comparing the results of the A-AllOnOne KDDCup attack, we find that, without pardoning, the test error of both the target class and the overall test error increase while the attack rate was negligible for both cases, indicating a high rate of false positives for the target class. Finally, for the A-99 MNIST attack, without the logit function, the adversary was able to mount a successful attack by overwhelming FoolsGold with sybils, showing that the logit function is necessary to prevent this attack.

7.6 FoolsGold performance overhead

We evaluate the runtime overhead incurred by augmenting a federated learning system with FoolsGold. We run the system
with and without FoolsGold with 10 – 50 clients by training an MNIST classifier on a commodity CPU and a VGGFace2 deep learning model on a Titan V CPU.

Figure 13 plots the relative slowdown added by FoolsGold for CPU and GPU based workloads. On a CPU, the most expensive part of the FoolsGold algorithm is computing the pairwise cosine similarity. Our Python prototype is not optimized and there are known optimizations to improve the speed of computing angular distance at scale [2]. When training a deep learning model on a GPU, the cost of training is high enough that the relative slowdown from FoolsGold is negligible. We profiled micro-benchmarks for the total time taken to execute the FoolsGold algorithm and found that it took less than 1.5 seconds, even with 50 clients.

### 7.7 Combating a single client adversary

We consider the single-shot model replacement attack [3] in which a single adversarial client sends the direct vector to the poisoning objective. This attack does not require sybils and can therefore bypass FoolsGold.

We performed an experiment that augmented FoolsGold with a properly parameterized Multi-Krum solution, with $f = 1$. Figure 14 shows the training accuracy and the attack rate for FoolsGold, Multi-Krum, and the two systems combined when facing concurrent A-5 and model replacement attacks.

We see that Multi-Krum and FoolsGold do not interfere with each other. The Multi-Krum algorithm prevents the model replacement attack, and FoolsGold prevents the sybil attack. Independently, these two systems fail to defend both attacks concurrently, either by failing to detect the model replacement attack (for FoolsGold) or by allowing the sybils to overpower the system (for Multi-Krum).

FoolsGold is specifically designed for handling targeted poisoning attacks from a group of clone-based sybils: we believe the current state of the art is better suited to mitigate attacks from single actors.

### 8 Conclusion

The decentralization of ML is driven by growing privacy and scalability challenges. Federated learning is a state of the art proposal adopted in production [40], and is increasingly being used in mobile and edge networks [33]. However, using federated learning in such settings has opened the door for adversaries to attack the system with sybils [44]. We showed that federated learning is vulnerable to sybil-based attacks and that existing defenses are ineffective. To defend against one of these strategies (sybil-based clones that remain in the system), we proposed FoolsGold, a defense that uses client contribution similarity. Our results indicate that FoolsGold mitigates targeted poisoning attacks and is effective even when sybils overwhelm the honest clients.

Despite FoolsGold’s performance against targeted poisoning attacks, a number of sybil-based strategies are not well defended by FoolsGold, such as coordinated attacks, some of which we showed (adaptive attacks, intelligent perturbations) and some of which have been proposed in recent work (distributed backdoors [58]).

In addition, we suggest that there is a much higher potential for sybils to be used to execute attacks on distributed multi-party ML systems such as federated learning. We hope that our work inspires further research on the implications of sybils on these systems and leads to other defenses that are robust to sybils.
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Theorem: Given the process in Algorithm 1, the convergence rate of the participants (malicious and honest) is $O(\frac{1}{T})$ over $T$ iterations.

Proof of theorem: We know from the convergence analysis of SGD [43] that for a constant learning rate, we achieve a $O(\frac{1}{T})$ convergence rate.

Let $M$ be the set of malicious clients in the system and $G$ be the set of honest clients in the system. Assume that the adapted learning rates provided at each iteration $\alpha_t$ are provided by a function $h(i,t)$, where $i$ is the client index and $t$ is the current training iteration. As long as $h(i,t)$ does not modify the local learning rate of the honest clients and removes the contributions of sybils, the convergence analysis of SGD applies as if the training was performed with the honest clients’ data.

$$\forall i \in M, h(i,t) \rightarrow 0 \quad \text{(cond1)}$$
$$\forall i \in G, h(i,t) \rightarrow 1 \quad \text{(cond2)}$$

We will show that, under certain assumptions, FoolsGold satisfies both conditions of $h(i,t)$. We prove each condition separately.

**Condition 1:** Let $v_i$ be the ideal gradient for any given client $i$ from the initial shared global model $w_0$, that is: $w_0 + v_i = w_i^*$, where $w_i^*$ is the optimal model relative to any client $i$'s local training data. Since we have defined all sybils to have the same poisoning goal, all sybils will have the same ideal gradient, which we define to be $v_m$.

As the number of iterations in FoolsGold increases, the historical gradient $H_{ij}$ for each sybil approaches $v_m$, with error from the honest client contributions $\varepsilon$:

$$\forall i \in M : \lim_{t \to \infty} H_{ij} = v_m + \varepsilon$$

Since the historical update tends to the same vector for all sybils, the expected pairwise similarity of these updates will increase as the learning process continues. As long as the resulting similarity, including the effect of pardoning between sybils, is below $\beta_m$, FoolsGold will adapt the learning rate to 0, satisfying (cond1).

$\beta_m$ is the point at which the logit function is below 0 and is a function of the confidence parameter $\kappa$:

$$\beta_m \geq 1 - \frac{e^{-0.5\kappa}}{1 + e^{-0.5\kappa}}$$

**Condition 2:** Regarding the ideal gradients of honest clients, we assume that the maximum pairwise cosine similarity between the ideal gradient of honest clients is $\beta_g$. As long as $\beta_g$ is sufficiently low such that FoolsGold assigns a learning rate adaptation of 1 for all honest clients, the second condition of $h(i,t)$ is met. $\beta_g$ is the point at which the logit function is greater than 1 and is also a function of the confidence parameter $\kappa$:

$$\beta_g \leq 1 - \frac{e^{0.5\kappa}}{1 + e^{0.5\kappa}}$$

If the above condition holds, FoolsGold will classify these clients to be honest and will not modify their learning rates. This maintains the constant learning rate and satisfies (cond2).