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Wednesday 9th April 2008

� Exercise 1. Consider the following linear regression model where

y = X� + "

with y = (y1; :::; yn)
T 2 Rn, � =
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�
where In is the identity matrix of dimension

n� n. We follow a full Bayesian approach and propose the following normal-inverse
Gamma prior
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where a; b; �2 are �xed hyperparameters.

Question 1.1 : [1 point] Write down the joint distribution p
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�
.
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Question 1.2 : [3 points] Show that the posterior distribution p
�
�; �2

�� y� is also a
normal inverse-Gamma distribution and determine its exact expression. [Hint: First
establish the expression of p

�
�j y; �2

�
then the expression of the marginal distribution

p
�
�2
�� y� :]
We have

p
�
�j y; �2

�
/ exp

 
�(y �X�)

T (y �X�)
2�2

!
exp

�
� �T�

2�2�2

�

1



Stat 461-561: Quiz 4 2

and

(y �X�)T (y �X�) + �
T�

�2

= yTy � 2yTX� + �T
�
XTX

�
� +

�T�

�2

= (� �m)T ��1 (� �m)�mT��1m+ yTy

where

��1 = XTX + ��2I;

m = �XTy:
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It follows that
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Question 1.3 : [1 point] Establish the expression of the marginal likelihood p (y).

We have

p (y) =

Z
p
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Question 1.4 : [1 point] Assume you have two candidate Bayesian linear models
and that these models have the same hyperparameters a; b; �2 but � 2 R for the �rst
model and � 2 R2 for the second model. What is the limiting value of the Bayes
factor p (yjmodel 1) =p (yjmodel 2) as �2 ! 1? [You do not need to detail all the
calculations]

As �2 ! 1 we have an improper prior and Lindley�s paradox tells us we always
pick the simplest model and

lim
�2!1

p (yjmodel 1)
p (yjmodel 2) =1:

You can use the expression of the marginal likelihood to establish it rigourously.
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� Exercise 2. Given parameters �1; �2; :::; �n, the observations y1; y2; :::; yn are
assumed independently distributed as Poisson random variables

p (yij �i) =
�yii exp (��i)

yi!
:

The prior distribution for the vector (�1; �2; :::; �n) is constructed as follows. First,
given an hyperparameter �, we have independent and identically distributed para-
meters (�1; �2; :::; �n), that is

p (�1; �2; :::; �nj�) =
nY
i=1

p (�ij�)

where
p (�ij�) = G (�i; 1; �) :

Question 2.1 : [1 point] Show that p (�ij yi; �) is a Gamma distribution and
establish its parameters. Deduce the expression of p (�1; �2; :::; �nj y1; y2; :::; yn; �) :

We have

p (�1; �2; :::; �nj y1; y2; :::; yn; �) =
nY
i=1

p (�ij yi; �)

and

p (�ij yi; �) / p (yij �i) p (�ij�)
/ �yii exp (��i) exp (���i)
/ �yii exp (� (1 + �) �i)

so
p (�ij yi; �) = G (�i; yi + 1; �+ 1) :

Question 2.2 : [1 point] Propose an empirical Bayes estimate of �.

We have

E (yi) = E (E (yij �i)) = E (�i)

=
1

�

so one potential estimate is

b� =  1
n

nX
i=1

yi

!�1
:

Question 2.3 : [2 points] Now consider the case where the hyperparameter is
assigned an improper prior distribution

p (�) / 1(0;1) (�) :
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Detail a Gibbs sampling algorithm to sample from p (�1; �2; :::; �n; �j y1; :::; yn). What
is the main advantage of this full Bayesian approach over the empirical Bayes ap-
proach?

To sample from p (�1; �2; :::; �n; �j y1; :::; yn), we sample iteratively from p (�1; �2; :::; �nj y1; :::; yn; �)
which is a product of Gamma and from

p (�j y1; :::; yn; �1; �2; :::; �n)
= p (�j �1; �2; :::; �n)

/
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