
Stat 561: Quiz 2

Friday 16th January 2007

Exercise 1. Assume we receive a single observation from the density

f (xj �) = �x��11(0;1) (x)

where � > 1:
� State the Neyman-Pearson lemma and choose an associated test statistic to test

H0 : � = �0 versus H1 : � = �1 when �1 > �0:
Look at the lecture notes for the statement. We have

L (�1jx)
L (�0jx)

=
�1
�0
x�1��0 :

It follows that a test statistic is X and the rejection region of the test is of the form

R = fX : X > cg

as �1 � �0 > 0:
� Tune the test so that it has size � ( 0 < � < 1) when �1 > �0:
Given the rejection region of the test, we have

P�0 (X > c) =

Z 1

c
�0x

�0�1dx =
h
x�0
i1
c
= 1� c�0

so P�0 (X > c) = � yields c = (1� �)1=�0 :
� Derive a formula for the power of your � size test at �1 when �1 > �0.
The power of the test is simply

P�1 (X > c) = 1� (1� �)�1=�0 :

Exercise 2. Let X1; X2; :::; Xn be independent identically distributed from the
uniform distribution on (0; �) (where � > 0); i.e.

f (xj �) = ��11(0;�) (x) :

Let Mn = maxi=1;:::;nXi:
� We want to test H0 : � � �0 versus H1 : � < �0. Consider a test with the

following rejection region

fX1; X2; :::; Xn :Mn < cg :

Find the critical value c so that the test is a size � test.
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We have

P� (Mn < c) = P� (X1 < c; :::;Xn < c)

=
nY
k=1

P� (Xk < c)

= P� (X1 < c)
n :

Now P� (X < c)n � � for � � �0 yields c = �1=n�0:
� How should we change the test to test H0 : � � �0 versus H1 : � > �0. Find the

critical value c at level � for this new test.
Similarly P� (Mn > c) = P� (X1 > c)

n = � yields c = �0 (1� �)1=n :

Exercise 3. Let X1; X2; :::; Xn be independent identically distributed from the
following exponential distribution f (xj �) admitting the density

f (xj �) = ��1 exp
�
���1x

�
1(0;1) (x)

where � > 0.
� Establish the expression of the Neyman-Pearson test for H0 : � = �0 versus

H1 : � = �1. Distinguish the cases �1 > �0 and �1 < �0:
We have

L (�1jx)
L (�0jx)

=

�
�0
�1

�n
exp

 �
1

�0
� 1

�1

� nX
i=1

xi

!
:

So the test is of the form
Pn
i=1 xi > c if �1 > �0 and

Pn
i=1 xi < c if �1 < �0:

� Tune the test so that it has level � (express the critical value in terms of the
quantile of a Gamma distribution).

Under H0; we have Xi � � (n; �0). So we can choose c to be the quantile of order
1 � � of a � (n; �0) distribution if �1 > �0 whereas c is the quantile of order � of a
� (n; �0) if �1 < �0:

� We now wish to test H0 : � = �0 versus H1 : � 6= �1. Recall the de�nition of
the Likelihood Ratio Test statistic � (x) and show that

� (x) =

�
x

�0

�n
exp

�
�nx
�0
+ n

�
where x = 1

n

Pn
i=1 xi:

We have b�MLE = x so

� (x) =
L (�0jx)
L (xjx) =

��n0 exp
�
�n��10 x

�
x�n exp (�n) :

� Using the approximation log (1� u) � �u�u2=2 as u! 0, show that as n!1
we have under H0

�2 log � (x) D! �2(1):
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It follows that

�2 log � (x) � n

�
1� x

�0

�2
=

�p
n

�0
(x� �0)

�2
D! �2(1)

� Assuming that the model is misspeci�ed; that is Xi � g where g (x) does not
belong to the class of distributions of the form f (xj �). Establish the asymptotic
distribution of �2 log � (x) under H0 and propose a test based on this result.

It follows that

�2 log � (x) �
�p

n

�0
(x� �0)

�2
where

p
n (x� �0)! N

0BBB@0;
R @ log f(xj�)

@�

���2
�=�0

g (x) dx�R @2 log f(xj�)
@�2

���
�=�0

g (x) dx

�2
1CCCA

so under H0 we have p
nb�0 (x� �0) D! N (0; 1)

where b�20 can be estimated consistently from the data.

Hints.
� The exponential distribution is a Gamma distribution � (1; �). If Xi

i.i.d.� � (1; �)
then

Pn
i=1Xi � � (n; �).


