Stat 461-561: Quiz 2

Friday 29th January 2008

e Exercise 1. Let X; Lid g (z) and assume that we want to model these data
using the parametrized family of probability density functions (pdf) {f (z|);6 € ©}.
Let 6, be the Maximum Likelihood Estimate (MLE) for n observations; that is

0 = argmaleogf (X;5]0)
be0 3

Under ‘suitable’ regularity assumptions, we have
Vi (0, —0%) 2 N (0,67)

Question 1.1: [1 point] Give the expression of the Kullback-Leibler divergence
minimized in 6 = 6*.
Question 1.2: [1 point] Establish the expression of 2.

See lecture notes. y
e Exercise 2. Consider n (positive) observations Xi, ..., X, where X; R g(x)
with
(z) = mA1exp (—A1x) + (1 — ) Ayexp (—Aqz) for z >0
I = 0 for z < 0

with 0 < 7 < 1, Ay > 0 and A2 > 0. That is we have modeled the pdf g (z) of the
data by a mixture of two exponential distributions.

Given X1, ..., X,,, we are interested in estimating 6 = (7, A1, A2) using the Expectation-
Maximization (EM) algorithm.

Question 2.1: [1 point] Which set of latent variables can you introduce to im-
plement the EM algorithm? Describe the associated statistical model.

We can associate to each observation a latent variable Z; € {1,0} such that
p(zi=1/0)=1—-p(2,=0[0) ==

and ( )
o maexp (=M if 2 =1
p (x4, 2] 0) = { (1 —m) Agexp (—Aex) if z; = 2.

Then the complete log-likelihood is given by

P (21, 210 0) = [ (A1 exp (= Aaza)]% [(1 — 7) Agexp (—Agay)]'
=1

Question 2.2: [3 points] Establish the EM recursion giving the expression of the
parameter estimate 0%) at iteration k given 0% —1) at iteration k — 1.
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We have
Q (07 e(k)) = Z logp <x1:n7 Zl:n‘ 0) -p <len’ H(k)w'xl:n)
= > D lzi(logmtlogh — M)

z1:n€{0,1}" =1

+ (1 — 2z;) (logm + log Ag — Xox;)|p (5E1:n| 9<k)7 Z1:n)

= (logm+ log)\l)zn:p (zl- = 1]9(’“),5@) -\ zn::vip (zi =1 G(k),mZ)
i=1 i=1

+ (log (1 — 7) + log A2) f:p (zz =0 Q(k),azi) - )\gf:a:ip (zz =0 H(k),aci) .

i=1 i=1
We obtain
__ Srap (zz =1 H(k),azi)
n

and

Yo Tp (zi =1 H(k), 931)

N - Yo p (,z2 = 0| H(k),:m)

Yo Tp (zi =0 Q(k), xz)

where

D (zi =1 Q(k),a:i> = 1-—p (zi =0 H(k),xi)
W(k))\gk) exp (—Agk):ci)

W(k))\gk) exp (—)\gk):z:i) + (1 =) )\gk) exp (—)\gk)a:i) '

e Exercise 3. Consider the following simple polynomial regression model

y =B+ B17 + Box? + ...+ Brpa” + +e, e~ N(0,0%).

Question 3.1: [2 points] Assuming k is known, establish the Maximum likelihood

estimate of (50,51, ...,ﬂk,82> given n observations {xj, vi},_; .-

We can rewrite the observations as

y=XG+¢€
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where

yi 1z - b
y = X = ;
n 1z - 2k

ﬁ = (507517"'76k)T

and € ~N (0,0%I,,). So the log-likelihood is

1(B,0%) = —g log (27) — glog (o) —
and
B = (X)X,
A2 1 \T ~
7 = Ly-x5) (v-x5)
Question 3.2: [2 points] We now want to determine &k through the Akaike Infor-
mation Criterion. Establish that we have

AIC (k) = n (log 27 + 1) +nlogd® + 2 (k + 2)

We have
AIC (k) = —2log likelihood at MLE + 2 (number of parameters)
~\T ~
oy, =XB) (v -%P)
= nlog (27) + nlog (o%) + )
o

+2 (k+1)
= n(log(2m)+ 1)+ nlog (82) +2(k+2).



