Stat 461-561: Quiz 1

Monday 29th January 2007

e Exercise 1. Suppose Xi, X, ..., X,; are independent identically distributed
from an exponential distribution f (x|6*), that is 6* is the true parameter. The
exponential distribution admits the following density

f(z|0) = 0~ exp (—9_130) 110,00) (x)

where 6 € (0, 00).
__ [461: 2 points, 561: 1 point] Find the Maximum Likelihood Estimate (MLE)
0,, of 8. Is the MLE biased?

We have
log L (| x) = —nlogf — (Z xz> o1
i=1
SO
OlogL(0lx)  n 1 [
26 0 ¢ z}”
thus .
D ai
9 i=1
n

This estimate is clearly unbiased as
(0]
Eg (X) = / 20~ exp (—(97156) dz

0
= 0/ wexp (—u) du
0
u? >

S i iy

= 0.
[461: 2 points, 561: 2 points] Compute the Fisher information I ().
We have
Plogf(a6) 1 2
06° I
0 9 log f (X]0) 0
og 1 2 1
’ ( 06° > P

[461: 1 points, 561: 1 point] What is the limiting distribution of v/n (@n — (9) ?
How could you estimate I (§*) from the data?
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We have %
ﬁ(enfe)) :»N(o,l(e*)*l)
and ,
oo 1 "L 9% log f (] 6)
I(0 )N—%Z—.

2
i=1 90

e Exercise 2. Suppose Y1, Y5, ..., Y, are independent identically distributed from
the following so-called zero-inflated Poisson distribution g (y|60*), that is for § =
(7,2 € (0,1) x (0, 00)

g(y=0[0) =7+ (1 —m)exp(=A)

and fori=1,2,3, ... _
exp (—A) N\
i! )

g(y=1il0) =1 —mn)

[461: 2 points, 561: 1point] Show that g (y|f) can be rewritten as a mixture,
that is

g(yl0) =mdo (y) + (1 —m)h(y[A)

where g (y) = 1ify = 0 and ¢ (y) = 0 otherwise and h (y| A) is a Poisson distribution
of parameter \.

This is trivial by the definition.

[461: 3 points, 561: 2 points] Derive the Expectation-Maximization algorithm
to maximize the likelihood of the observations

L(0ly)=L(0ly1,-.ym) = > _logg (yxl0).
k=1

We introduce X; € {1,2} such that

0 4 if i — 4
)= £ @0 w0z =4 500,y Dy
So we have

n

Q(0.8;) =" [togm. f (i =1/:,0;) + (log (1 = 7) = A+ yilog A — i) f (i = 2/, )|

i=1
and R R R
0Q(0.9;) Sy f(wi=11p85) Sy f (v =2.0))
or - T B 1—-7 -
thus

> f (1‘1 =1 yiab\j)

n

Tj+1 =
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where f (:EZ = 1|y¢,§j> =0if y; # 0 and

¥}

i+ (1—7;)exp <—Xj> '

£ (=115 =0.8,) =

Now ( A)
8@ 9,0j n En )
_ C— ol D i=1Yi _
) S (= 2B + B
i=1
SO "
Njt1 = - 2iz1 ¥ =
i1 f ($z = 2| yia0j>
where ()
(1-7;) exp(—A; .
~ 4 fy; =0
f (ﬂ?z = Q\yiﬁj) = Fraapen(—y) Y
1 otherwise

[461: Optional 2 points, 561: 2 points] Use Fisher’s identity to compute

dlogL(0]y) _ ( Olog H(9ly) )

96 610g8L)56|y)
We have
0log f (i, yi| 0) _ 1 ifx; =1 and y; =0,
or (f_lﬂ) if ¢; = 2. ’
Olog f (xs,y:l0) 0 ifz; =1and y; =0,
B T -1+ =2
SO
dlog L (0]y) - Sy f(mi = 2| yi, 0)
- = i: ]_ 7;79 = 9
dlogL (0ly) < . Yi
ML S o (14 %).

e Optional Exercise 3. Suppose X! = (X%,X%), X2 = (X%,X%),..., X" =
(X7, X73) are independent identically distributed from

f (2| 0%) = f (21, 22]07).

[461: For the glory 0 point, 561: 2 points] Suppose your estimator is based
on the maximization of the pseudo-log-likelihood function

PL (9|3:1, ) = Z {log f ($Z1‘ 0,:}03) +log f (:BZQ} H,xil)}.

=1
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Establish the expression of

PL(0) = lim %PL (6|2, ....2") .

Is 0" a maximum of PL (0)?

We have by the law of large numbers

PL(O) = [ (0 f (21]6,22) +108  (22]6,0))  (1,22]6°) dir

and it is equivalent to maximize

M(6) = PL()- /aogf(a:lw v2) +log f (2] 0%, 21)) f (w1, 32| 0%) dary s
_ /( 1Og< ;11";222))>f(:n1|9*,z2)dm1)f(:r2|9*)d:n2
+/( < (2] 0,21) ) f($2|«9*,x1)dm2> £ (21]6%) das

:132]0* $1)
We have M (0*) =0 and M (6*) < 0 for 0 # 6" as

J*
/ ( ;11||99* 332))) f (1] 6%, z9) dzy <0,
J*

ZL’2|9 :L‘l) %
< 0.
( Flz2| 0.2 )> f (x| 0%, x1)dzy <0



