Stat 461-561: Quiz 1

Monday 28th January 2008

o Exercise 1. Let X; "~ f (x| 6%) where 6* € © C R. Let 6,, be the Maximum

Likelihood Estimate (MLE) for n observations; that is

0, = argmax » log f(X;|0
gmax_log / (X,10)

Under ‘suitable’ regularity assumptions, we have
Vi (6, —6%) 2 N (0,07)
[1 point] Establish the expression of 2.

See lecture notes
[1 point] Propose an asymptotically consistent estimate of o?

)

e Exercise 2. Suppose {Xy};~; be a Markov process such that X; = z is fixed
and for k > 2 by the equation

We would use the following consistent estimate.

=) 1~ 9%log f (Xi|0)
2 _(_21
? < n; 902

X =aX,_ 14+ 0V
where Vi, "% A7 (0,1) and || < 1.
[1 point] Let 6 = (o, 0?). Write down the expression of the log-likelihood [ (6)

of the observations 1., := (z1, T2, ..., Tp).

We have for the likelihood

L) = f[./\/'(xk;aack,l,JQ)

k=2
T
_ H LI (T — arg_1)
iy V2mo? P 202
SO
n—1 9 “ (w), — owp_q)
1(0) =— 5 log (2m0”) — 5,2
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[2 points] Compute the Maximum Likelihood Estimate (MLE) 0 of 6.

We have
ol (6) _ > oheo Th—1 (K — axp_1)
Oa 02 ’
o _ n-1, Z”: (z, — axg-1)?
do2 202 204
k=2
so we obtain
a = ZZ:2 Tp—1Tk
> k=2 1’%71 ’
~ 2
(/75 _ EZ:Q (zf — Q1) .
n—1

1 point] Assume from now on that X; ~ N (0, % . Can you compute the
-«

MLE analytically? If not, propose an iterative numerical method to find the MLE.
How would you initialize it?

In this case, there is no closed-form expression for the MLE but we can use a
Newton-Raphson method. It would be sensible to initialize this algorithm at the
estimate obtained if X; was assumed non-random (i.e. the estimate discussed in the
previous question)

[1 point] Consider the following pseudo log-likelihood function

n—1

I (0) = logp (zk, 11| 0)
k=1

where p (zy, Tx4 1| 0) is the marginal distribution (X, Xj41). Establish the expression
of I, (0).

We can show easily that p (zg|0) = N (:pk; 0, %) (see lecture notes) so

n—1 2
o) = S log <N<mk;o,@)N(w;amk,o?))

k=
n—

_ =

(1 - a2) z3 B (g1 — oza:k)Q
202 202

= —log (27) + %log (1 —a?) —log (o?) -

o
—_

n—1

= —(n—1)log(27) + log (1 —a?) = (n—1)log (¢?)
I S Uiw i o RS N

202 202
k=1 k=1
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[2 points| Let 0,, be the pseudo-likelihood estimate defined by

0,, = arg maxl, ()
0cO

Without establishing the expression of 6,,, explain why this estimate is asymptotically
consistent.

We have thanks to the law of large numbers described in Hint

lim ll~n 0) = /logp (:L‘,:c" 0) .p (x,ac'} 0*) dxdx’.

n—oon,

which is maximized in # = 0* as it is equivalent to minimize the KL divergence
between p (z, 2’| 0) and p (z, 2’| 6%).

[1 point] Consider now the alternative pseudo log-likelihood function

In (0) = logp (wx|6).
k=1

Explain why this pseudo log-likelihood function does not allow us to find an asymp-
totically consistent estimate.

In the marginal distributions, we only have information about (a,a2) through

2 o . .
124z So it is impossible to estimate the two parameters.



