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Assume you have i.i.d. data Xi � f (xj ��) and you want to come up with an
estimate �n of ��. You could obviously try to maximize the log-likelihood of the
observation but alternatively you could consider the following estimate

�n = argmax An (�)

where

An (�) =

nX
i=1

g (Xi; �) :

Here g is chosen �appropriately�.
So how should we select g? You have to think of what is happening as n ! 1.

By the law of large numbers, we have

lim
n!1

An (�)

n
=

Z
g (x; �) f (xj ��) dx :=M (�) :

The �limiting� function M (�) should admit as a (global) maximum ��. You also
want �� to be the unique (global) maximum of M (�) (otherwise it means you have
identi�ability problems). Assuming that this is the case, you can establish consistency
of the estimate �n using a proof similar to the one given in your notes for the maximum
likelihood estimate.

Once consistency is established, you can look at the asymptotic variance of the
estimate. You use (in the scalar case)
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We have by the law of large numbers
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and by the central limit theorem
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so by Slutzky�s theorem we have
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