STAT 461-561 EXERCISES 1.

o Exercise 5.12. We have X; ~' N (0,1) then we have

1 — 1
Zi==Y X, ~ 0, —
e (o)

and Y) = |Z;| whereas

B = S E[X).

=1

For any variable Z ~ N (0,0?), we have

o0 > 22
E[|Z]] = 2 i \/%Uexp ~557 dz

= oo (5)],
= —o’exp | ——
2mo P o2 0

2
= —0.
T
Thus
2
E[Yi] =/ —
™
and
2
B[Ys] = /=
T

e [zercise 5.13. The sample variance is given by

n

§2= 3 (X, - %)

i=1

where

We know (e.g. Theorem 5.3.1 of C&B, p. 218) that
(n—1)8%/0* =7 ~ X;Q;_y

1



Let us compute

E(@) - E(ﬁ)

So if we define

then
E(W)=o0.

e Fxercise 5.30. We can approximate the distribution of X
of mean 0 and variance 22-. So we have

P(|X; - X2| <o/b)

/ // m\fo exp( e )

Q

n

B /fm"p (_%)

We know from tables that

2.326 1 2
/ exp (—“—) du ~ 0.990
—2.326 V2T 2

thus we can pick the smallest integer such that

1 /n
—/=>2.32 > 271.
5\/g_ 36<:)>TL_7

— X, by a Gaussian



e Fxercise 7.1. We have by direct inspection

z|[0]1]2 314
0 1111[2&3[3]3

o Fzxercise 7.2. We have

Fal0.8) = g™ esp (< /)

thus the log-likelihood of n data is

L(0|x)=—nlogl' (o) — nalog () + (o — 1) (Zlog:cl> - Bt (Z%) :

We have

oL (6] x )__na+i< x)
B 2 o

So if « is known then .
D1 Ti

no

b=
If o is unknown, we can plug 3 in L (0] x) and maximizing numerically the resulting
function

~ "o
L ( , ‘ ) — —nloecT — 1 L —1) 1 Py
a, f|x nlogI' (a) — na og( - (a Z 0g T; na.
We can alternatively find the root of this equation

%—BM ~) = (s (202 1) + (Z 10%)

where ¢ (o) = % is the so-called digamma function which is tabulated in a few

packages.
o Lzercise 7.9. We have already shown that
/éML = Z(n)
whereas 9
By [X] =

2



so the method of moments estimates is given by

n
~ 2
HMM:_ E Z;.
n -
=1

We have

and
varg PMM] = % Zvare [X5]
4 92 0°
T n12  3n

For the ML, we use the fact that (e.g. Theorem 5.4.4. and example 5.4.5 in C&B, p.
229-230)

X
6(’ )« Beta (n,1)
SO
~ nb
B [HML} T a1

~ n26?
vary |0 = .
0[ ML} (n+1)2(n+2)

EM 1, might be biased but it can be check that it has a lower MSE

—~ H>
MSE <9MM) -
~ 6? n26?
MSE (0 = + )
( ML) (n+17° (n+1)°(n+2)
o Fxercise 7.11.
(a). We have
(0| x) =nlogb+ (0 (Zlog xl>
thus



and
-n

> iy log (z:)
Thus by the law of large numbers, we have
1

- —————— a.s.

By [log (X)]

5:

A

so var (0) — 0.
(b) We have

J}9+1 1 0
_ 9 —
[0 + 1] . 0+1
SO o
-~ X
0 =,
MM = T
o Fxercise 7.19.
(a) We have
n S (i — Bay)®
L(0x,y) = —§log (2m0?) — 1 507
Z?:1 yig + 52 2?21 %2 - 24 Z?:l TilY;

__n 2) _
= 5 log (27ra ) =

The sufficients statistics are (3, y2, > r  x;y;) [and D1 | 27 but it is assumed
fixed so it is not truly a sufficient statistics.]
(b) We have
B _ Z?:1 TilYi
POUNE

2?21 (yi - /ﬁ\xz)z
n

n n 2 n
Zi:l yi2 - (Zi:1 TiY; ) /Zizl x?

n

~

(c) B is a linear combination of Gaussian variables and is thus Gaussian. We have
B (B) _ i1 Tl () _ D i B} — 3
D i T D i T ,
wor (5) — Do ) _ o ¥ st
(Xie1 77) (e 7)




o Fxercise 10.1. We have

By [X] — %/_lx(l—i—Qm‘)dx

So we propose the estimate

0 =4X.
We have
B, [5 = 0,
~ 1
vary [9} = gvar(; (X] = %

12 .
for a finite C. So this estimate is consistent as Ey [9] + varg [9] —0asn— oo.
o Erercise 10.5.

(a) We have
_ _n _ > (@ — 9)2
L(0|x) = 210g(27r9) 50
_n EDY ST S
= =3 log (276) 20 + inZ 29.
SO
20L(0x) 1 Anyliat
n 00 0 6? '
We thus have to solve
> +60—-W =0

and W =135 22, We have two roots

0 —1—+/14+4W
1 = )

2
—1++14+4W
2

0y =

Now we know that # > 0 as it is a variance so EML =0,.



(b) We can simply approximate the variance by

1

_0%2L(0]x)
062

var [@ML] "

Onmr

where
FLOX) _ n () 2W
00* 207 0 )"
e Fzercise 10.8. We did it during the course.



