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e The authors are to be congratulated for this impressive paper which
solves many problems and opens many avenues of investigation. We present
here a direct application of their methodology to time-discretization error-
free filtering of partially observed diffusions. Let us consider the following
diffusion where Xy ~ my and for ¢ > 0

dXt = O[(Xt)dt + dBt

This diffusion is partially observed at times {t;},~, (where t; > t;_;) and
the conditional density of the k-th observation Y;, given by gr(y:, |zt ) is
known analytically. We are interested in estimating sequentially the distri-
butions

p(xto:tk |yt1:tk)d35t0:tk — ]P)(Xto;tk S dmto:tk ‘Yvﬁ:tk - ytlztk)

where tg = 0, T¢yt, = (X1, Tty,.., Tt ) and Y1t = (Y2, Yto,..., Y2, )- L0 achieve
this we propose to use a Sequential Monte Carlo (SMC) [1]. The distribu-
tions are approximated by a large number N of weighted random samples

{Xt(g)tk} (1 =1,...,N) termed particles. The particles are sampled using
Xt(g?tk ~ @i (Tigety | Yer:ty,)
with )
Gk (Ztg:ty | Yer:ty,) = o (T4o) nnlqn(xtn e, e, )

where {q, (2, |yt,, ®¢,_,) } are importance distributions known pointwise. In
the standard SMC framework, these particles should be reweighted accord-
ing to normalized weights proportional to
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where

Pat, (@, 2y,) = P(Xyy, € doy [ Xy, =2, ,)/dzyy
= NAtk (wt), — w1, ) exp(A(zy,) — Alze,_y))a(Te,_y s 1y,

with A (u) = [« (2) dz and a(zy,_,,z1,) = Ew(ztk_l,ztk) (exp(—% ti’il(a2+

o)(ws)ds))). The particles are resampled whenever the variance of {wk (Xt(;)tk> }
is too large. Clearly this SMC algorithm cannot be implemented as pa¢, (@, ,,Zt,)

does not admit a closed-form expression. However a straightforward argu-

ment shows that it is not necessary to know wy, (Xt(g)tk

) exactly. Only an

unbiased positive estimate Wy, (Xt(;)tk) of wy, (Xt(;)tk) is necessary to obtain
asymptotically consistent SMC estimates under weak assumptions. Hence
all the techniques developed by the authors to estimate pa¢, (z¢,_,, ¢, ) un-
biasedly can be applied straightforwardly. The need for positive estimates
restricts us to diffusions similar to those of EA1 or EA2.

So as to be efficient, the SMC method requires to design “good” import-
ance distributions and to obtain estimates of the importance weights with
low variance. To design the importance distributions, a suggestion consists
of approximating analytically pat, (z¢, ,, ¢, ) by a Gaussian distribution us-
ing a local linearization technique [2] and combining this approximate prior
with g(y, |+, ) or a linearized version of it to obtain qx(z+,|ye,, Tt,_,)-

It is also crucial to reduce the variance of the estimates of the weights given

by
var (W (X, ) = var (wi (Xegwty,)) + B (var (Wk (Xigwty,) | Xegity,)) -

To achieve this, if the Poisson estimator of section 6 is used, one could sample
for each particle P Poisson random variables but use the same Brownian
bridge to sample retrospectively for computational savings. However, a large
Poisson parameter A and a large P may be needed to obtain a reasonable
variance.
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