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Chapter 2

Related work

2.1 Learning in RCS2DS

[1] presents a flexible team member agent architecture and a general-purpose
layered machine learning paradigm which allows learning at each level of
a hierarchy composed of complex tasks. The RoboCup Soccer simulator
environment is used as the major testbed. The author identifies the char-
acteristics of the environment and define it as a PTS (Periodic Team Syn-
chronization) domain. Roles, formations and set-plays are used to compose
teamwork structure, and paradigms of communication among agents with a
single unreliable low-bandwidth channel are also analyzed. In the layered
learning paradigm: neural network is used to learn an individual soccer skill,
ball interception; decision tree is employed to learn a multi-agent behavior,
pass evaluation; and a new algorithm TPOT-RL (Team-Partitioned, Opaque-
Transition Reinforcement Learning) is taken to learn a team behavior, pass
selection. The algorithm TPOT-RL is also tested in the domain of network
routing. A fully functioning multi-agent system embodying the algorithms
and architecure was implemented and participated in the RoboCup Soccer
competitions. The author also suggests to use observational reinforcement
learning for strategic positioning and memory-based algorithm for strategic
adaptation. As the author stated one problem with the layered learning is
the error propagation or credit assignment among layers.

[2] defines the coaching problem, i.e., an automated coach agent provid-
ing advice to one or more automated advice-receiving agents, and explores
solutions to the challenges posed in the prolem, such as learning and us-
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ing models of the environment, adapting advice to receivers’ peculiarities,
representing advices and modeling opponents. The author co-developed the
standard advice language CLang for the simulated robot soccer environment,
and proposed a multi-agent plan representation MASTN (Multi-Agent Sim-
ple Temporal Network) and an associated distributed plan execution algo-
rithm. However, in the current implementation of the algorithm, the agents
do not take over actions which were originally assigned to others but not
executed successfully by them. Based on two assumptions: 1) the variation
in opponents can be approximately expressed in a reasonably sized set of
models from which to choose; and 2) the output of an opponent model does
not explicitly depend on the positions of the agent’s teammates, the author
built several models of opponent movements in setplays while game stops.

[3] introduces a constraint-based agent architecture to address the issues
of an agent’s: synchronization with and response to the dynamic environ-
ment, and operating proactively and appropriately in the environment. In-
tentions represented in the form of constriants are attributed to the agent
to achieve its resource-bounded deliberation. The architecture adaptively
schedules deliberation processes so that the agent can evolve its action with
the natural frequency of the environment’s dynamics. The architecture is
modular and its execution is interruptible to produce quality-varying solu-
tions. Transcribed in a dynamic and probabilistic multi-agent environment,
a theory of intentionality is presented to abstract behaviors and to facili-
tate agents’ behavior generation and recognition. The architecture is im-
plemented and tested as agents playing in the RoboCup Soccer Simulation
League: the agents’ internal representations of the world are compared with
the true states of the environment and the agents’ successes in dynamic sit-
uations with varying resource requirements and uncertain percepts are eval-
uated. The internal representation model has yet been integrated into the
whole decision process of the agents.

[4] presents a formalization of team strategy and concepts of Situation
Based Strategic Positioning (SBSP) and Dynamic Positioning and Role Ex-
change (DPRE) for homogeneous agents to collaborate against opponents in
dynamic, real-time and uncertain environments. The formalized team strat-
egy is composed of a set of tactics and several possible agent types. A tactic
consists of formations that are applied in different situations. A formation
assigns each agent its agent types and its positions in the field. The strategic
positioning of one agent depends on the situation and the positioning of other
agents assigned in the formation. Agents take more reactive behaviours, i.e.,
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domain-specific high-level and low-level skills, when they are in active situa-
tions, which are identified out of strategic situtations. Agents are also able
to switch their positions and roles (specific behaviours) at run-time, within
one formation. A high-level decision module is used to decide an agent’s cur-
rent tactic, formation, role and action at a given moment. The FC Portugal
RoboCup Soccer team implemented an agent architecture embodying this
team strategy and concepts of SBSP and DPRE. It won all the opponent
teams in both the European and the World RoboCup 2000, without losing
any goal in any of the competitions.

2.2 Agent control architecture

[5] presents a soft real-time agent control architecture to generate schedules
satisficing temporal, structural and resource constraints, to merge new goals
with existing ones, and to detect and handle unexpected results from activ-
ities. The architecture uses TAEMS, a description language for hierarchical
task decomposition, to model goals, subgoals and low-level activities with
quantitative and probabilistic parameters. Given a TAEMS representation
of a task, a planner DTC (Design-To-Criteria) and a scheduler POS (Partial
Ordered Scheduler) evaluate current runtime context and execution charac-
teristics to generate and rank a range of candidate plans and schedules, and
select one from them. An execution subsystem executes activities in this
plan, tracks the performance, and reschedules or resolves conflicts when ap-
propriate. Though the authors claim the TAEMS structure and parameters
for a task can be learned, it is difficult to come up with a reasonable de-
composition of a complex task as required in TAEMS. In addition, when a
failure occurs during the execution of some activity, the architecture can not
indicate which factor(s) caused that failure.

[6] presents IDEA (Intelligent Distributed Execution Architecture), a
framework to unify planning and execution with four major components: the
domain model, the plan database, the plan runner, and the reactive planner.
Deliberative planning is achieved through modeling and problem solving on
the plan database within the framework. IDEA allows the specification of
agents that operate within a guaranteed reaction time and supports flexible
specification of reactive vs. deliberative agent behavior. It also defines a sim-
ple communication protocol among several agents which implement IDEA.
In IDEA a layered system can be implemented as separate agents, one per
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layer, each representing its interactions with the world in a model. At all
levels, the model representation primitives and their semantics is the same.
IDEA is used to supersede the functionalities of the Deep Space 1 Remote
Agent (DS1 RA) [7]. The DS1 RA architecture includes three layers of func-
tionality: a constraint-based planner/scheduler (PS), a reactive executive
(EXEC), and a Model Identification and Recovery system (MIR) consist-
ing of a model-based truth maintenance system with diagnosis and recovery
module. These layers use different modeling languages and different ways
specifying problem-solving control. Although this heterogenous approach
has the advantage of tuning each module to maximize performance at that
level, it is difficult to validate all the models and procedures and to insure
no conflict among them.

[8] describes a flexible and reusable agent architecture STEAM to address
teamwork requirements such as coordination and communication in complex,
dynamic multi-agent domains. Based on the Joint Intentions theory [9], team
members in the STEAM framework synchronously builds up a hierarchy of
shared intentions, individual intentions and beliefs about others’ intentions.
They use decision theory to decide whether to communicate to get mutal
belief while building or disbanding joint intentions. With explicit represen-
tation of team goals and plans, STEAM monitors team performance during
the execution of the hierarchy of reactive plans, and reorganizes the team
when an individual fails in fullfilling its responsibilities or no team member
is covering a new task. The implementation supplements rules for teamwork
to the SOAR agent architecture [10].

In order to generate intelligent agent behavior in complex, real-time and
dynamic computer game worlds, [11] proposes an anytime planner A-UMCP
(Anytime Universal Method Composition Planner) and an agent architec-
ture, which supports the planner and deals with the game domain features
such as real-time interactivity and complexity. The planner trades off plan-
ning time against plan quality by using hierarchical task networks and al-
lowing its planning process interruptible at any time, even without the re-
quirement of finding an initial solution first. It generates information to
guide agent behavior rather than exact solutions to problems. The agent
itself is responsible for translating the information into its executable prim-
itives. This additional translation step between planning and acting is one
of the weaknesses of the architecture. The weaknesses also include a lack of
inter-agent communication features and a lack of proactive intelligence.
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2.3 Active learning

Given the freedom of choosing future training data based on those that have
been used, [12] proposes a general approach for active learning to minimize
the number of training data required and thus to reduce the cost of gathering
them. This approach first defines a model and an associated model quality
or loss function appropriate for the learning task at hand. Then it chooses a
method to compute the potential model loss given a potential query, and fi-
nally asks the query which causes the lowest potential model loss. It has been
applied in three areas of machine learning: classification with Support Vec-
tor Machines, parameter estimation and causal structure discovery in static
Bayesian Networks. Empirical results show the active learning technique can
significantly reduce the need for training data. There are still many aspects
for the active learning method to explore, such as dealing with situations
involving missing data values, hidden variables, high-dimensional problems
and temporal domains.

[13] presents a framework and objective functions for active learning to
close the data-gathering loop in three fundamental Hidden Markov Model
(HMM) problems: learning individual states, learning the most likely path
of hidden states given some observations, and learning the model which gen-
erated the data. The active learning HMM is equivalent to a standard HMM
except some observations in the former are hidden and queryable. In the
framework, the loss function is determined by what one dislikes about one’s
current belief state. Uncertainty about hidden variables and expected error
on tasks (e.g., mislabelling A into B) are two common types of them. The
Value of Information (VOI) is defined as the expected reduction in loss (un-
certainty or cost) once the information is observed or provided as an answer
to some query. The primary bottleneck of the framework is to incorporate
the information learned from the quries into the HMM’s beliefs, since the
VOI computations are fast enough.

Assuming the model class used by an active learner can actually describe
the true distribution underlying the data and the model has no hidden, con-
tinuous variables, [14] generalized the Query by Committee approach to un-
supervised active learning tailored for domains with large number of random
variables. As the standard information gain (Jensen-Shannon divergence)
requires a committee size growing exponentially with the number of indepen-
dent subdomains involving uncertainty, the authors propose a new additivite
divergence measure to quantify the degree of disagreement in terms of av-
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erage Kullback-Leibler divergence between all pairs of committee members,
so that the lowest committee size required is given by the subdomain with
the largest uncertainty. A bootstrap approach for committee selection is also
presented.

2.4 Game (Opponent) AI

[15] proposes a taxonomy of domain knowledge in simulated soccer to fa-
cilitate the definition of similarity measures between two situations. The
taxonomy classifies domain knowledge at the first level into two categories:
distributional knowledge and virtual or derived attributes. Distributional
knowledge is about variables’ range and distribution or ordering of nomi-
nal feature values. Virtual attributes have two types: matching knowledge,
which can be taxonomies or continuous/discrete transformational knowledge,
and inferential knowledge, which includes relations and contextual knowl-
dege such as weights. A non-extended similarity measure only incorporates
weighted Eculidean distances between players’ and balls’ position and ve-
locity vectors. An extended similarity measure takes various knowledge-rich
virtual attributes and their weights (which can be learned) into account.
With respect to the extended similarity measure, players in two situations
are first matched, and if the two situations are similar enough, the high-level
action (such as shoot-on-goal) taken by player A in one situation will be
given as the predcited action of player A’s counterpart in the other situation.
The difficulty of this similarity-based opponent modelling lies in defining
the similarity measure which incorporates reasonable virtual attributes and
appropriate weights for different situations.

A case-based reasoning system CAT (CAse-based Tactician) is designed
in [16] to win against randomly selected opponents in WARGUS, a real-time
strategy game using the open-source engine STRATAGUS [17, 18]. CAT
uses three sources of WARGUS domain knowledge, i.e., a state lattice, a
set of tactics (subplans) for each state, and cases that map game situations
to tactics and their performance, to facilitate case acquisition and tactic
selection. It is tested in TIELT [19] and the results show that CAT learns to
play significantly better than the best performing genetically evolved counter-
strategy against WARGUS opponents.

[20] Online Adaptation of Game Opponent AI in Simulation and in Prac-
tice
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2.5 Constraints and AI planning

[21] Constraints and AI Planning
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