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I , e wenaFwith=
humans and Wiﬂ"\—othE’( ~agents, we rely upon all of the
--‘-—-a'spects-ef—eegmtlve vision:

* knowledge representation

* descriptions of the scene and its constituent objects
* models of agents and their intentions

* |earning

%@jﬁion to, the world and other agents
S0N] r jifi[e

* recognition and categorization



Fooot Partners

~ The Robot Partners project focuses on therdesignrands
Implementation efvisually guided collaborative agents,
« gpecifically-interacting autonomous mobile robots.

* |ocalization and mapping

* user modeling

* Interpretation of gestures and actions
* Interaction with human agents

i
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* Alan Mackworth
¥ Rob Sim
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% | will'tell you about what sort of visual capabilities our
-~ robots have—

—
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* Then I'll describe several roles the robots have played —
jobs they have done.

* Finally I'll describe our recent work where we: learn what
visual inputs matter to a robot when: interacting with people.
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Erik: face display on PTU, Bumblebee stereo (gold), brain belt



qﬁ’awg"t""ﬂ\‘a lon - Avol dlng dynamlc obstacles

* Local Spatial Context
* [ocalization |
* Face Recognition __,___,._"
* Gestures and Expressions
‘Recognition and Synthesi
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Floor: occupancy grid map ; Blue: field of view
Black: at least one cell above is occupied; White: empty space



Green: cells 60% occupied
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-~ %X |n OTder to collabﬁfate=\1v|th4)ther robots and! h humans _its
- partners—a-robot needs to determine its location.

* SLAM provides a map built from observed, distinguishable
landmarks.

* \We use visual features of the environment to buildi re-
usable maps.

* The features are David Lowe’s Scale-Invariant Feature

“Transform image descriptors Whlcaﬁ use to;-ea@@ﬂﬂ%

~ Ojects and GeElerminewne

are am |? = where is the world?



* Image content is transformed into local Teature‘ —
descriptions that are invariant to translation, rotation,
scale, and-other imaging parameters

—

SIFT Features



Vec OT Oflrid IO

ireshoeldedimage gradients:
|ocations In scale space

* Create array of orientation histograms
* 8 orientations x 4x4 histogram array = 128 dimensions

Image gradients Keypoint descriptor




Recodrnitior urncdero




Reco UFJJ/JHJ Panorarmas

Mlziiirevy Brovvm rlfJFJ Blevyiel Eepyye

= a"tﬁatlcally StltC'l’TTB'g_’EﬂTET |
“ ¥ SIFT features provide initial feature matching

* |Image blending at multiple scales hides the seams

Panorama of our lab automatically assembled from 143 images
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SIFT features: scale, orientation SIFT stereo: distance indicated by size
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~ * Kidnapped ronoL problem ——
* Recognize robot pose relative to a pre-bullt map

Measured Pose :
(70, 300, -40°)
Estimated Pose :
(75.8, 295.9, -41.1°)
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sirnplification oy anisotropic srmootning
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Depending on task requirements, a detailed silhouette in a
coarsely modeled surface may be sufficient for recognition
and navigation purposes



Ing people and tnelr acilons
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iThe=rUbot needs-tﬁflet;aatejeeople in order to assist them:

'#W‘fn‘d‘f"aces‘ n images and find how they move so that we
can judge their expressions.

* A robot needs to know what people are doing, and what
they may be telling the robot, either throughigestures or
motions that can be interpreted to know thelr attitude or
feelings, or what they intend to do.




Finding People

-~ Use-occupancy-grid probability map to decide where to serve
Detect people using skin color
Use stereo data to compute 3D position of people

Color Image Skin Regions Stereo Data
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ﬂmrwmbm a visual observation gives us
uncertain information about the state of the world
Markov: State t depends only on State t-1
Decision Process: actions are determined by Rewards
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Light blue circles: observables; Yellow diamonds: policies/utiities
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rliclclen Markov Models (CHIVIMS

— s o |
- e = — -
e —
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Understanding rnotion
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The face communicates the attitude of the robot to the interactm



ROOOT ROIES
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% Given their capab 1u9bots can
- play differentroles:
arole is a set of activities with a collection
of goals

* Jose is a robot waiter —

e e . —

* Homer delivers personal messages g




Widdle Level
Low Level

UL Yindows
CXpmEzionE
=zharad

Fac

/ COMMONICETIoN GEing 4

memory arc hitectone

¥
AR AL AR
A
‘.:.q.q.q.uc,,_.;_.:_._.. o
R T
FLfay
P
P
Ay
i
P
P
FeA
PR
ey
FLEARR

&
“
2
m
B
uﬂ._
=
o

ket architectore

T way

oo

Tw

Food tray monitodng

ERh
REXERERER
Rt KEREATR
Y ey b.ua_...*




as—tood—in—tray & e )
.. has—tacget—location 7 . ~ At-target—location

l"ll |"I . ..'II—" I-"I _ .
= to—serve—location e 00 Serving

- " has—food—in—tray & "
—, has—target—location

oo rached—base J no—food—in—tmy nn —faod—in—tmy

{ go-to-base ":,

.« Supervising Behavior decides what to do next
e Thereare 5 main states
« At each state more than one Behavior may be active



Al WeleWarer
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Int-ba ts models, IaTTguesa 6

* Computational vision and robotics

* Multiagent systems including soccer-playing
robots
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Constraint Nets: theory, tools, applications

x Robert St- A‘bln &‘Wrackworth are deS|gn|ng and

— building Probabilistic Constraint Nets (PCN) for
representing uncertainty in robotic systems.

* Song & Mackworth have designed and implemented
CNJ, a visual programming environment: for
Constraint Nets, implemented in Java.

The system includes a specification and :
@pleme‘ﬁtaﬂon of CNML, an X nvir_onm@rsﬂ.@_"
méor}gw—# -

J has been used as a tool by Pinar Muyan to
develop a constraint-based controller for a simple
robot soccer player.
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Whnat's Missing?

S We want to tel O c'ce'h" at’s Import -
= what to do — cognitive robetics
e —

We want to program the robot by describing a scenario:
what'’s in the world and what happens — how people and —
objects interact

shoul communicate: generate speech to explain .
arn verbal d




* statistical model for learning the probability that a word is
- associated-with an object in a scene.

* |learn these relationships without access to the correct
associations between objects and words.

boxes fan backpack wall boat water sky house tree

 a Bayesian scheme for automatic weighting of features
(e.g., colour, texture, position) improves accuracy by
preventing overfitting on irrelevant features.



EXPENSIVE SEGMENTATION CRUDE SEGMENTATION

i r‘- BT ceilint ceiling ceiling ceiling ceiling door door
1 L
ceiling |
whiteboard ceilin por whitehoard wall door door
' d =y
. ceilin all a ‘chair
4
ail

-MIt 11'-' easbf‘ﬁlg to')l

- -‘W ﬁ f
; f‘4 % -l. g [ . road h’*“
grass

fox grass



Cevin Murpny

= % Machine Iea*rmﬁg/é%putational statistics
~ " _ Probabilistic graphical models (PGMSs)

\ e

Xima e)_inference

algorlthms
— Flexible software toolkits (e.g., BNT)

* Applications to computer vision
— Visual object detection and scene understanding



\/isugalleh|ect detection
zig[sl ]mage understand]mg




ogert o Waoaoclrlelrer

¥ Eecus: Computer Interpretation ot 3D Shape

S ———

Andvistalimetion:

“ % Objective: To tnderstand how the measurement of visual
motion can support high-level interpretation tasks related to
object identity, non-visual physical properties and, for an
object that Is an intelligent agent, to actions and intentions.

* Strategy: Link the interpretation of motion,and 3D shape *as
early as possible* in visual processing.

——

Maintm e —
a ontent-based Image retrieval

Remote sensing and geographic information systems (GIS)
* Connections to biological vision, especially colour vision







i ————

~ Term1l —_—

~ % 502: Al T=Mackworth
* 505: Image Understanding 1 — Little
* 532c: Graphical Models — K Murphy —
Term 2
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Whnat were t

ure: Image understanding systems but currently urban:
ﬂ=1m€‘g'e-a:ﬁ'a1ys13—e g. building detection an rec

* Successes

— new algorithms: normalized cuts, graph methods for
stereo/motion

— Generative methods in general
_ e ———




\What areithemew.cevelepmenisinine:last
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% Most substantial change has been the change in focus
~ from GOFAIR to situated agents living in dynamic
unstructured environments

* dynamics mean that the low-level (subsymbolic) elements
of vision become time-critical HENCE real-time: stereo and
motion analysis; attention becomes central'—we know now
from studies of inattentional blindness:that representation

ﬁe worldis.incomplete at best ~

movement ' mnm

Wﬁiﬁ that are generic to learned
systems that operate at high speed, e.g., Viola’s face

detector using boosting methods and fast implementation
methods
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3‘I\/I0ve—from a foeu%ﬁ-@ﬁre-deductlon to a baIanced |

-=—a'p'-p1°oach-wﬁh—a focus on proper accounting for random
variables in vision systems

* |ead to a concentration on probabilistic methods
* e.g., mixture models
* Bayesian priors are replacing explicit knowledge as a focus




\What isthe relatioplhetween explicxit
and Implicit knovvJedJ@ In cognitive

\/JJJQH

""F'Rﬁ?vvl‘ag_b_e about the structure of the world — the
connections of dependence/independence relations

* |s explicit knowledge manipulable? Symbolic?
* What Is the status of priors?




Motlvatlion

7 An‘agent needs—aﬁaﬁﬁﬂm—ason about actlons

'#Wn"re‘_‘am [?"localization aids the agent to begin reasoning
with its location in the map

* The map itself is an important artifact for use by others:
stereo gives shape data, images

— Virtualized reality by Kanade et al. (CMU)

— |keuchi — Kamakura Great Buddha project =




\avigation

1s1ﬁr-rbased e

q Build occupancy grid map of static features in the
environment (using stereo)

* Path planning on grid
* Detect dynamic obstacles using stereo and bump sensors
* Update map and re-plan

E—




___* Goal: to properly interpret the uncertainty of stereo
=
measurements In surface reconstruction.

* The sensor elements considered are local patches in the
stereo iImage that create patchlets.

* These patchlets are fit to a plane and the uncertainty of the

in orientation and position Is determined from the gﬂ

0 3d po _—
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% Observation model — mapping from unobservable states of

the system to the sensor observations

* Typically Gaussian models of sensor noise are adopted but
modern estimation methods, particularly Monte Carlo —
Markov Chain (MCMC) methods enable more realistic and
adaptable models of variation

* Hidden Markov Models (HMMS) describe transitions
ﬁv@een unobservable states and lons betwe'e'n-svtm

Ps and POMDPs — methods for decision making using
these models

* Belief networks, Bayesian networks -> dynamic Bayes nets




Action and Motlon

e by:their gait

-'zing pe

— Ia"enfﬁy"""‘_fmg gestures and expressions

* Analyzing image sequences to identify activities of players
from their trajectories — tracking and identification of
context -—




: ecr-)gnltlon by—v131aai|=@rs@ther means of the persons witt

ﬂEWH‘BT’ﬁ"‘Fh‘@'&Q'@ﬁ‘t Interacts

* The basic methods of measurement of shape, colour,
motion, and so forth are common with analysis of gesture,
and recognition of activity -

E—




Overview

system that can

- We have developed a novel vision

- recognize -people by the way they walk. The system
computes optical flow for an image seguence of a person
walking, and then characterizes the shape of the motion
with a set of sinusoidally-varying scalars. Feature vectors
composed of the phases of the sinusoids are able to
discriminate among people.
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Optical Flow
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- Points (white) where flow is non-zero.



Magnitlce of flow




Fltting ellipses 1o rotion




Separation

-d.2
-d.1 -0.88 -@.6856 -0.84 -8.02 5] B.E82 |.84 B. @&
y d

IS sufficient so that the k-nearest neighbours classification succeeds 96%



Jim Little
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- xTo drstlngwsh “normal —people objects and ¢ actlvmes from
- anomalous-ones, and alert a security agent in the case of
anomalous conditions.

* Our current projects are:

— Fast people detection in corridor Images, to be
used as input for activity recognition.

jlmllanty_fllter development, for knowing when.
Wre- —
context-based object and scene recognition

algorithms.




People Detectlon Algoritnm

TmﬁFE@?meﬂed— - e —
-~-images from a network :
camera. A large set of L '
image features is computed, - B
without the need for 1
complete JPEG
decompression.
A support-vector machine
IS used to classify
regions i
e regions.
o A related project is
developing an FPGA
hardware implementation.




\Wihat.can be geneln e nextiewsyears; in
mnenexts //agm whnat are long terrrn

-

— i RetUTn back to our reots ini Al — reasonlng IS requwed to
- move pastthe-most simple methods using priors, which
themselves have little structure

* Reasoning allows one to specify structure
* How can we introduce knowledge bases into vision -

* From a statistical model of images to the next level —
association of objects in scenes ?

,Wwithin.contexts, learning of association — requires

—









Affine (2 ZPs):  66%

" —

2,4,8,9,10,14,22: 79%
(96 sequences, 835 frames)




