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A Message From the General Chairman/Un Message du President Gene ra l 

In the pages which fo llow you wi ll find the papers, 
both invit ed and refereed, which wi l I be presented at 
t hi s, the Fifth National Conference of the Canadian 
Soc iety for Computational Studies of Inte l I igence. A 
confere nce however is much more than a set of paper 
presentat ions . It is a meeting of mind s - not a ll of 
which are open! It is a p lace for meeting o l d friends 
and mak ing new ones. It is a place for discussing i s­
sues and, usually at great length, non issues. It is 
a place for riding hobby horses and, occas iona ll y, 
De rby winners. I t is something li ke an academic cir­
cus, with its barkers and huckste rs and three card 
men; it s chamber of horrors and it s ha 11 of mirrors and, 
yes, its strong man and the fat l ady. You have paid 
for your ticket (I hope!) and the rides are free; en­
joy yourse lves. 

This partlcular conference of the Society is being 
he ld at a time when the subject matter which draws us 
toget her is passing through a period of high visib i 1-
ity. For the first time in the li ves of most of us, 
industry, the Professions and yes, even Government 
want to know, if not us, then experts in our area of 
interest. Some of us, (though we ' re a dying breed), 
have been here befo re. I'm not sure that I like it 
and I'm not sure that I don't. As a one time bank 
manager T.S . El li ot said " th i s above all is the great­
est treason, to do the right deed for the wrong rea­
son. " You could well transpose this, and anyway, you 
a ll know what happened to Beckett. 

But enough of this amateur philosophising: t here are 
rea l ly intel lectually exciting things happening out 
t here for those who can stand the pace. Whether we 
have to wait five or five to the fifth years for the 
f ir st a ll si nging dancing robot, remember that it is 
said to be better to travel hopefully than to arr ive. 
I am not sure t hat I bel ive this last aphorism, but 
anyway, ta ke a step or two a long the way at The 
University of Weste rn Ontario in London - home of 
the inaugura l meeting of the Society more years ago 
than I ca re to remember. 

Ted Elcock 
General Chairman 
Fifth Nationa l Conference 
of the CSCSI/SCEIO 

Dans les pages suivantes, vous trouverez les artic les, 
invites et exam ines, qui seront presentes ~ la Cinqu i ­
~me Conference Nationale de la Societe Canadicnne pour 
Etudes d' ln tel l igence par Ordinateur . Pourtant une 
conference est beaucoup plus qu'une serie de present­
ation d artic les. C' est une rencontre d'esprits - pas 
tous ouvert! C'est une place pour rencontrer de vieux 
amis et en faire de nouveaux. C'est une place pour dis­
cuter des questions et habituel lement , aussi pour dis­
cuter longuement des sujets de peu de consequence. 
C'est une place pour chevaucher ses dadas favoris et, 
parfois, des gagnants du Derby . C' est un peu comme un 
cirque academique, avec ses bonimenteurs et colporteurs 
et les hommes de troi s cartes; sa chambre d'epouvante 
et sa maison de miroirs et, oui, son homme fort et sa 
femme grasse. Vous avez paye pour votre bill et (je 
l 'esp~re) et les tours sont gratuits; amusez-vous bien. 

Cette conference particul i~re de la Societe a li eu~ 
un temps ou le sujet qui nous assemb le passe par une 
period d 'haute v i sibi l it ee . Pour la premi~re fo is 
dans la vie de la plupart de nous, I' industrie, le s 
Profession s et oui, meme le Gouvernement veulent nous 
en savoir, si pas nous, a lors les experts dans nos do­
mains d interets. Quelques-uns de nou s I ' avion s dej~ 
vecu (malgre que nous sommes une espece qui est en 
train de disparaitre). Jene su is pa s certain que je 
l ' aime mais je ne suis pas certain que je ne l ' a ime 
pas. Comme un ancien directeur d'une banque 
T.S . El liott a dit "this above al l is the greatest 
treason, to do the right deed for the wrong reason . " 
Vous pouvez faci lement transposer ceci, et en tout 
cas, vous savez ce qui est arrive~ Beckett . 

Mais assez de ce phi losophie amateur : 11 ya des 
choses vraiment int e llectue l lements pa ssionn antes 
qui arrivent pour ceux qui pe uvent survivre les d6-
veloppements. Que nous ayons besoin d ' attendre c inq 
ou cinq ~ l a cinqui~me annees pour le premier robot 
tout chantant et dansant, souvenez-vous qu on dit 
que c'est mieux de voyager avec espoir que d'arriver . 
Jene suis pas certain que j e crois ce derni er ap ho r ­
isme, mais en tout cas, prenez un pas ou deux sur le 
chemin ~ I 'Uni versite de Western Ontario ~ London -
place d'origine de la conference inaugural de l a So­
ciete plus d'annee que j ' aime me rappe ler. 
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Computational Linguistics Generalized Unification + Applied Graph Theory 

:\fartin Kay 

Xerox Palo Alto Research Center 
3333 Coyote Hill Road 

Palo Alto 
California 94304 

Introduction 

We usually characterize things from on top-from the point of 
view of how they tit into some larger picture. So. if someone asks 
me what my claim to be a computationa l linguist implies for the 
way ( spend my t ime. I might be expected to wax e loque n t ab_out 
building computational models to h elp ex pla in deep psychological 
phenomena or at least about th e importance of machine trans lation 
for world peace . My a im in this paper is to characterize computa­
tional linguis t ics from be low. say from the point of view of a too l 
maker trying to decide w here he might best invest his ingenuity . 

I shall begin with a n operation tha t I ca ll ,:eneralized uni.fica­
tion which appli es to sets of desc riptions . If there co uld he some 
objects that a ll the descriptions refer to. then the operation delivers 
a single description of t his set. [f there are none. the operat ion is 
said to fait. Much of the data that linguists work with ca n profitably 
be cast in terms of descriptions of the appropr iate kind. in wh ich 
case many computational operations that h ad prev ious ly seemed 
unrelated. reduce to unifi cat ion . However. the familiar notion of 
unification needs to be ge nera li zed. in particular . in order to allow 
it to treat diffe rent types of data in diffe rent. thou gh mutua lly con­
s istent ways. Much of the data can usefully be represented in the 
form of directed acyclic grap hs with la beled nodes and arcs. One 
parti cula r type of data that has an obvio us place in li nguistics co n­
sists of sets of strings. in particular. regular sets. Regular sets 
a re read il y characterized by fini te automata which. in turn. are 
routine ly represented by directed graphs. A programming system 
that implemented gene ra lized unification and t h e principa l ope ra-

tions of g ra ph theory. particularly as it relates to fin ite automata. 
wou ld therefore meet the needs of compu tationa l lin gu ists be longing 
to a wide variety of theoretica l sects. 

I will begin wit h an in forma l acco un t of genera li zed unitica · 
tion, moti vating it w ith exam ples from international esp ion age. sy n ­
tax and semant ics. Thi s will lead naturally to a di sc u ss ion of the 
roles played by finite aL1tomata in syn tax and morph ology as well 
as to a related kind of object ca ll ed a parsing chart. 

Generalized Unifica tion 

S u ppose that. in yo ur ca pac ity as Director of [nte lli ge nce for 
the Department of Fine Arts. yo u send one of your operat ives to 
photograph an important design on a wa ll in some far-off place. 
What you rece ive hack is these two microfilm frames, now publicly 

disp layed for the fir st time . 

~1111=- 1~~1111~ ~1111 ~I'' ·1~ 
:;i] ·. r= fr,: :;il :;il fr,: =- ' fr,: 

1111~# '111 #;!J~ 1111~~1111 ~~ 
Irr :;il fr,:== fr,: :;il ~· 

~I'~, L '''1111 ~~1111~~·1 :.... 

- rF~I :;ilfr,: ff,: :;fl ~lr r,: 

·~1111~#;!J1111 ~~1111' · ·ullll :;il Irr ~ '. fr,: :;il :;i]frr= ,.. 1 

Apparently, someone was walking in front of the design when 
both photographs were taken. After weeks of fever is h work. the 
boys in the green eyeshade, come up with a new techniq_ue. _now 
a lso revealed for t he first t ime . Thev make transparencies from 
the photographs and. when they proJect the m super imposed on 
one another, the in truding ligure di sa ppea rs. The technique they 
discovered is what we now know as 1111i/icntin11 . [t co ns ists in creating 
a picture from two or more potentia ll y incomp lete origina ls. filling 
holes in each with information take n li'om co rrespo nding places 
in the others. The result may. of cou rse. also be inco mplete. but 

s ince it conta ins the llnion of the information in the contributors. 
it produces a resu lt that is at least as good as they are. [n the 
course of unification. it may be di scove red that a pair of pi ctures 
are decept ively s imila r but that they cou ld in fact not he of th e 
sa me sce ne . The pictire below. for examp le. could not he the same 
wa ll because there is a different pattern of lin es in the top leflhand 
square. [n this case. unification fa il s. 

The mi cro film stor.v is. of course. hope lessly contr ived. Eve n 
if the reg is tration of t he two images were perfect. the person that 
obscured part of eac h wou ld probably not have been transpare n t. 
Furth e rmore. this latest picture could in fact depict the same sce ne 
as the ea rlier one if we continue to insis t that the bl ack parts of 
the images contain re liahle information whereas the white parts 

contain no information ,i t all. What this means. howev e r. is that 
unifi cation a lone would probably not he sufficient to the needs of the 
inte ll igence agency. not that the notion of unifica t ion itse lf ha s been 
betrayed in any fundam enta l way. 

Cons ider another exampl e. a lso from the world of cloak and 
da gge r . Thi s time. we are com paring the d esc riptions given be low­
with a vi e w to dete rmining whet her t hey might be of the sa me 
person . We cannot he sure that they are the sa me. but nothin g 
contradicts that hvpothes is In order to be s ure of thi s. we need to 
be able to co nvert betwee n pounds and k ilograms and to know that 
a 48-year-old pe rso n 1s middle aged We know that we need not be 
too dismayed by the ap pa rent d1sparil_v 1n children·s names because. 
wh il e we expect th e information we are gl\·e n to be correct. we know 
that it is not complete. On the assL1mpt ion thnt th e people are the 
;-;ame, we ca n formulate a new de::;criptinn in the obv ious way which 
would be more complete that e ither of I he originals hut necessa rily 
true of the person if the or igi nab were true. [t does not matter 
what units we choose to re prese nt the lady's weight. The fi gure 
48 is presuma bly better than middle-aged on the grounds that it is 
more accurate. Our new view is of' a man with brown hair because 
we know to combine propositiona l ex pressio ns using the rul es of 
propositiona l logic. Our new com posite picture wi ll be of a man with 
at least three ch ildren. Ahmed. Rebecca, and Ange la . >!otice that. 
while we are not directly interested in the wife. th e descriptions we 
have of her appear as part ol'th e description of the man and L1nifving 
them occurs as part of the process of unifying the desc ripions of the 
man. An incons istency th ere would cause the unification to fail Jus t 
as if it had occurred among the man·s primary attributes 

- 1-

eyes. blue e_ves: blue 
hair: blal'k or brown hair : brown or red 
hei gh t. .n L" he ig ht: ~· 11 " 
acce nt · fta li a n 

wi f'e: see heir He 
children: Ahmed. Angela 
age: middle 

name: o·c;.rady 
wife: see helo1c 
chi ldren : Re becca. Ange la 
age: 4~ 
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The wife: 
eyes: brown 
weight: 24 7lbs 11 2.015 Kg. 

disposition: sur ly 

This has been an exercise in l(e11eralized unification. whic h 
differs from ordinary unification in two respects. First. the set of 
attributes that ca n be part of a desc ription is open ended. New 
reports can a lways bring new information and there is therefore no 
se nse in which a description ca n ever be sa id to be complete. Second, 
the ways in which the va lues of attributes are compa red differs with 
the type of the value . For example. metric conversion can be ap plied 
to weights. set union to the names of chi ldren, and the unificat ion 
process itse lf to em bedded descriptions. In logic programming. where 
most of us probab ly gained whatever familiarity with unification we 
may have. there are just three kinds of entities. cons tants. var iables. 
and expressions. The variables are the holes in our picture: the 
constants and expressions are the so lid object that can fi ll them. 
But if a particular variab le occurs more than once in the ex press ions 
being unified. each occurrence must be filled in the same wav . If 
A. B, and Care constants and x and y a re variab les. we may -ta ke 
(AyC )B ) and (xy ) to be typica l express ions over them. When they 
are unified. B becomes the value of the var iable y. fillin g that hole . 
and (ABC) b_ecomes the value of x. 

Attr ibute-value lis ts. with values of various types. a re a natural 
form in which to couc h descriptions of objects in gene ral and of 
linguistic objects in particu lar. It is easy to see how a dictionary 
entry might he put in th is form. The st ructure of a se ntence can 
be represented simply and perspicuously using such attributes as 
··subject". " Indirect object". "Tense". "Topic ... "Gender". "Predicate". 
and .. Argument". As we shall now see. the gramma r of a who le lan ­
guage. which is a desc ription of the set of expressions that it contains 
ca n a lso be expressed in this form. If this is done. and if the ru les for 
com paring and combin ing various kind of information are defined 
appropriately. then unification. rather than st ring man ipulation. 
emerges as the _p rimary operation of lingui stic com putation . 

Syntax 

There a re several modern syntact ic theories in wh ich u,·, ilica ­
t ion, or something equivalent to it plays a crucial role. Among these 
are Lexical Functional Grammar. Functional Unifi cat ion Grammar. 
Generalized Phrase Structure Grammar, and the PATR gram mar 
currently under development at S RI Internationa l. Since the details 
that distinguish these formali s ms are of no concern to my present 
a im. l will illustrate my point with a formali sm that is different 
from a ll of them except in its use of unification . We start with live 
fam iliar rules of context free grammar, namely 

l. s -+ :-.IP VP 

2 VP -+ VNP 

3. VP -+ V 

4. NP -+ DetN 

5. NP -+ N 

and write their counterparts in the new formalism. Rather than 
expla ining the formalism in detail. [ append annota te each ru le with 
a short commentary . 

[
~:::: rcat = VP 11 

lHead = !Subj = !Cat = NPl~J 

~ < Head Head Subj > < Head > 

The label. or formal descr iption. of a sentence must have at least 
the attributes Cat and Head. Any other attri butes that it may 
acqu ire for any reason , are irrelevant. The C'at a ttribute has the 
va lue Sand the head has as its value a subexpression . or em bedded 
description. in which the attribulte Cat has the value VP. This has 
a Head attribute whose va lue has a Sabj attribute. and this has the 
description [Cat = N PJ. So much for the la bel. A sentence has 
two parts , or constit uent phrases. whose descriptions are embedded 
in that of the sentence itse lf. The value of the first is the val ue of 
the Subj attribute of the value of the Head attribute of the va lue 
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of the Head attr ibute of the sentence. or its Head's Head 's Subject. 
The second constituent is the val ue of the Head attribute of the 
se ntence: its Head. Notice that the desc rip t ion of t he sentence 
properly conta ins the descriptions of its constituents, but one of these 
properly includes the other. 

Head = Cat= Verb 
[

Ca t = VP I 
[~bj =!Cat= NPJ 

~ < Head > < HeadObj > 

A phrase whose description has the attribute Cat with the va lue VP 
la verb phrase! has two constituents, one its head and the other its 
Head's Object. The former must be describable as [Cat = VI and 
the latter [Cat= N PJ. Once aga in . the description of the object is 
part o( t he descr ip tion of the verb. 

[
~::: :pjCat = Verb ]~ ~ < Head > 

l Obj = NONE ~ 

A verb phrase is not required to have un ohject and. in this case. 
ru le 3 applies in place of ru le L The Head's Object has the value 
NONE and the Head is the onlv constituent. 

[

Cat = NP I 
Head = Ca t = Noun 

Art= !Cat = Detl] 
~ < Art Head > < Head > 

Rule 4 is li ke ru le 2: 

[

Cat = NP I 
Head = jCat = Noun J 

l ,\rt = '.',!ONE 
~ < Head > 

And rule 5 is like rule :J. 

Needless to suy. this is a trivial grammar but it wi ll serve 
the purposes of illust ration. Let us now consider how th is grammar 
might be used in the generation of a simple sente nce. Analogous lv 

with the rewr iting procedure used with context- free grammars. we 
beg in by writ ing down a particular express ion . name ly that whic h 
appears to the left of t he ar row in the lirst rule. This wi ll label the 
top node in the tree we shall grow . The rule tells us that the re will 
be two nodes beneat h it. The occupant of t he first of these must be 
desc riba ble as [Cat = N PJ and what occupies the seco nd as 

[
Cat= VP J 
Head = !Subj= ICat = NPII 

But there is a little more information in the rules tha n th is 
suggests and. to and it is revea led in the tree dia g ram at the head 
of the next co lumn : The variable x. with the va lue [Cat = N PJ has 
been used to indicate the fact that whatever descr iption occupies one 
of the s ites labeled -x in the tree must a lso appear at all t he others . 
A rule must be found to apply to the [Cat = VP ... [. It must he one 
whose left-hand side 1s a desc ription that is unifiab le with the label 
on the node and the candidates a re clearly rules 2 and 3. Let us 
take rule 3. thus committing ourse lves to a sing le new node on t he 
right labe led 

[
Cat = Verb J 
Object = NONE 

We now have the fo llowing tree structu re 5hown at the foot of th is 
column. T he bottom node on the ri ght is a terminal nod e in the 

[

Cat = S I 
Head = Cat = VP 

[~l ead = I Subj= x J 
~ 

x jCat = VP 
l Head = I Subj = 

X = !Cat= NPI 



[::'.:: [~::: ::S,hj • , J] 

/~ 
!Cat= VP l 
l Head = y ti 

x =[Cat = NPI 

X 

I 
y 

usua l sense that t he re a re no rules that can be app lied to it. The 
left -hand node can be expanded by rul e 4 or ru le 5 a nd we will take 
ru le 4 giving us the fo llowing va lue fo r x. 

[

Cat= NP I 
Cat = Noun 

Head = [ Art = , J 

I 
I Cat= Detl 

So far. the complexity we ha ve added to the fami liar context­
free gram mar will doubtl ess seem gratuitous. Its cash va lue will 
begin to a ppea r when we begin to examine the lexica l desc riptions 
of the items that can fill the term ina l positions in th is structure. 
Let us begin with t he li rst wo rd . Its desc riptio n in t he lexicon must 
be one that unifi es with [Cat = DP.tj. Possib le examples might be: 

[
Cat = Det J 
Word = the [

Cat= Det l 
Word = t_his 
Num = sing [

Cat = Det l [ Cat = Det l 
Word = these Word = a ll 
Num = P lu r Num = Plur 

''Th is" and "These" a re marked to show that they are s ingular 
and plural. "The" is not marked beca use it ca n be used in e ither 
a si ngular or a plura l context. Some nouns that mi ght occupy the 
second posit ion in our se ntence are 

[

Cat = Noun J 
Word = dog 
Art = iNum = sing! 

[

Cat = Noun l 
Word = Fido 
Art = NONE 

[

Cat = Noun l 
Word = dogs 
Art = INum = pl url 

! Cat = Noun J l Word = s heep 

The crucia l point to notice is tha t the description of t he a rticle 
must be unifiab le with the Art attribute of the noun. If we choose 
the first of these. the var iable v wou ld be required to have the 
va lue NONE. confl icting with the one a lready ass igned in rul e 4. 
Apparent ly. the noun ··Fido" can on ly be used in a noun phrase that 
has no determiner. For similar reasons. the other three nouns can 
be used only in a noun phrase that does have a determiner . Now. if 
the word "dog" is chosen, v must have the property [Num = singj . 
restricting the choi ce of determiner to ··the" and ··chis" Notice that 
these agreements are not specified in deta il by the grammar: all 
that is requ ired is that the desc ripti on of t he head of the phrase 
conta in a descr iption of t he determiner. thus enabling it to restr ict 
the determiner in arb itrary ways. 

The verb is taken to be the head of the sentence and it can 
impose arbitray restrictions on all the other const itu tents. The 
following are lex ica l entries for some possible verbs 
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[

Cat = Verb J 
Word = devours 
ObJ =! Cat = NPI 
Subj = INum = s ing! 

[

Cat = Ve rb J 
Word = devour 
Obj = !Cat= NPI 
Subj = [Num = plurl 

Word = s lept Cat = Verb 
[

Cat = Verb l [ J 
Obj = NONE Word = at 

[f we choose ··devours'' as the verh in our sentence , we are com· 
mitted to a value for the va ri a ble x with the property INum = sing I. 
whereas if we choose ··devour". we are committed to one with the 
property I Num = plurl. It goes without say ing that we are simplify­
ing t he facts of Engli s h gram ma r immensely. in pa rticular , by 
restri cting ourse lves to third -perso n forms. However. it shou ld be 
clear tha t perso n ca n he treated in an entirely ana logous manner . 
.. Devour" is a transitive verb a nd accordingl _v can on ly be used in a 
verb phrase whose UbJ attr ibute has the value !Cut= NPI. whe reas 
.. s lept .. is intransitive and does not a llow an object. Being a past 
tense form. ·· s lept" also places no restriction on the number of its 
subject. Finally. the lexical e ntry for the verb "ate .. places no restric ­
t ions either on its subject or on its object because it is a past tense 
form t hat can be used either trans itively or in trans itive ly. 

There are two important features that set the fami ly of for­
malisms of which th is is a member off from its predecessors in com­
putational li ngui stics. like Augmented Transition Networks a nd in 
com puter sc ience. such as Attribute Grammars. One is t hat the re 
are entirely declar itive not requir ing grammar wr iters to know any­
thing about a particu la r sequence of events that will be fo llowed 
either in generation or in analys is. The other is that the on ly 
operation that needs to be added to what is a lready known a bout 
co ntext-free grammars to ac hi eve t hi s is t hat of ge nera lized unifica ­
tion. From the declaritive property. there fo llows a cons idera bl e 
amo un t of co mpu tat iona l robustness: in particul ar. we have a for­
mal ism with the kind of power that seems to be required to describe 
natural langu ages in a theoret ica ll y rev ealing way ,vhile supporting 
the computat ion operations of ge neration a nd a na lys is with equal 
fac ili ty. 

Se mantics 

I now hope to show that the benefits of unification go " ·el l 
beyond t hose just outlined . Let us augment the lex ical entries for 
"all" and .. dogs" so that they beco me as shown at the top of the 
next co lumn . Obser ve what will happen now when. following rul e 4. 
these two words are incorporated in a noun phrase. The determiner's 
description is unifi ed with the va lu e of the Art prope rty of the noun. 
ca using the variable p to take on the value of he Mea nin11 property 
of the determiner unifi ed with the value of t he meaning property of 
the noun. This un ification g ives t he following result: 

[

Type = all I Var = 'I 

Type = and 

Prop = [ P l = [p:;: : d;g Jj 
P2 = IArg = 'I I 

Without going into elaborate detail, th is can be seen as desc ription 
of the logical ex press ion 

\fq.dog(q)AP(q) 

The predicate P remains to be spec ified. It would come to be specified 
if the noun phrase ··an dogs" became the subj ect of the verb "ate'. 
and the lexical entry of "ate" were provided with a ,Weaning as 
fol lo ws: 

[

Cat = Verb l 
Word = s leep 
Meaning = r 

S ubj = l:\foaning = r =! Prop = IP2 = [Pred = eatlll 

Th e meaning of t he ve rb is unified with that of the subject. and P2 
of t he Prop of that meaning is unifi ed with I Pred = eat I. It is not 



·, 

Cat= Det 
Word= all 
Num = plur 

Meaning = r~-~~e==q[a;~pe = Implies]! 

Prop= Pl = [Arg=ql 
P2 = IArg =q I 

Cat= Noun 
Word = dogs 

Art =[ :~:ni::~rp] 

Meaning= p = [ Prop = [Pl [Type = Predlll 
Pred = dog JJJ 

difficult to see that the result of this is effectively 

\/q .dog( q )!\eat( q) 

Grammars be longing to the family we have heen considering have 
severa l clear advantages over context-free grammars. It is possible 
to show that they are more powerful as measured in the usual way. 
namely by the size of the class of sets of strings that it is possible 
to characte ri ze with them. This may be more or less close ly related 
to the more important fact t hat they can be used to characterize 
natural languages in a more conc ise and perspicuous manner. In 
addition . they make it possible to locate more of the constraints that 
characterizing a language entai ls in the lexicon, thus nat ura lly ac­
commodat ing in some measure the massive lex ica l idi osyncracy that 
seems to be character istic of natural languages. Furthermore. these 
formalisms have the facilities necessary to estab li sh relationships 
among ct1tterent 1<1ncts ot structure. as we 111ustratect with the most 
recent example. 

A common characteristic of these grammars is that they impose 
two different structures on each sen tence. one a constit11e11/ slruclu re 
which is a tree such as has long been fami liar. and the other a 
functional structure. which is a recurs ive s tructure of attributes and 
associated values. In general. this is not a tree but a directed acvc/ic 
graph. If it were a tree. then we should not have found it necessary 
to use variables to describe this structures . Variables turn out to be 
necessary in just those cases where a node has more than one parent. 
thus violating one or the pr incipa l conditions that a tree must meet. 

Word Order and Configurationality 

[n respect of their ab ility to state ordering relat ionships among 
the words and phrases in a sentence a nd to capture significant 
generalizations that these relationships exhibit. t hese grammars 
share many of the diffi ciencies of context-free grammar. In pa r ­
ticular. while they are ab le to characterize so-ca ll ed free -word-order 
and noncontigurational languages clumsily at best. A pure free-wo rd 
order language would be one with the property that the members 
of any phrase can be arbitrari ly rearranged without substa nta n­
tially changing its meaning or its grammatical properties. There 
are no pure examples of such languages. but there are many that 
come close. A pure nonconfigurational language would be one in 
which the members of a syntactic phrase do not have to be adjac­
tent to one another. These are also not fo und in the pure form. 
On the other hand. many more fam iliar languages seem to obey 
ordering constraints of a stronger kind than can be readily stated in 
an unadorned context-free grammar. For example. it may be tha t 
whenever a verb and a noun appear in the same phrase, the verb 
invariab ly precedes the noun . 

[n response to such observations as these, the designers of 
some forma li sms have fe lt impelled to introduce new mechanisms 
for describing order. Lexical Functional Grammar and Functional 
Unification Grammar both a llow the string of elements that make 
up a phrase to be desc ribed by a regular expression. ln the latter 
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case . the express ion can a lso designate places in the str ing where 
material from outside the phrase can be allowed to intrude. One 
can get some of the 11avor 01· this by modifying the formal ism we 
have been using in this paper in a similar direction . Consider the 
following rule: 

r
Cat = NP I Head = , = !Cat = '.'lou n J 

l Art = I Cat = Detl 

Mod = !Cat = S J l Binding r 

-+ < Head Art > < Head > < ~fod > 

This is intended to be taken as meaning that a noun phrase 
may have three constituents: its head·s article. the head itself. and 
a modifier. The modifier is a sentence with a non -null va lue for 
the Binding attribute and this will be realized as a relative clause 
through mechanisms that are beyond our scope. Following the li st 
of constituents is a se parate statement of the order in which it is 
permissible for them to occur. namely with the article a nd head ad­
jacent to one another and in that order and with the moditer follow ­
ing. though not necessarily immediately . This a llows for sentences 
like "'A man came in whom [ did not recognize"' . If the ordering 
information had been omitted altogether. the understanding would 
have been that the three parts of such a noun phrase could occur in 
any order and without any requirement that they be adjacent . 

The right -hand side of the a bove rule has been broken into two 
parts. one a set of constituent names and the other a regular expres­
sion. with# as a ··w ild card'" constraining their order . The hypothet i­
cal constra int mentioned earlier. that a verb always precedes a noun 
when both are members of the same phrase is s tated in the fol lowing 
regular expression 

i:::• - ri:::• noun i:::• ve rb E'I 
This se t conta ins a ll strings over the al phabet i::: not containing a 
memher of the offending set 

[E' noun E' ve rb E'[ 

Non-triv ia l computation with regular sets must invariably he ca rried 
on the in equivalent domain of finite -s late machines. and computa­
tion with finite -state machines is effectively computation with the 
labeled directed graphs whose nodes and arcs represent their states 
and transitions. So it seems that there are directed graphs with at 
least three different interpretations that play cruc ia l roles in com ­
puting with the new kinds of gram mar . But there is at least one 
more . 

The Parsing Chart 

The sentences of natura l language are notorious the number of 
different kinds of ambiguity that fr eq uently occu r in them. At one 
time or a nother. a lmost eve rybody has found it soc ially acceptab le 
to show some amusement at sentences like '"Time tiles like an arrow 
but fruit fli es li ke a banana'". [n the a bsence of a ny a priori basis 
on which lo prefer one syntactic alternative to another. sti ll less 
to compute on ly the desirable a lternat ive, computational linguists 
have t ried to de ve lop means of analyzing sente nces that 

1. Find all alternatives, 

2. Find none of them more than once. 

3. Reuse parts that can be inco rprated in more than one 
structure rather than computing t hem once for each. 

4 . Are simple and perspicuous. 

5. Leave the sequence of events as fluid as poss ible so t hat 
any heuristic that shows any likelihood of producing better 
a lternatives ea rlier ca n be incorporated without changing 
the overall scheme. 

6. Are relatively insensitive to minor differences in linguistic 
theory. 

The strategy that seems to come closest to meeting all these 
requirements is based on the notion of a par.sin!! charl. By this t ime 
it will be no surpri se to learn that this is a directed graph. Here is 



an example. 

The chart conta ins the information that results from pa rs in g 
the setence "Time f1i es like an arrow" using a context-free with 
just those rules necessary to produce the a mbiguity for which it is 
famous. but simplified somewhat for expository purposes. 

There is a node in the chart for the beginning a nd end of the 
se tence as well as for the space between each word. The grammatica l 
labels assigned too each word and phrase are written aga ins t and 
edge that spans that appropriate segment of the sentence . If two 
or more edges ha ve the same scope. then there are competing 
interpretatiohs for that part of the string . A reali st ic grammar. 
and in particular one of the kind we co nsidered ea rlier. would labe l 
each edge with a recu rs ive structure of attributes and va lues . The 
simple part .of-s peech labels in thi s diagra m can be thought of as 
standing in for these. [n fact. they must be a llowed to stand in 
for something stil l more co mplex hecause the la be l on each edge 
must also exp licitel,v name the other edges that a re la beled with its 
grammatica l co nstituents . Onl y if thi s done will it he poss ible to 

recove r cons tituent t rees unambi guous ly from the chart. 

A complete pasing chart co nta ins and edge for eve ry gra m­
matically allowab le word a nd phrase. just as the one we ha ve ex ­
hibited do es. and . these a re its ac tive edges. [t a lso contains act ive 
edges which represent partial phrases. The labe l of a n acti ve edge 
contains. aamong other things. a grammar rul e together with a n 

indicat ion of which parts of it have a lready found a ma tch . If the 
chart shown above is thought of as the fin a l result of pa rsing the 
sentence "Time f1i es like and a rrow". omitting active edges. then the 
following shows the state of affairs that mi ght have obtained at an 
early stage in the parsing process. with the act ive edges included . 

NP .. > adj. noun 

NP-- > .adjnoun , , 
.. - ...... ' ,' \ 

:' -.... ~-------
\ ..... .,, ... ,~ 

__ ... / \ no un no un 

' 

S-- > NPVP 

The edges closest to the horizonta l axi s of the dia gram presumabl y 
result from a morphological analysis of the indi vidual words a nd 
we assume that they a re in place when pars ing proper beg ins. We 
have shown act ive edges with dotted li nes and have annotated them 
with a context-fr ee rule with a dot some where among the symbols 
on its ri ght-ha nd side . The symbols to the ri ght of thi s dot have 
already found a match a mong the inactive edges in the chart; the 
symbol immedi a te ly to the ri ght of the dot must find a match 
a mong the inac tive edges incident from the node a t which the act ive 
edge in question terminates. Otherwise. it represents a step in a n 
unsuccessful a ttempt to app ly the rule . 

A complete rehearsa l of the priciples of chart pa rsing are 
clea rly beyond the scope of this paper But e nough has a lready been 
said to esta bli s h it as an exercise in the ma nipulation of directed 
gra phs. ln fact. wh ile there is presuma bly li tt le profit in doing so. it 
is possible to interpret the inactive edges of a parsing cha rt as the 
trans ition diagram of a finite-state machine . The set of strings the 
genera te is s imply the lines in the various syntactic derivations of 
the sentence. 

-5-

For a final exam ple of the crucia l role played be direc ted graphs 
in lingui stic comput ing, we turn to morphology; more pa rticularl y 
morphophone mics or morphographemics. A given lex ica l item-a 
ste m, prelix or suffix-is often wri tte n or spelled differently depend ­
in g on the context in which it occurs. Th e o in "telephone" is 
pronounced differentl y from the one in "te lephoni c" and the word 
"spy" changes its spelling when a plural "s" follows. For decades. 
linguists have reli ed no cascades of string rewriting rules to desc rib e 
these phenomena . Given a seque nce of ite ms taken from the diction ­
a rv. say "spy" fol lowed by "s", it is a simple matter to a pp ly the rules 
in order to produce the wo rd ·· spi es''. However. it is anything but a 
simple matter to reverse this process so as to obtain "spy+ s'' from 
··sp ies··. [t turns out that there is noth ing in t rins ica ll y unidirectional 
about the rules and that it is poss ible to recast them a utoma tically 
as finite -s tate transducers . Here. for exa mple is a rule th e hand les 
the "s py;s pi es" case: 

l{IFi na l-Y ii {a: a f e:e f oo I u:u I Mute-E:e I S-Suffi x f 
f 1F ina l-Y:yl OTHER f* IF inal -Y:yll 

[t reads quite simpl y. An eng li sh word consists of a sequence 
01· segments each of which is one of the following: 

l. One of the letters "a". "e". '"o". or "u" co ming from the same 
letter in the dictionary. or a n ··e" com ing from the speica l 
dictionary character ··M ute-E" or the " -s" suffix . Precedin g 
these i nthe segment, there ma y optiona lly be a n ins ta nce 
of the dict ionary character "Final -Y" representented in the 
tex t as 1 • 

2. Any di ctiona ry-text combination not mentioned in thi s 
e.xpression. possibly preceded hy a " F'inal -Y" represen ted 
in the text as "y". 

Th e foregoing no twithstanding. a wo rd can end in a "y" cor­
res pondin g to a "Fina l-Y" in the dicti ona ry. 

Conclusion 

Efforts ha ve been made in the past to provide computationa l 
lin guists with speciali zed too ls. Notable among these was the pro­
gra mming language CO MIT which provided a ric h set of primiti ves 

for ma nipula t ing strin gs. Tha t was in the l9(i0 's. [n recent yea rs. 
philanthropic activity of this kind has failed off beca use . [ believe. 
there has heen no clear perception of what kinds of tool would hest 
se rv e the needs of ou r field . [I'[ am ri ght a bou t what [ have said here. 
a clea rer picture is now beginning to emerge. Some of t he benefi ts of 
actua lly building a programming environment based on gene ra li zed 
unifi ca tion a nd app li ed graph t heo ry would be the obvi ous ones of 
reducing the labor invo lved in writing programs a nd of increas ing 
the qua lity a nd persp icuity nf those progra ms. [ beli eve that we 
should a lso benelit from a sha rpened perception oJ' the differences 
amo ng the theo ri es that ind erli e t he programs that we write . in 
pa r t icula r. [ believe that progra mming ca n do much to strip th eo rie s 
of in esse ntial rh eto ri cal tra ppings and. that if there were encourage ­
ment to do this in our fie ld. there would be a great dea l more u nity 
than the prese nt fragme ntd sce ne sugges ts. 
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Abstract 

This paper describes a theory of coherence for 
argument structure, dev eloped as part o f ::i 

computational model for analyzing arguments. Tlr ·s 
theory of argument underst anding aims to r"sl;ri,:t the 
search fo r interpretation of propositio ns :;o -l 

computat i onally reasonable t ask , but at t,1,,~ s;ime ~im e 
assure that the majority of pos s ibl e! 8r~u,.1e1t 
structures used by t he speaker will be recog ni zed. 
This dual goal of efficiency and robustn,,c;s ,, ,3n :,e 
achieved by presenting a characteriz;Jtir·,11 i ii . ~:Jtl,~r"~ri t:. 

t ,· an smi ssion forms and reducing analysis !;o ;i 

recognition of these forms ( in the Absen ,·e .r 
a.!.! i.t'.,;,nl ~lci,,s f· :;n the speake r as to the intended 
structure) . T11,; l ini':-~'; ions yield an a nalysi s 
algorithm of linear complexity and capture the set of 
a,,ce pt.,!ile ar3ument structures to be recognized. The 
proposed coherence theory also se Ls a fr ~1,1e w0rk ['-;• 
establishing· interpretatio ns for eac h of the 
pr opositions of an argument within an overall argument 
r epresentati on - an analysis issue largely ignored in 
other argumt?n l; under standing research. 

1. G::,als of rese,ar"h 

The theory of coherence for argument understanding 
described in this paper is o ne p3rt of a general 
computati,rn~l 110,JP.l for the analysis of arguments, 
developed in [Coh,,n 83). The aim of this research is 
to morl el " p8tient listener in a conversational 
setting where the speaker is trying to convince the 
hearer of a particular point of view. For the model 
to be effective , it should exhibit two important 
properties: 
(i) effir.i~~cy: the amount of time required to de riv e 
a representation for the a r gument should be, 
co~putRtlonally well-behaved. 
(ii) robustn ess : a •,ii:Je variety of possible input 
structures should be accepted. 

In [Cohen 81 ) certain process ing strategies are 
outlined as a basi s for the model and efficiency 
measur es demonstrated. The restrictions se lected, 
howe ver, are cr ucially dependent on a char ac L.,rl7.:1:;;_,;,1 
,;f t h,~ p,;,;l ',le forms of input used by the speaker. 
The p•Jrpose of this paper is to describe the proposed 
restrictions as a theory of co herence for arguments, 
and to cla im that that a model which designs it s 
analysis methods "'ccordlng to such a theory can 
successfully combine the two required goals of 
efficiency and robustness. An understanding of the 
overal l goa l s of the research will serv e to motivate 
the development of the coherence theory. 

There have been r elatively few efforts to study 
arguments as a specific form o f input to natural 
language understandi,1:0 sy,L,,·.,:, '~'..'J.1) . '-!;st a r gument 
under standing research to :! ;11:t~ , how1~Vc~r , i1-3S f ·:i cused 
on the problem of generating " ,·,.,sp,;n.~,, t ,, an argument 
within a conversationa l setti ng ([Birnbaum et al. 
80J , [Reichman 81)). A necessary pre-requisite 
process ls an anal ysis of the input, co nstructin~ a 
,· epr,;,.,,,ntation of the intended meaning , in o rrlP.r t.; 
s~lec t ideal avenues for rebuttal. 

Tn [R i. ,·n')"'•J•n ~t Al. :~OJ a representation for the 
argument is generat,,d ,ind se ve r al possible 
disagreem ents outl. in -,d for each point raised. 1he 
r e pres •a<1 \'.;Ji;,,;n ,,.;.1structed indicates both s uppo r t "ln•J 
,, ;,,, ,,.,;< f ,,r ,Vil ·1ts raised , and s hows the points rats.-,,1 
:,y ., .. , .rJ ;; ·):J'/1~ -"'s.-11',. 3, [t assumes a shared conception 
of the argument s tructure bet wee n speaker and 11 ,,,,r~ r , 
. , ,; ,,,i by ~ac h in the s ubse quent constructl,;n of 
-IL;..il.1 :i~ i1,~ . ·,t . ..,r·i ·1h :.: :.·: y ;.-1 :)~1. i ~r ; ·):tween speaker and 
hearer is only <1ppa r11nt Ln e,1(~h ~,Jnversant ' s selection 
of salient p~rts of t he argument graph to addres s in 
~+-!I t•.•,·~ I~ i.G;l. 

T:; i :5 0ur contention that the speaker may C:)n:~e i ve 
! :ir1 nections between his points whi ch will 'l()t 

,. .~,~overed by the hearer , because o f t1 i ffer r~ nce 
beliefs. Consider the f o l lt)WiflJ ex .ample: 

EX1: 1) The great white likes to t,Ap ,1anc,~ 
?.) It is a shark 

• r , . 
l),-:? 

in 

Suppose the speaker believ~s : 3) All sharks like tap 
dancing. From the speaker ' s point of vi e w, 2 ) may 
serve as e vidence for 1) using a mod us ponens rul e o f 
inference wh e re 3) and 2) together combine t.o l,,;i,J ~.; 
:·.,,e conclusion o f 1) ( with " g r eat wl1it ,i '' tn.st .,nti,i:in3 
the generalization about sharks f,,r· ti1i s p.; 0 tic ular 
case) . l:lut clearly, most he~rers wi ll not see any 
support relation between 1) and 2) in EXl , since a 
premise lik,, 3) is not cons idered plausible to fill in 
AS lntende·l by the speaker. 

Because of cases like EX l, it ls more appr opriate to 
construct a representation for the argument from the 
fr ame work of the hearer himself. furthermore, the 
hearer should be able to record connections between 
propositions that he does not c urr ently believe . But 
these will only be connections he fe els could be 
plausible beliefs of a nother person , or if he knows 
the s peaker we ll, plausiblR contentions o f the 
speaker. Note that this pro!il~~ of reconstructing 
argument structure Is ce ntred around the fact that 
most arguments have unstated premises which must ~e 
s urmi sed by the other conversant. Our fir st mai n 
design decision is thus to build the representu t ion of 
the argument from the fr ame work o f the hearer. 
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The second main design a pproach is to treat an 
argument as a set of propositions, and to then focus 
on the re,,,,gnili.n1 of r,,latl,,ns between propositions 
in an argument. Onc e 111, ·,re, l;ile e ff)rts of [Birnba um 
et al . 80] and [Re ichman ,31 J indicate in overall 
argument diagrams which propositions do relate and 
according to which relation (e.g. support, contrast). 
But th,:!r,-: is f'l<J dis1~1J .~ ·jl1.111 of how an argument analyzer 
could take a stream of propositions uttered and 
successively build a representation by checking 
pos.,lille relations for each new proposition. Ou r 
approach ls to spec ify rules of co herence to outllnP 
where eac h new proposition may fit with respe c t l;o the 
~rgument so far. As a r esult, we al so bring to 
attenti on the issue of verifying possible relations 
between propositions, elahr,rating on the problems in 
defining relations such as " evidence " . 

The proposed analysis mode l now ·a·l•\ ,·e -,.~,,; , i:'1:,o ry of 
argument coherence in that both relations between 
propositions and goals of the speaker are important. 
The theory of coherence for argument transmi ssio n ca,1 
th~n ~h~ usfid t.,) cover both overall aims of the model, 
as foll.ow.~: ( l) analysis can be restricted to the 
acceptan~e of a limited set of arg um ent fo rms to 
ensure .~rn,, l :, 1:, y and ( ii) robustness ca n be achieved 
by ch~racter izing the set of acceptable transmis s ions , 
t:.X<~1. iJd ~n~ tr.3ns:nissions with argument structures which 
could be deemed too difficult for a hearer to 
reconstruct. To briefly illust rate what constitutes a 
coherent tran smi ssion consider ';he following: 

EX2: 1) The city is a mess 
2) The p-ar'.<.s are ruined 
3) Th e. benches are all rotting 
4) The highways are all eroded 
5) The legs can barely support the seat 

In this example, one possible overall r epresentat ion 
for the, a rgum ent is a structure of claim and evidence 
relations as follows: 

[The tree notation has sons as e vidence for their 
father; the numbers correspond to the prop,; s,tlons ,;f 
the argument; the representation se rv es t · indicate 
the function of each pr Oµ<) .sitlo,1 in tn° ~verall 
argument . (This is the notation used throughout 
[Cohen 83])]. Here, the spea~~r may intend that 5) 
serve as e vid ence for 3). But this is not a r e lation 
which 8 hearer should be expected to recov er as µdrt 
of ~ restricted search for coherent trans,nissi,)ns. In 
short, certain proposition s wd l si:1;:ily not be 
considered while a current proposition is being 
interpreted. Further discu:,si,;n ,,r this example 
appe·ars in section 3, as the! prop,;s.-,d restricted 
processing theory is outlined. 

2. Overview of argume nt analysis mor:!el 

Consider a computational model used to Bnalyze 3n 
nrgument a proposition at a time, building a 
representatio n of the overall structure (claim and 
evidence relations). The model is divided into three 
main components: 
8) Propositio n Analyzer 
This module takP.s the c urrent proposition to be 
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analyzed and a r e pr ese ntation for the argument " so 
far " and assigns an interpr etation to the proposition 
by including it in the r1r,5 ;1·nen t·. r·i-:!'1· ··t .~:1'.::1·.:~.J.1 , 

,,·.,,, ,1\ ~g its relation to previous statemerit:s. 
~, L~ng~istic Clue Interpreter 
This module 1,ul:\es U1,~ ,,n~lysis of a proposition in 
the presence of special words and phrases explicitl y 
,,sed by the speaker to indicate a rgum ent structu,·oe. 
For example, connectives suc h as "as ,J result" or ''for 
example " provide some indic8ti.on of' '-,ii!-? :~lai. rn an1 
; v idence relation between the con nee tins prop1) ,S i. t. i.,JIJS. 

'!"·1,-: :lue interpreter thus constrains t.l:,~ c1p(~r ::1ti.o r1 ·Jf 
::he proposition analyze r. 
c) Evidence Verifier 
To build the overall r eprese ntation, \she test for 
e vidence relations between propositions - e .g. "i s A 
ev idenc e for !l?" is .5ep~• ·.a t.; J .,n. J delegated to this 
module. Thi s "evidence ,)r~cle" then returns a yes/no 
answer to tht:? pr-0 1xJ;-; Lti. ,Jr1 1nal yzer to assist in the 
fin al interpr e t--tl:i.on ,,/,,-';:'L! ::i1,; ;),~.);x.,-,L '. ·.i. ·, n fits 
with rest of the argument. 

This paper focu ses on a description of coherent. 
transmission strategies used to gu id e the proplsltion 
analyzer and discusses bri e fly the necess,1ry working 
definition of evidence for the evidence v,;rlfl,ir to 
achieve interpretation within the fram ework of 
pragmatic anal ysi s. (Th e role of clues is factored 
out of the discussion ,n this paper, but is developed 
fully in [Coh,in 33J l. 

3 . I.Gr\•~rent transmission a nd r eceptic;,n str'~ 

The issues surrounding th~ operation of the 
proposition analyzer are Jis,,u.s.,.c,.J ,n LCohen 81]. The 
proposed res tr ietions t,, procB.">sln~ .:1r <-: r·-2viewed he r e , 
and the implications for cl ti1=ory of coherence 
highli ghted. 

Consider a representation for an argument which ls a 
tree of claim and evidence r e latio ns. The root holds 
the overall point and any s,,n a,,t s ,, ; ,,vidence for its 
father. 

One example ::.r ~ ,,oher,int transmission strategy used 
is ?HS-ORDC:ll - t~~ Sp': aker co nsistently states a cl~i ,n 
r1nd Utt~n pri~ ;31~,1t, 3 ,,;i.dence for it. A sample argument 
of this for,n is presented below: 

EX3: 1) Jon es would make a good president 
2) He has lots o r ·~xperiP.n<.~t~ 
3) He's been on the city board 10 year s 
~) And he ' s honest 
5) He refused brib es while on the force 

with the argument r eprese ntation: 

In order for the hearer to reconstru,,t a pr,;-,)r.Jer 
:ic -,ument he must simply look for a father for 0ach new 
proposition (NEW). This is done by first testing NEW 
as evidence for the last proposition (LAST), and if 
the evidence verification test fails, then the father 
of LAST anr:! so o n, •Jfl the right border of the tree. A 
reception cllc\orithm for pre-order can thus be defined 
which will s ucces s fully assign an interpreta tio n for 
all propositions in linear time - i.e. the number of 
operations required to build the overall 
representation will be proportional to the number of 



nodes in t he tree. 

Another coherent transmi ssion s trategy i s POST-ORDER, 
where the speaker pr ese nl;s ,, vid 0~c ,; and t he n s tates 
the claim . A pos t -order forrn of t;he ,rgu,nent in EX3 
co uld be as follows: 

EX4: 1) Jon~s hBs bee:1 o n the city 
2) He has lots o f exper i ence 
3) And he ' s refused bribes 
4) So he's honest 
5) He wo uld really make a good 

wi t h the argument representation: 
/ 5, 

,/2 3, 
1 4 

boa rd 10 years 

president 

It is possible t o describ e a rec e pti o,1 algorithm for 
post-orde r transmission , ~~s,,ntt ,11_1_ y ·,sing a stack to 
hold sons until t he fc1 t her arrives J·1d recon str ucting 
a sub- tr ee with that fath~r as root , until the entire 
tr ee is built. Once more, the sea rch can be shown to 
operate i~ linear time . 

As a f ir st a ppr oximatio n to a general processi ng 
strategy for the hearer a HYBRID of pre a nd post o r der 
is expected. No w, eac h particular sub-argument may b e 
t.ran . .:;m itt ,~d i. rl ?i.ther pre or post o rder, as in EX5 
below: 

EX5: 1 ) Jones woul d make a good president 
2) He ha s lots o f e xperi ence 
3 1 He ' s been on the board 10 years 
4) And he's refused bribes 
51 So he's ho nest 

wi t h the a rgum en t r epresentatio n : 
_,,, 1, 

5 "-.. 
4 

The reception algorithm must now sea rch both for 
possible fath e r and sons of each new proposition, 
essentially using a combin ation of techniques from pre 
a nd post order reception algorithms. Considering 
ev id ence as a transitive relation i.e . if A i s 
e vidence for B and B is evidence for C, then A is also 
evidence for C - the r e is the additional problem that 
the final represe ntation should reflect the closest 
evidence relations - i.e . if A is evide nce for B and 
B is evidence for C the tree should simply indicate 
that A is a so n of B, and Bis a son of C. Thus , it 
i s possib l e that a tran smission will r equire 
re-locati on of sons in the repr es,, ntation for 
example, i f the A, B and C ct i sc ussed above were 
transmitted in the order: C, A and then B. Then , A 
would attach to C first and event ually be recorded as 
evidence for B. Once more , the resulting reception 
algorithm for HYBRID tra nsmissions can be shown to 
work in linear time , si nce the number of possible 
re-attachm ents is stil l limited . 

In sum, the proposition analyzer can be restricted to 
a specified searc h for poss ibl e relatives to the 
c urr ent pro positio n whi ch performs with reasonable 
computational effort ( linear time). Not all 
tran smi ssions which can be theor et ically gene ra ted can 
be recognized, but the s ub set ar,c e pl;,;, J ,.~ intended to 
cover cohe r ent structures from the speaker . The 
theory has been tested on a number of natur ally 
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occuring examples from rhetoric books and newspa pers 
( see [Cohe n 83)). The transmis si,; n for,ns .:; f these 
exampl es conformed to t he pre sc rib<!d restrictio ns and 
rea so nable representations of Lhe input co uld be 
co nstructed accord in g to the proposed hybrid 
algorithm. (Hand si11ula~ i,)<1S . ~re done , i n the 
absence of i mplem ent,ition). Mor eo ve r, it ca n be 
argued that in the abse nce of any direct ind i catio n o f 
structure (linguisti c clue) the hearer will not be 
able to reco nstruct the structure underlying 
transmission~ ~tcJl~ti:1~ th,~se restrictions ; he will 
not e xpect th i s mor 1~ 1.!1J111pl,~x ,.::; :~(·dteg y. 

Not e some important c ha r acterlstl~s of the 
transmission forms recognized by ti ,.., propos~·I 
-~stricted anal ysis . 
1 ) Not all prior propositions are e ligible to receive 
ev irlenc e fr o,n the current proposit i o n . Some ar e 
cl0sed off from consideratio n . EX2 s ho wn previous ly 
llluM,r3tes t hi s property. He re , proposition 3 1 i s no 
long e r a poss ibl e father for 51, accordi ng to t!H 
restrictions of the hybrid reception algo rithm. 
2) The tests for possi bl e r elatlve.-; V , t'v, ::urr.;nt 
,,, ,;position are ordered , so that a relatio n t,, 3 
p-opositio n closer to the c urr ent o ne in the utterance 
stream is found f i r st , Any relation to a propositio n 
further bac k will not b~ tested. for example: 

EX6: 1) The city i.3 ;.j rrh~"i:> 
:>) 71\ . l · 1 •• '~ 3 l "'.'! ; :J ~$ :; 

3) The grassy a r eas are all rott ing 
4) Th~ ~ r·3v P.l pat hs are run down 

fie re, 4) is recorded as evidP.n8e fo r 2) r at her than 
for 1), beca use the co nn ection between 4) and 2) can 
be estahlishP.1 3nd ?) is closer. (The relation to 
fill l s : " If nn area ha s rotting gravel paths then it 
i s a iness" wi th the area instantiated here by 
" park s " ). The overall representation loo ks as 
fol l ows : 

/1 
,- 2::___ 

3 ' 4 

31 It is possible 
as evide nce for 
in the dialogue. 
immediate prior 

for the c urr e nt 1H·vµosL tion t., J .S1-:! r ve 

a proposition menti,;ned ,nuc il ea rlier 

example: 
EX7: 1) The 

2) Th e 
31 Th e 
4) The 
5) The 
6) The 

,bre , 6 1 is 
pr op,>s Lt ion 
pr opos ition. 

In other words, ,·1 r1.?l,.1t.Li1n ,., 1J :~ he 
statement is not ,nand ato ry. for 

city is rt mess 
parks are a mess 
playground or en L.s illl r un down 
sandboxes are dirty 
s wings -:ir~ bro ke n 
highway system needs revampl,13 

evidence f o r 1) because no 
s atisfies a relation to the 
1he o verall represe nt ation i s: 

/ 1-....__....._ 
/2 6 

ea rli er 
current 

.,,.,... 3 ........ 
4 5 

Note as well some impo rtant simil arities between t he 
restrictions for thi s co he r e nce theory and those 
r equir ed !'o r re fer ence re so lution in the work of 
[3 irJner 79] and [Grosz 77J. A set of alternatives ls 
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specified. Th e r e is a hi e r arc l1y of possible, r. llc;ices, 
with more recent parts of the conv e r sation c hecked 
first. The exact compo nent s of the hier a r chy used to 
search for the answer to the semantic prob l em at hand 
(referent resolut i o n or ev i dence verification) are 
specified d iffe r ently, but the prlnclp:~ is t ~i same : 
devel o p a consistent theory for rest r i~t in g analysis. 

4. Evid ence verification 

The st udy of e vid ence r elat ions is a crucia l part o f 
the coherence theory of a r g um ent s , since the evidence 
rel a ti o n i s in f act the only co herence r e l a ti on 
between propositions in t he model. Recall t he two 
main steps to int erpreting a proposition according to 
the mod el ' s design: (1) select an e li g ible prior 
propo sition to test a::; n,lat i ,13 t,) the c urr e nt 
propo s itio n (ii) verify that Lhe e vidence rel atio n 
does hold between the propositions, by appr ov ing t he 
necess ary mi ssing premises as plausible. TI1e model 
begins with a s har ed definition o f evidence as 
foll ows : a proposition P i s sai•J to bA -= ·vidence for 
proposition Q if t here is some r ule of inference s uc h 
that P is a premise to Q' s co ncl usio n. But since 
analysis is co nducted from the heare r' s vi e wpoi n t , it 
is possib le to elaborate beyond this definition to 
allow the hea r er to r ecog ni ze evidence r elations that 
use a form of " relaxed l ogic " ,)r t,) accept beliefs 
that he does not currently hold . 

It is impor t a nt to note that tr,,, ,,·,i. d,,n,, e 
relatio nshi p is an underspecified r,:pres,~r1tatitjrl tool . 
The motiv at i o n for its use is as fo llows. In 
designing an argument understa nd ing system , one 
fund amental operation f,)r the hearer is to determine 
the fun ction . of ear:,h proposit ion - that is, to whi c h 
of th" ol:'1er ar:iu:,1,ent propositions it is intended to 
furnish s upport. A representation whi c h i ndicAtes how 
all the proposition s co nn ect cAn se rv e as a model o f 
the plan o f the speaker , with t he tra nslation: the 
goal of co nvincin ! t he he are r of a cer tain c laim is 
ac hiev ed by co nvincing him that the e vid ence 
propo sitions s hould be beli eved. This i nterpr e tati on 
of evidence integr Atris wd l with Hobb s ' description o f 
co herence r elations ~s those which not onl y link 
propositions but relate to the goals of t he speake r in 
overall communi cation ([Hobbs 78)) . 

The e xact details of how t he s uppo rt is to be 
realized 3nd accepted ultimately by the he a r e r i s not 
recorded in our analysis model . This falls into the 
category of judging c redibility. Ho we ver, the 
evidence r e latio n i s intend ed to co ver a variety o f 
possible relations that the speaker co uld be 
advocating, includi ng leading t he hearer to accept the 
claim by virtue of a long case a nal ysis or induction. 

Consider the case of r easo n ing by exampl e. The 
evidence rel a ti on wo uld t hen Je und e r stood by the 
hear er as a modus pone ns rule o f inference of the 
form: "If the exampl es pr o are sufficient, then the 
generalization hold s ". Of course , with several 
examples the he arer's c redibil ity wi ll increase. But 
even with a l o ne example as s upp,;rt , t he hear~r can 
recogni ze the intended use of tile case to s upport the 
general claim, es pecial ly in the presence of a clue 
word s uc h as "fo r exampl e". ( More detail on the 
interpretation o f c l ai m and evid ence between examples 
and generali zations, us ing mutual bel i e f filters, is 
outlined in [Co he n 83 )). This gi ve s o nly a bri e f 
insight into the use of evidence r elatio ns t o achieve 
connections of a kind o f relaxed logic, in that the 

i nferences contai ned are not shared '';:ix ic)1ns 11 but 
defeasib le co nn ectio ns. 

The e ffort in defining evide nce for t his r esea rch can 
be compared to other work in coheren•~t-! r1·1l.:1t ~1:-,,1 3. 

:on sider the theories of Hob bs ( [liobb s 76 ], [Hobbs 
78)), employing a set of cohere nce r~lations more 
e xtensiv e than c l a im and evidence , i11r,l. 1J,1tnJ 
elaborati o n, s pec ifi cation, parallel co nstruct i ons, 
etc. for our cohe r ence relations we have done the 
follo wing : 
1) provid ed r,est,,· iati,)ns on the o ve rall combinati o n of 
eohe,re nce rel ~t ions within a pa r agraph of te x t , by 
specifying s-i'ii ~h pr opositio ns can possibly be related. 
TI , i . . s !ir ,;v id,~s a fr amework for judging coherence ,; f ,l 

s-,t o f propositio ns in terms of the coh:ere nc ,, 
rel~tions o f the model. [Hobbs 78 J does not sp- ~( fy 
:;;,,, ,;;s;ib l e ov e r all com bin a ti o n o f r elations . In 
[Hobbs 76J the pr oblem i s addressed only partia lly by 
specifying a goal 11st of propositio ns whi c h have a 
higher priori ty to be "r elated to" by upcoming 
propositions, 

2 ) prr,v i,ie,,J a J,a,1"r -1l I d i nitional fr ame work for 
" evidence". H,,bbs also provides definitions fo r his 
c.:; herence relations i n LHobbs 76 J. Our pragmatic 
dp proach to analysis , howe ver , prclviJes a framework 
for recognition o f relations beynnrl that of a s ha r ed 
lexico n and encyclopaed ia . \·le hav e alread y s ho wn 
examples wh ere the he,Jrer :nay ,1ish to reason beyond 
hi s c urrent ~et of beliefs (EXl) . The spectrum of 
poss ib l~ 1· . ..,si;,; f,;r ., ;i_. t.,·1~e ve rificat ion in fact 
includes: a) relaxation of logic b) s tereo typin g the 
sp,,·,l<,,r ,and ~) considering what a hypothetical person 
could be adv oca tin g . EXl illu3trates the hearer ' s 
attempt at tec hnique <:) . Bel o w are examples to 
illustrate varia tio ns~) .-lnd b). 

EX8: 1) Bil andi c will wi. n 
2) He ' s the ma '.~ hine candid ate 

EX9: 1) Reagan is great 
2) H0 st.ands f,Jr apple pie and Mom 

I n EX8 (drawn from l Sc1 .J 0,,k 77 J) , the missing major 
premise is : "All •nachin ,, candid ates win". But 
s ur el y, the r e are e xceptions to this statement in r eal 
lif'? , Tr1e more appropriate belie f i s: " Most maclli ri., 
" ~nd id..i ·;.,s win". Thus, the rule o f inference 
c .,nneo., i; lng :>) to 1 ) as evidence has a relaxed 
generali zed quantifier. 

I n EX9, 2 ) can be evidence for 1) if :h~ hearer 
believes "If a per so n stands for appl-e pie a nd Mom, 
then he is g reat". Th e hearer ,na y not believ e this 
statement, but still record the evide nc e relation 
betwee n 2 ) and 1 ) as intended by the spea ker if he 
knows that thr~ s peaker is hea vily rightwing. 

These A X 3mf)l(~8 -1:-'::? ..J :1.Jc.::3.5, l :' i.l.J ') (· i. ~~ jiscussion of 
the problem o f ver ifying e vi.1 ence , but at l eas t 
emph asize the impor t ance of d e tailed definitions for 
evid ence within argument und e rstanding systems . (More 
details of the issues a ppe ar i n LCo hen 83J). 

5. Sum rn;i ry 

The theory of coherence for argume nts presented here 
to govern the design o f a computational model for 
a r g ument anal ysis provides the following f rame wo rk: 
trar1$mis$i0<1 f,irms adhe rin g to the spec ifica tions of 
t he hybrid algorithm are co he r e nt; transmissio n forms 
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beyond the se s pec ifications are e ither a) inco herent 
o r b) co herent in co njun c ti o n wi th t he use a f 
,,lditL,;n,31 c lues to the s tructur e ( e.g . lingulstir. 
,,,;11~\,r,icti,;ns ). Note as well there is e xtensive 
v,1 r\ ,J!l ;.1_ , 1·.y ,,' 1. ).1e·1 ln i;'v~ form of acceptabl e 
argument s , 11nd i n !·. he ;;p,~c i fi. ,:,1,·. i_,;n o f the evidence 
r elation to be r er.0gni >:P.d hy c. h-~ '1 -= arer. 

The mai n advantage o f this r esenrc h in argument 
under standing is to move be y,,nd t he co ncerns of ot her 
rese a rchers to the funda ,ne ntal quest i o n o f r ec ognizing 
the str uctun1l relati o·1s of a n arg um ent, in ord e r t o 
construc t " r ,,pr,~.1-~ ·1t;..1i;ion whi c h can be used in 
s ub sequent response . We have d e velo ped a notion o f 
co her ent transmission fo rm s , both to limit analysis to 
a c0mpul;-iti0nally e ffi cient process and to co ve r tile 
vari et y of acceptable input forms for arg uments . The 
coherence t heo ry empl o ys as w,cll a 1. i 1, .~· -1l ,1.;Uo n o f 
e vid ence to deal with beliefs not c urrantly he ld whi c h 
co uld st ill be part o f a ~o h ~r,~ql, ;.p ~~ 'J::i·? .1'·. 

t -a nsmis sion. Once mo r e , this s urpas ses ,, 1Jrrent 
r esea rch in the fi e l d to in c llld e necessa ry pragmatic 
analyses. 
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Abstract 

Indirect rE'spo nsf"s to yf"s /no QUf>stions h· .. ,p co mmonly he<" n a.cco uotf"d 
for in term s of the partic ul ar 'higher goals' of spe"ker and he arer . 
However , a form or co nversa tional implii::iture identiricd by Horn l8J. 
Scalar Jmplieature, sugges ts a more ge ner al interpretation . When a 
cunperati,·e /) pealn arfirms a value on so me sca le, th at value ,, ·ill 
rt•pres,•nt th e. highest valu e on its scale the speaker ca n trutldully 
arrirm. T hus hi ihr• r values are impliril ly marked a,; raise or unknown to 
th e s peaker . Thi~ µ:q wr proµo l)r:; 111 ajor ,·.xt e n~ions to this conce pt based 
upon an ex:rn1ii1 :1 tion u( n:1turally-orcu rring qurstinn-answer exc han ges. 
It propoi-.f:'s a r1·d1·(init ion nf 'sc~:ile' a nd a form:llization of the Px t.ensioo 
for use in cornputn- h11111 an qut.':,t ion -~rn swning s.v~tems. It dC'scr ihcs 
how t h(: po l(· nti :il scabr imp lit:~ tur c···: lice n~f'd by direc t and indirP. r. t 
res pnnses to a yr·s/ 11 0 qu e, f.i on may be calculated and used to guide the 
formulati on or minim:1.I ton perati vr resµons,·s. 

lnl rodu ct.ion 

A major ch a llenge in na tura l h1q.; uag1• process in g is l, ow to cap ture the 
Jac.t that , in n:itur :d c.Jisco ursP. !-ipeakns sur.c<'cd in communicating 
in d irect ly as w1•1l as <li rr·ct ly. ll eart· rs deri ve more rrom an utterance 
th an it& ~y nt :1..x :\nd · !,t~111:uiticS t'0 11v1•y. In p:1.rticular . t!i(·y must ofl eo 
dc~t ,• rmin c nut only tho~e propositions t h:-it ~pf'akr r.~ co mmit th r. rnse lv r~ 
to, but also those th ey do not. , to interpret an utterance fully. Speakers 
in turn take this fact into account when formulating their uttera nces. 

Indirect re,pon,e, to 11e1/no que,tion, (al , fo r <'X:l.rnp lP, o rt<'n 
p1.:rm it the inr,·r<'nr e or both a dir crt rPspon ~e anJ :1.ddit ional implicit 
information . In (I) , a fllll' s tinner (Q ) may inrer that a responden t (H)'s 

(I) Q: lbs .fo111•s t:il, ·n :1 1! his nu•<licatiun' 
n: ll e's had >0 111 (' nr it . 

direct rPs po n~r to hf' r qurry is r ither n o or 1 don ~ k,in.w. She is also 
entitl r <l to iurf"r f'it hn t h:tt H bf'li1· ve8 Jnn ,·s h::i.s not t:tk,·n .~ orne or his 
rrwdicin r or th:1t n ,·::noo t rul e nut this po~sibilit.y. Yrt. nr it..l ,rr (Jr t.lH'S(' 
con rlu :,." ions can 1,,-. :lC('l1 11Tt1 N I for l;y st :uad ::i. rd model.,; or formal 

rra..so ning . 

In a rir -.;t.~o rdn u·p rf"'·.t• nt :1t.ion, H's respOWi<' in (1) , 
3z{r111·rl ica tio11(J,,w.,.xj II tak, ·11(Jo11 ei,r}), dues not imply the que ry's 
negat ion, ~V,(1111 ,firal ion(Jon ,·a,x) lakw( Jo11 ,:.,,xj). <>r th e 
eq uiv al,• nt inrerr·nre 3r(1111dicati,m(Jor1u .r) II ~takrn{Jonra,i:)). Artl' r 
a ll , ir Junes has 11:l<l .'ume or his medicatinn it may also be true that he 
has had all or it. 

Sc hnl:us havr Ion~ r(•r.og ni7.Pd this p~n t icubr divrrgeru·r bet.wrr n 
form:1.I and i11for 111 :d rr:.1.so uin A. However, tu date, th ey h:1\'e ~cnerally 
t>xp la in 1·d •1ton~log ira l• in(e r1 ·nce~ in rxd1;1.ngrs lik e (I) in trrrns or 
pa rt ic ular hi gher goa ls or spea ker and hear<·r l7J. For example, ir Q a nd 
R are med ical pr·rso nnel in (I) , tbcy may both realize that Q's higher 

goal is to make sure Jones has tak en his medication bu t not to give 
him medication he has already taken. So, R's response is appropr iate 
in sofar as it forther s t his goal. 

llowcvn, lin guist ic pragma tics oUers a more general explanation or 

( a )ln dir('("t rtspoll:-t-'S to Y"S/no question, will be drfineii &J rnpon s,., tha.t ra il to 

p rov ide a direc t r cA p un11e of !Jt'I or no or ilD E':< pli i:-i l statemen t of the respo nd en t's 
igno ranr,-, f!.g. / Jon 't k,10w. 

how , uch inf,• rences may h, calc ul :: . ,·, 1. A rorm or eonvtr1ational 
implicature termed hy lin guis ts ,calar implieaturt (SI) provid es 
the b:i.., is for an account or exe hani,·s like (I) th at is less dependent 
upon th e p:Hticu la rs or contPxt and co n\" er~:1t ionalists. Obser vation or 

natu ra lly ucrurring <li :dog ues sugge!'tt 111 :ijor exte nsions to this 
co ncr pt .(b) A fo rmali za tion or an rxtf' nd<·d no tion or SI prov id r.s a 
pow1•rfu l tt,111 for use in t hr ge nera tion and int erpre tation or coope rativ r 
rPspon scs in comput N- basrd qu,.st ion -au sv.·n in g syste ms. 

Sc alar !!!..q>licalure 

Gr ice's /1Ufi7j l~J Coopn3 tiv e Princ iple pos tubt('s that, without 
co ntr ary <·vi<k :,r r, p:Hti r.i pants in co n,·•· rsatinr, a.~~ umr. t.h r ir partnrr~ 
are try in i to bf' 1·nop1•rativt>. Coo pnati\'~ ~pP:,kers rec:og ni zt cnt :~i 11 

eonver,at ional ma:i:im,, which th ry may use to ro11.,·ry 

eonver,otional iniplicaturea : :\. :-peakt r eon11er,a tionall11 
implic ..o te,(d :1 propo:-: iti on P whrn he r.o n\' rys th(' implieatum P 
by virtu e of th,• lwli r r hr -; h:u ,..s wit.h his t11·arn th:H C:P rrpre~t·nt i; th e 
norm a nd th at t.h e imptica tum r.::1.11 be \\:urked out by th e Jw:\r• r. 
Co n\'n ~at ional implil':\t.Un·s m:1y bf' cancelled by th(' lin gui :-. t ic o r 
disr uurse ,·11nt1·xt : \Vhile a :,,p<'akL• r who uUrrr,, 'Some proplr I•·!~ ra rly 

and, in far t. enr)'<> ne did' pottntiall1/') irnpl;ra trs ' nol all pe•,p le lert 
t?:uly', thi1:, pote ntial i111pli1::\ture is intr as1·n tr11ti :1!1y c::i. nrr lk•d . Speakers 
may not alw 3ys oht"y t.h,• C: ri r.f':-ifl maxi111 :,;: tl:ry may violat e th Pm, 
thus mi~lr:lding t lH· ir h,·:1r1 r"; thry rn ay opt out or thE"m, m::i ki : 6 it 
pbin th at th1·y :H P not L1.·irig coo1><·r:itivt : thry ma." be fac rd with 1 

ela,h bt~t.wt•;•r: two or mnrf' rn 3.x ims an :I br 1111;1.h!P to (11lrill a ll of th f"'m; 
or tl1f•y rn :ty flout l hf'm, c~usi ng hf': \rns ti, sra rch for ad diti,,nal 
information f.o rxp lain ~pr:\kcrs' dr\' iat. i(J n fr o m th e norm . ll owr\'t~r. 
th("'se vny nn l io 11 -. ri.'ly upon spe:tki' r ;1ncl hr:ur r 's mutu:ll rrcnj!, nit ion 
that CP drrin es norm .ti co nv<.·cs:l t.ional lwh:1v ior. 

o r Gr ice's fou r orig in al 111 ax ims , his Mazim of Qualit11, 

T ry lo makr yo ur co u1ribu ti on one d1 :1 l i:- trur . 
a ) Do rn,t !°'ay \\·hat you tH·lit>.,·c- to he fal ~1·. 
h) Do no t say lh:it r,ir whi<' h )'Ou b :k "deq u:cte cv icle nre. 

a nd his Mazim o/ Quantit11, 

a ) ~bke yo ur co ntribution as inrurm:itive ;15 is 
req uir <'d (for t he currr·nt purposes or the exchanie ). 

l,J Do out mak,i yo ur cont rihu t ion more informativ~ 
than is rrquired. 

pro ,· id e th e basis ror a dcr inition or SI. 

Horn !Bl observ ed that, if these ma xims hold , then when a speaker 

(b)Thi> bu lk 0r d:a1.a ,~x arnin e ,I Wf're tr.\tH r ripr.s o r a r~,lio c:\ ll · in program, ·Th .. 

Hu~ Gros e: S how: :'.ipn~in( or Yo u r i\ lone:,-• . J ,.•r rib P.d in f1'4j. o,h,. r da.ta 

tx11. rn111 ed a.r,- dr -.nibed in /1 7, 16/ o r w,:re g31hen~d by ,\h.rtlu Pol!Hk, Ethel 

Schu s l.l'f.' G , ,.gory W _ud, Bon ni f' w .. hb1·r, and t lw :\u1 hor fro m inJ Pp~nJ e nL 

ob:1cn·1. t w ns. In t h" rn tuest of brt!vil y a.nd ,;ym rr1d ry, t he <·ump les pres,.nt.f' d 
Le low are art ifiria. 1. 

(c)/ 111piic-11fr i!i us,.d ins lea.d o r imply lo ,ii .-.t. in g ui ; h implira t ure fro m logic, J 
im p lica ti on. 

(d)Po t(-nt ia.l 

c1.n 1·f' ll ,.1L /:.: J 
impli ra.t ur,.•s h"conie 11.ct ua. l irn plirllil u rt>s ir they ar~ no t ::-o 
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rerers lo a ,c afo rl• J valu e on a scale derin ed by u mantic 
•ntailment!fl, th at valu e represe nts the hi ghes t ,·alue on its scale the 
speaker c:in t ruthfully affi rm. T he speaker is sayin g · as much 
(li uan[i ty) as he truthrully (Quality ) can. Higher values on tl, e sc ale, 
i.e., th ose t,h:1t entail th e asse rted vr.lu e, are implicitly mark ed :1s either 
not known to be tru t' or known n ot to he tru e. Lower valu<':-- , i.e. , 
th ose ent. a iJ,,cJ hy th e a.sserl ed va lu e, are true by definition. Horn 
id entifies ce rt a in ,calar pr• dic atu, including logical qu antifiers and 
so mt co nll l"<' tivrs, rnod :1.Js, ca rdin :ils, ordin :\IS, and misr!' ll :t neo 1J s 
modifiers . th at support these implicatures. Ga,.dar l~I bter noted th at 
these scal ar predicates in errec t rank se ntences th at differ fr om one 
anoth er only in a mention ed sca lar vi a this mention ed sca lar . 

More form all.v, one might say th at , wh en a spea ker R afrirms a 
proposition P b2 th at refrrs to a value b2 on a scale S defi ned by 

sem antic enta ilment, fo r a ll propos it,oiis Pba/b2 formed hy subs, itnting 

in Pb~ some b3 t hat is higher on S th a n b%, R implicates that eithN he 

know s P ba/b2 to be blse, K R( ~P ba/b~)/r l or he do,•s not kaow 

whether Pba/b2 is tru e or false , Wll( Pb3/ h2 ).(h) The entire disjunction, 

(W R( P ba / b2 ). V K il( ~P ba / h2 )) , will b,· represen ted be low by a U 

operator, wbere UR( x) is equi valent to (W R( x) V K R( x)) _(i) So, by 

assertin g Pb2 , H imp licates U 11 (~Pb 3 / h 2 ). rnr a ll propos itions P bt / b
2 

form ed by substi t utin g some bl lower on S in Ph~' K R1 P bt/b
2

) is 

ent a iled . 

The co nce pt of SI m ight be a pplir d to qu r stion-:in~wer exc: h3n ge:'i such 
a.s (I) as follows: <l may unders tand t ha t ,,om, is I he high,.sl valu e on 
a quantifier scale /nor,e/ co111r/ all ) th :1 1 II ra n truthrullv arrirm . Bv 
a rrirming P , ome' R indicates UR , (Jones too k all his medication), th at 

is , that either R ko ows Jones did n ot take all his medication or R do,·s 
not. know whether .J c. ncs took a ll his med ication. Thus th e direct 
rr.5 pou ~e to <1unit>d all is n o or I don 't kn ow. Note that , if I{ ~imply 
denied th e qu eried proposition Pall' Q would be entitled to ass ume th at 

(ir R were being cooperativ e) there wa.s no proposition, say . P ,ome' that 

R could affirm . T hat is, ir a cooperativ e speaker arrirms th e highest 
scalar he can truthfully afrirm, then a hearer should be entitled to 
conclude th at bilure to affirm such a scalar mean• that the speaker is 
unable to do so. 

Ex tendin g Sca lar lmplicat ure 

While Horn 's conce pt or SJ prov id es a principled ex planation for (I). in 
its current form it is in sufficient to acco unt for other exch anges that 
see m intuitir ely similar . These exchanges may dirt er rrom (I) in three 
ways : First, th /.y may invoke scales th at arc neith er linear nor defin ed 
by entailm ent . Second , th ey may ind11de responses arrirming a higher 
valu e or a ,·:du e or • qual rank, in stead or a lower value. Third, they 
may co ntain a rrsponse th at d<"nics or :l.':isrrt s ignorance of some ~calar 
instead or arrirmin g it. 

Sc ales Sup po rt iug SJ 

Many ut terances lice.using similar irn plicatures refer to rela ti onshi ps 
bet w"en entiti<'s, a ttribut rs , ev1·nts, or stat es th a t cann ot be ad,, ,1uat.e ly 
represeuted as liuear ord erings ddin ed by ent ailment . Such items ruay 
be hierarchically or linearly ord ered , as by some whole/part, 
type/ subty pe, entity / a ttribute, set in clu sion, temporal, stages of a 

(e )A va lue on some scale 

(r)M ~1.· manti ca. lly f- nt a. il s T iff T is tna· unde r "v" ry assig- o m ent or truth v a lu es 
(i .e. , in every model) in which Mis tru ,. 

(i)T he K o pe ra to r used hr-re is Hin t ikk a 's l4J 1: nowl i:-d ge ope rato r. 

(h)This W opera to r i~ int.ro du C'e d fo r C' osmf'ti c purpo~cs anJ , in efreC't, is 

equivalc n~ to ..,KR( x), i.e. , fo r R th , truth va lue or x i:; und efin ed. Alth oug h, io th e 

lhref'- va lu ed logic ass umed hr re, KH( x) V ..,Kn{ x) is no t tau tologin l .• th e tautoloa 

is ~ Rfx J V l<.R( ..... ,c ) V -.KR( x) - Wis used Lo p rl'Ve nt ro nrus ioo ove r th is po int. 

(i)Below, UR ("<(x)) will be wri tten UR~(x). Nole <h al WR(~x ) iIT WR(, ). 
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procf's~. o r ordin a l r :-rn kin g, 3mon~ oth rr..; . So me o( tht•sp ordnin gs ~an 
be defin ed by ent ailment . In (:? ), 5 cc. of in , ulin might he see n as a 

(~) Q: Has Jones had his medication? 
H: He 's had .',cc .of in sulin. 

part entailed by the whole , Jone, ·, .. ,, dicu tion . 13y arfirmin g ;i er.. of 
i11 .• ulin , R affirms th e larges t par t of th e '."hole he truthru! ly r an . The 
queried valu e ./n11 c.•' medicat io11 is thu s ma rked by R as unkn own or 
false , u fl ~(.Jones has had J,i .s medica tion) . 

It h Jess clear that stages or a process may a!so be derinrd by 
ent a ilment, althou gh process nwtrics s upport simil :l.r imp lk:\lures . lo 
(3), reg i, tralior, and f illin g out i11, 1J rrrn c,· f orm s may be viewed as 

(3) Q: Has Jone, reg ist ,· red ye t • 
H: He's fill,·d out Lh e iu surance form s. 

stages in a hospit al admissions process. fly arrirmin g th e stage filling 
ou t i11 .•1:ra11ce for,rt.< to a qu ery of th e later stage reg ist ration, I{ 

affirm s th e /u r the, t st a~r in th e process he can trut!,fu lly arrirm . 
Latr r stag(''-, in p:lrli cul:u the qunir d s t. 3,~e . re2IJtration, are i111pliritly 
marked by H as UR , (Jater stag,•s ). while prior stages, say . filling out a 

fa 111 ily m edical !1JAory, see lfl to be im plic itly arfirmed, a lthough th ey 
are not rnla il PCI. 

And so me r,•lationships .i im:· ly ca nno t be modeled as entailment 

(·I) Q: Oid th e chie f sur geon con cur in th e diagnosis! 
R: T he rcs i,lr- ut did . 

o rd er in gs. ln (,I) , for exa mple, 1hr chier surgeo n's concum•n,·e clearly 
du,.s not ent a il I ht.' n·s id {' nt's. I [om him st• lf notes tlu t th <' im:;Jicatures 
li c<• usrd by rr fN1..' nce to scli(·s s uch :is co!,l/r.onl/u·a rm/hvt a nd ugly 
/pr rtt.v/buli, ti f ul, a nd tnrt/111 i' .:- dr 111 u 1110r/frlon y/ rnµ iia l cri'm r. cannot 
be accvunt ed for by an enL:iilrr1<•nt ddinition of sca le, ,dthougb he 
suppli es only a d h oe ~o lutious. A more g\~neral dr firiit1 nn of scale 
see ms necessary to ca pture th e full power of SI. 

No t only is e11lailJ11rnt too limited to ddJ11e th e scales tbt permit ST, 
but SI conv{' ntio11 s m:1y inrlu <' nce th (' df' ri i.. ion t.o assert a highn scahr 
th an a qunied va l1J(• , arid sr also m ay be ,·onv r.vcd hy tb r. asisert.ion or 
sca lars of equ al ran k with so lfle q11 ericd rnlu e. In (5). abdom i1tril pa iri 

(.5 ) Q: Is Jon es ex p<'ri<'11 cin g mu ch disco mrort? 
R: He's co111 plainin g of ab<lo minal p3in . 

may be s••e n as a suhtype of (.,1111 thus a high,•r va lu,,(i l) than 
di3comfort . H's afrirmatiun of abdominal pa in ~llows ~ to interpret 
th e dir r ct rcsp1JII St" a~ ye.1 or nn1 dPpcndin g upo n wh r thrr :, hr ind ecrl 
defin es the sc ale a.s H dues. Simibr iy, if lrn v,·11g bt1;, l o X- r11y is a prior 
stage to g, tti ny c<.<1J lt 3 in {fi) , then by sim ple dedu ction Q can co nclud e 

(6 ) Q: ll as .l <HH' .< be,• n to X- ra} y ,· t' 
R : I've got th e rr·snlls right hrre. 

th at, by arfirmin g th e higher sc , Jar, R has affirm ed th e Jos, er. 
Alth ough SI dues not ddermine Q's interpreta tion of th e direct 
rrs ponse in {,)} an d (fi ). it dot!, ri~ ur f' imporl '.'t nt ly in H's decision not to 
provid e a simple (:lfld lr11th(ul) y« in either, as will he shown below . 
And, of course, it does predict <J's inferences abo,1t valu es higher than 
the assrrteJ sc:11:lrs, as 111 1tr·d abovr. 

The affirm ation or sc alars sh:irin ~ • qual rank(l) with a queri ed 
sc alar ma)' also lirt·n sc irnpl ir :1 t ur ri:; about other values on thf'ir ::-c ale. 
Ju (i ), for exam pl,, , l( 's ;is,;1• rlion ur !.he vaJu e in3 u/in <:OIJ Ve)'S 

(7) Q: Has .Jones l ake u th• co rtiso ne! 
R: He's taken the ins ulin . 

UR ~ (Jones has t aken th e cortisone) a.s well as UR ~(Jones ha.s taken his 

medic ation). i( cnrl.i.qo ,i ,: and ,·1t .-.ulin are ·.- il·wed as parts of that whole, 
m edication. T bt is. H co nv eys UR~ about other parts or th e 

fj )Th e tr11 t h or a sub type en t .i.i ls t he t ruth o( its type. 

{k )f'o r th e mo m t' nl t hi s rf' lat ions h ip m ay he li h ned to t hat or " ildin_(s in so m P 
hi e ra rr hy . 



unm ent ioned whole. as well as about that whole itse lr. 

The notion or SI ran also be extendr·d to permit the ca lcula tion or 
implica tures lice11~e-d by thP denial of !iome sca lar or a:;M•rl ion or 

ignoran ce or its value. T he dual to Horn 's origin al concept wo uld be the 
negation or th e lowest scalar R can truthfully deny. By suc h a denial R 
denies higher scalars and artirms or conveys ignorance or lower sca lars. 
So, in qu estion-answer exc hanges suc h as (8 ) a scalar lower than the 

(8) Q: Has .lon,•s registered yet? 
R: lie hasn't sigeed the release. 

<1ueried value may be denied. Ir sign ing the rdeau is viewed as a s tage 
prior to rr·g istratio n, then Q can interpret R's response as no. By 
denying aigni,,g the relea.<e R implicates that 'Jones bas register~d' is 
also raise. For any s tage bl prior to signing the release, R implicates 
either that he knows bl has been complet,'d, K

11
(b l ), or that he docs 

not know whether it has l,een completed, Wll(bl). This disjunction 

may thus l,e represe nt ed U 11 (Jones h:~s co mpleted bl), where UR(P) is 

eq uiv a lent to KH(P) V W R(P). Higher scalars may also be denied, a,, in 

(0). Q may _infer U 1if,lonPs has been to X-ray ), sin ce, in a 

(9) Q: Has .Jon es been t.o X-ray yet'! 
R: I h:1Ve n't gnt the results. 

coope.r:1tive exchari if', if H co uld <frny lhr lowu sc:\lar, he would do so. 
So, th e d1•11ial or P1.,

2 
implicates U 1l(Pb

1
) for bl lowe r than bZ, as, 

signing th, Nlrn.,, in (8 ). The value of high er b3 r»r sca les ddined hy 
tnlai lnwnt wi ll I, ,• (ab(', hy implit- ati<,n. 

Th• not ion or SI may also be extended to dt'fiue implir:at ures r, sui t in g 
from a~sNtion~ of ignl\ ranc('. It follows rrnm ll orn's or igina l cnncc pt 
and the ext1· n~it.H1s to it prupos(•d a bove that exp licit as:;rrt ions or 
ignorance o( O!]f' scalar implic:1te ignorance or a ll othrr va lu rs on t.hat 
scah•. A rrspo nsr o( l don't know may be in terpreted :Ls follows : Ir , in 
a cooperative r.xch~n&l' , H :, rrirm s the highrst valu e on :;0111e sc1le he 
can truthrully arrirm, th en his failure to arrirm such a rnlu e entil.ies Q 
1.0 conclude that H can affirm 110 val ue on any sco le inrnked by the 
query. llowever, H mar also den)' the lowest value he can truthfully 
drny and ~t ill producP. a roopnative rC' spo11sf'. Aga in , his failurr to do 
so entitles Q to conc lude I hat he ca nnot . So. Q may infer th:it H can 
neithf'r atrirm nor drny :-iny valu e on any se al" mentioned in thf' qu ery. 
That is, W R(bl) for an)' bl on so me sc:dar in the utterance. In (.', ). for 

example, / dor, 't know wou ld implicat.e that th ere is no hi6her valu e, 
i.e., no suhtype o( t)'pt• Ji.ffom f ort , and no lower valu e, i.r . no 
snpertype of type di.•cn111/nrl , that H can truthfully affirm or deuy. 

Dcrinin r, Sc:d,·s and Forma li zing i[ 

Any order in g th at supports SI can he defined as a partial 
orderinii') 0 "n a collect ion Dor rderr•nls (b l,b2, ... ,bn}. So, one 
can \·irw a sc:d,• S as a pnrtially-ordr.rrd s et. B may hl' fini tf! or 
infinit,r, a.s c.:udi na l sr alt-s illu str a l.c. Furlhrrmuh', any ~uch po:se t will 
support SI, so the poset cond ition is hoth nec essary and snrricicnt. 

T his d,•rinition providf's a mnrf' prrcisr srmantics for the inform al 
notions of highe,., lowtr, and equal rank used above. Given a 
parti :11 order in g on B, for any values bl. b% on a S, bZ is hiuher on S 
tha n bl irr bl0b2; similarly, bl is lower on S than b% irr blObZ. 
For any pair bl , b2 or incmn7'arable elementa(m) or S for which 
there ex ist.s a b3EB that is hiuher than hoth or that is lower than 
both, bl and b2 wi ll he said to hav e equal rank on S. 

So. in I 10). oo a scale defined by, say, au inclus ion rela tion, 

(/)i.e., a r~n"xive, ~ntisyrnmetric , a.nd ln.n sitive re!:it ion 

(m)Elnnt-nl!I are inromp-.rahle i( thf'y are nM ordered with re,;ped to onE' anot her 
hy 0. 

(JO) CJ: Did you see Catalonia ' 
H·J: f sa w B::urrlona. 
H:J: I saw all or Spain . 
H-1: I saw Val•·ncia . 

Darrdona is included in Catri lmiin, so !Ja.rcelona rcpr~sents a Jown 
value on this sca le in H~; in 113, all of Spa ,·n i~ a highrr value than 
Cuta/011 ia, sin ce it iucludcs that province; and in R4, Cutnlo11ia and 
l 'a/rncia are hoth included in Spain , but. ueit her includes the other, so 
th,:y shar!' equ al rauk. 

Given such a definition. implicature may he completely divorced from 
deduct ion. An ass,. rtion or Pb

2 
may convey ror lower va lu es bl eit her 

K 1t1Pb 1), o r K,t ~ iPh 1). or W 1l(Ph 1), depeuding upoo the nature or the 

relation ddin in;; the sca le, i.e .. \\ hcth er it is defined by entailment or 
m111ual nc lus ion . or neither. Simi larly, a dr•nbl or Pb

2 
rnay impl1,1 ror 

hi gh,•r ,·:11,, .. s b3, KR~(Pb
3

). or it 111ay convey some other'inrn rmation 

about th ese srrdars. 

With t hi s re,·isr•d derinition or seal, and with an e.xte nd t•d notion of 
S I, it is po~.'ib lc to ddinr a sr t. n ( cor.n•nt.ion!;, lmp,_

3
, whirh , for a 

givrn ~c :1.lf' , a v:dur on that s,·a lr., a11d an utt.l'ra nce affirming, deny ing, 
o r :J. <..")i' rtin g i~nnr:lnf:(' or th :, t Y:d1u•, d('lf'rJlliO(' a srl or pCJtf'nti:tl 
i111plica lur1's fort.hr uttrr a ncr. For .'iornr. scale S, a valur on that st::l lr 
bl, a nd a ~p<'a~Pr It 's uttn:1nc<' Utt aHirm in g, denying, nr assrrt ing 
i~rwr :tnre of a prnposit ion P bt rt·frrring to bl, a sf' t o f polt 11tial 

irnpli1 ·a tu"·s of Utt, PSilJt.L' may b(' i:on ~trurtf'd a.-; follows : 

lmp 1: Ir Utt arrirm s P bl t hr·n for all b2 such that b% is 

hi gher on S than bl . UH ~(Pb 2 ) E PS1u
11

; and, for all b3 

such tl,at b3 and bl h,1ve e~ u:11 rank on S, Un ~1P1,3
) E 

PSlu1.,· 

lmp2 : Ir Utt is a denial nr Ph i then for all b2 s uch that 

b2 is lower on S than bl, UR (b :.?) E PSIULI; and, for all b3 

suc h that b3 and bl ha,·e. equal r:rnk on S. U
1
l(Ph

3
) E 

PS1u 11 . 

lmp3: If Utt is an a.ssfrtion or ignorance or p '>I' thf'II for 

a ll b5 on S , such t l,at b5. f bl, W R(Pb6) E PS1u11 .1"l 

It might well he sa id I.hat the co nve ntions defined above arr, for 
humans, on ly convrnt ions. not rules; speakers may not d10ot-e 
rrspo11 scs th~t co nvey a .. 'i murh as they c:in c0nvc·y and hC'ar 1·,·.1 may 
not :\ l\4.·:\ys <'xpcrt such " ·spon~f'S. Howcvrr, it is a trui:- 111 that 
compulrr-basrd qu es lion-a nswcring sys tems should be <:tioprrative. ln 
b cl. a.-. .los hi [~>I has s11 .~ges tf'd, u~rrs m:l.y rxp('ct th <':;e sys tt·111 s lo he 
rvrn mor~ roo pN:\tivc th:1n ot her hum :rns. Since mo:i l such sy~ f<'tn S 
must :i lso a.,,s ullll' the coo pn~tivrnt•ss of their usnti, it srems rc:1..~on:iblc 
to arcP pt Crire's C'oopn::it ivr Principle, and, by PXlC'n'>ion, lhr SI 
convP nlic, us cldin rd on this basis, as a mode l for hum an-mat: hin P 
com munication. In th e re mainder or this paprr I wi ll proposr so me 
way .., in v,·hi <: h SI ,·on ven t io ns can guid e thP genPr:it ioa of cooper:it ir ~ 
r,•s ponsrs in quP:, ti on•:u 1swrring sy.stems. 

T he notion th at q1H·stiou·answ rri11 g sys trrns shou ld supr,ort 111ure 

'natural' i11tcr:1ct ion with their us,•rs has loug been accepted. This 
'nat ur aln ess' may in fact in vo lv e mor•! t han si mple 'sy ntactic 
sugar'. po. l ·I/ Studies o r hum an qut·stion- :rn sweri:ig have round th at 
respon<l cnt.s ortf•n provide m ore information th~n questioner!',. rl'q11rst to 
a nticipate a follow. up qurs lion or exp lain a violall! d r.xpf'ctat ion ! 1--tJ; to 
1.:orrPct a mi~c<JO<'r plion [O. 11. 12. 13, Ii, 18j: or to sati"f} so111e 
inft!rr.-d gna l It, l,) J. Jm;hi's jOJ rr·,·i.-. ion o( C rin~·s Afori'm of (Jua li't .11: 
'Do nut S:l.V any thing whic h m:Ly imply for thr h(•arn ,;omt·t.l1i11g which 
you th e spt·akn br li <·VP. to b(• ral~t'. · s uKg,·s ts that rrspou<lr11ts oft<' n 

- 13-



I 
I 
I 

attrmµt to ·~qu ar<' away• any miscn nc"ptions :1.ppa r,' nt. in a q11h1tion or 
any that tht>y anticipate a questionn might dl•rive rrorn their prvvi!- io n 
of the in formatio n rec4uc::;led . SI r.onvrntio us provide one acco unt or 
how respondrnt.s may anticipate responses th ·,t may be mislra<ling and 
identiry alternatives t hat are 1 .. ,s likely lo mislead. That is , usin g 
conv entions sim ilar to those irlrntifird above, rrspon<lents may 
anticip ate /oJu implieaturu that mi r, ht he lic<'11,,•d by a given 
respo11 se . l 1sin g th" 1-ame co 11 venl ions, r<'spunde nt.s m::i.y dl·tnmine 
minim.al COOJ>«rative re,pon•t• that do not licf'flSf' such 
imµlicaturcs. 

AYuiding F':th-1• /111pliratures 

The potP.utial fa lse im plicaturf's ;, gi"~ " rc~ponse licr u:ses may be 
C:l.lcu lat.ed by comparing thr implicaturrs th:tr. that rl'spun 1-f' convf'ys (a..., 
ddined in lmp 1-Impa f with the ,tat•· ,,r th e rrspondt'nt 's k11 01v l,·dg,• 

base. Hecall that , if sp,·:<krrs are e.xprc trd to affirm lh e higlu·s t value 
on a scale th ey can truthful!~· affi rm, a simple and truthful .vc• to a 
query of P b2 will implicate to Q th at, fo r all va lu es b3 higher 0 11 some 

scale than b2, Utt~(P1,3 f. EiLher Pb
3 

1s false or f{ do"s not know its 

truth valu e. Hence, if H dou h,·lieve so me Pb
3

, t.ben a , im ple ye, to 

the quer ied Ph~ wi ll licrn~c a (p<>l l' ntial) /ol,e implieature, so long 
of course as Q views b2 a.s a scabr and R as cooperative . More 
grnrral ly, for any sp,•aker R, P ba is a polrnt.ial false irnplicaturc of P b

2 
irr in ,u mr context D, R's affirmation or Pb2 implicatrs a tr uth valu e 

for Pba that is incnnsist,.nt with R's knowledge of Pua· rr this 

impliratum is not ecmeelleJ.0 1 in the discours•, then I1 should try to 
formulate an alternative response that wi ll nut carry this risk of 
misl,•ading Q. 

So yea in (61, for example, might misl.ad in t he fo llow in g se nse: 
Affirming th e vah,c, goir1g to X-ray, for Jones, affirms a va lue that is 
not thP highf's t •,a. Jue on its sc ale, getting and process ing an X -ray, 
that I1 can truthfully arrirm. Thus (incorrectly) higher valu rs, such as 
gettir1g back the rc,ults, are markrd as false or unknown by H. So Q 
wi ll he entit led to co nclude, that H does not know that gttli111 back the 
result.• of a11 X -ray is true for Jon es - when in fact he does. Similarly, 
in (31, a simple no a lso fails to affirm the highest value on the scale 
gdli11g int o the ho.•pitat n knows to be true. In (2), a direct respo nse or 
no implica tes that thert· is no lower vs lue, no part(s ) of the whu le, that 
R can affirm. 

Heral! a lso t hat R may deny the !<,west n lue on some sc alt• that he 
can truthfully drny. Such a denial i111pl icates that lower val;, es bl on a 
seal" are not known tn he fal se, i.r., :HP e ither known lo he t ru e nr h a \'C 

an unkn ow n tr uth "alue. Thus if I{ kn ows so me bl to be false, a 
s impl" no to a query of a higher b2 wil l be true but poss ibly mi ,. lead in g. 
Por r.xample , in (8), a simple 110 drnying the stage r<gi'ctrntion would 
implicate UR(Jonc•s has sig ned th,• relea'°), when, in fact, H knows 

Jont·s ha.s not comµlc·t<'d thi::; stage. 

The not,on of SI may abo hr rxt.r nd rd t.o ddine implicatur•·s rrsul ti ng 
from assnt ions o r ignorance . As not t'd above, ex plicit assutions or 
ignorance or onf> scalar imp licalr ignorance o( a ll other values on that 
sca lr , t.hal is, W

11
(b)I for any .scalar bl. If, in fart, n can affirm or 

deny somt> suc h va lu t>, thf"ll an t:xprrss iou u( ignora nce will lireuse false 
implicatures about other values on any sc ale in voked in the query. In 
(51, for example, / don i \·now wou ld implicate that there is no higher 
value, i. e., no subty pe of type discomfort that H can truthfully affirm 
or deny. Thus Q is ent it led to assume not on ly that H is ignorant of 
whC'lher or not Jon es suffers from any discomfort, as th e response 
entails, but also tbt R is ignorant of whether Jon es sufft•rs fro m any 
subtype or discomfort, such a.s a&domin,1/ pain, or any suprrtype of 
di,comfort, say , gtncral complaint ,. 

So the concrpt of SI can hi• lp determ in e that an indirect response is 
more approprialr than a direct rrsponse when the latter would entit le Q 
to drrive fal."!ic· i11111liraturrs. Out even ir R anticip:ltes such 
imp licatures. why might he choose to avoid them by making an indirect 

(o)See 12, 6J for a Jis<'uss ion or ca nce ll at ion. 
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respo nse in'-1.Pad or, pr1 hap~. a qualified direct respo nse? 

~finim al C'oopt·ral j.,·" l~r'-pon::.es 

The appropriatrnrss or th e· indirec t rPsponses in the exc hanges 
pn ·SP ll tt~d a Uov r dt· pe nd.s in part upn n the rr Li.tiv e in a.pµropr i:1.t.enPss of 
alternati ve responses. Suppose that puss il:,l c (trut.hful) direct responses 
lo yes/no qu est ions rnuld be placed on a continuum according to 
amo unt of inform a tion e.'.p licit ly provided, from > s imple dir ec t 
rf".-.pn n~f:' through var ions modified direct r~apon,e,(P), t.o a 
complete and unambiguou, re,pon1e (CCI1) . A CUH will he 
dt·fin r d :-ts :1. rrspons,. in whir h R attemr,is, in some conkxt D, exp lic itly 
to ,quare away !1JI, o r rt.·so lve, :\ II misco nr j.:. t io11 s which might a. rise in 
D if he pro ,.ides 0111)' t he inform :i lion request ed by Q. 

\\'" havf" s<'Pn :\ hnvr that s imple ,!irect r1•.-. pnnses m:Ly mis lead h)' 
lice n-; ir ;~ fabe i111 p\i1·:,ttir rs. Suppl)~e in • lead lhat It attl'mpt s tf> 

provide , ('UH to the qu er)' in (~). as in ( 11 ): 

(11) ll: lfas .1 011 ,·s li:.d his mr di ,·at iou? 
R: No. IJ,,·, had 5 cc. of in sulin , wl, ich is part of t hat 
medil'a.tion . but h" li a!'in't had t h" re~t of th:1.t medication, 
that i . .;, 1he liprin , t hr cor tiso ne... So, h~ ha.sn't had his 
nwdicati, ,n. 

Th i:, aHf' rn ali\'r·. likC' th:H in j'.!). crrtai rdy anticip:it es and avoids 
µoknti :d bb1· i111pl icttur,· ..,. Out vnbos1t.r uU ,· iou'il.v ll·.'-~\·ns the ap J)(':ll 

of s1w h ri·spo ll ""~: q ma.r "" ovrrwh4• lm i'd hy 11nrt·qUf"~t,.d infc, rm atio n 
which H llM ~t /:ihoriou .. 1.,· _:!.:d lu.•r and pr,·se nt , a nd whirh f!l3Y lw 
rl'<l u11(b11t or irr,• lf'\.' anl fo r lJ 

C ri re not PS that sp,•akrrs ~rnnally prdn to co rnmunic:d c , i:\ thf' 
liridf's t 11ttnat1rt' t hal conv1•.rs w!i :tt tht•y wbh to co 11 n•y. lJy t: iking 

:Lch·:.int:igr oft.hf' SI t' o ll \'l ' flt.iu11 s. H m:ty limi t t.11 <" exp licit iufnr1 11:1tio n 
ht• 11 111 '- t prndurr in his rr ·~ pon ~f" in S<·vnal W:l) s: (.' ir !-t., hf' 111 :\y omit 

tlw tlllO('C('!,.-,:L r." si 111pl,· <lir,·rt rf•..:.pn n~w. ~i11 <·c·. ·,s wr ban· ~i<'l' ll , lh e 
hrarn r:ir1 inr,, , it. Sr,·1 1nd , hf' m :\y c: , : it :1 n rxp liciL st:) ft•m1·11t o f 
ad<li1 ion a.I u 1tr1•1p1 1·:-t1·d infl' rmation I l1at i.; i111pli<".1lf'<l 1,y hi ."i rt ·, po nse, 
:.i.voicling so m~ ri 1, o r ir r, ·lrva nr,· :u1d ;·•dund:tr:ry by permitting 
inr,•rf"llC(' o r propw.ilion s in!<-ll':ul of :, ... , c-r ,in g thn-3e propo~i ,i oo~. So, SI 

C'> ll\. f•nt iuns pro id•· a pri 111.: i1 ,I: d w:,.r 1J f limitin g t hf' amo1111t uf 
i11form at ion P.\'.pli citly providc·d in ::t. rl'.'l (lOII SC' . A~ 11 ot.c·d al,oVP.. S I 
tun\'Pn! ;nns may .11 ... o h, ·lp di'Lrrrnin1· wh,·n r<':-po n~rs will lirf'll "l' raise· 
i111p licat11rf"~. :ind. 1,.v 1·.\t1· 1:sion , wliic. h r1•:- p11n~l'~ wi ll not li r,· n!'-t' hist· 
impl irat ur r!--. So. in LC'rltl ' or thl' pot1•111.i :d a re!:>ponsP 111 3) !1:1\' (1 ror 

mi~lrad in g a quc·~f i1111Pr as wPII a." in Lnm,c:. of th <· amo un t of f':< plic it 
infl1rmatiu 11 provid1•d in a rt· s 1,un."-<', S I cof'ff':1lions prov id e unc 111 t> Lh od 
()( df' tN111i11in .14 minimal cooperatit.•e re•pon, ea in q1u• , tio11 -
:\11 ~wning s.vs tems. 

\Vith a ddiniliun o r sc::L!t•, co 11 v\·11 1.i,,ns fur id t-n t.ifyi11~ pot i:- ntia.l SI. ~nd 
so rn<· n11drrst:,ndin~ or how th<'se cnn"·" 11 Lions might ddinr :\ 1ni11im al 

cr111pna ti v1• rP:- pon,,· , it i:s pos .. ihlc to dl·!'nilH.' the proc: ..:-ss of idl·ntifyiug 
su(' h a respo n:;c in .11.cn c•r:1.l tnms: 

1. Q queri<·!i so mt' proposition p(q) in a discour~e context D; 

2. For each bl rt•fcrencrd in P (P~i ) that R recogn izes a.s ly iug 
on SO Hi (" scale S. 

I 

a. P x represruts the open proposition formed by 

sul,stitut in g a variable x for bl in Phi ; 

b. R in stant iates P x with some bj that co-occurs with bl 
on Si and deter mines the truth-value or the res ultin& 

proposition Pbj; 

c. ll dete rmin es t hat Pbj has not been assert ed in D; 

d. Using Imp 1-lmp3 , R ca lculates the se t or implicatures 

PSiuu liu ns"d l,y asserting the truth-va lu e of Pbj; 

(p)~imp le direct re~p un:-:l's with so me additio nal iuforma.tion 

(q)Tha.t is, P r"prt>sc nts tliat q~ery· ~ deaideratum !OJ, 'That wh ii: h th ~ qu e, tioner 
des ires to hf' ma.de know n to him'. 



e. 11 exami n,•s PSiun to determ in e whether these 

im plicat ures are rnnsisl<·nt with his know ledge base or 
whr thrr any that are not will he ca ncr llcd in D; 

r. If P hj has no t bee n a.ssrrted, and if it lice nses no fab e 

unca ncclled implicatures in D , R wi ll re~lize P bj in 

Utt. 

The foll ow in g example illustrates this model : 

(1 2) Q: Is the Pari fi c Fleet in port! 
I{ : The First lhttle Division is. 

The proposition 't he l'a,·ific Flre t is in port· represe nt s the drs idcratum 
of Q's query . 1/. perrc ives Pa cific F7 ect as lyin g on a whoh'(part , .-a ir 
F dcfinf'<l Ly indu~iun. Tht> open propo:, ition P x furined from P Pa.cifi<: 

F leet is 'xi~ in port ' . n in :- t a nt.iatcs P x with lht- Fir :• l Dalll r Din',,,i n,, , 

which occurs on F wi th P11rific Fla t , producin g 'Ili c First llat.t l, · 
Division is in po>r t· !Pi.) F'rom his kno wledge b:,se 11 ca ln il :itPs ti,,, 

trut h-va lue of P l,j' ,111 <l find s it true. lie detrrmi n,•s from D tha t "t.h e 

F irst Bat t.le Divis ivn is in port' h:is not bf'l'n :tS."t'ttN I in th e disco ursr. n 
t.ht~n caku l:llf·s lilf· po t f' ntial implical ures li f'c ns<'d hy an :.\~sert ion of 
'The First !htt.le Divis ion is.", giv ,· n F. Us in g lmp 1 fl dckrmin es that 

this a~scrtion wo uld li ct·n se the pol1·nti:-i.l i:11plicaturc6 Un -, (the P:ir ific 

Fleet is in vort . the Second lbttle Division is in p0rt , ... ). R finds th ese 
impl ic:-i.t.uru• ro nsistr nt wit.h his ku o\.·, kdge ha.,i;e. Ir no o thrr ~1·a brs 
pa.~s lh f' lP~l~ rnr inr.J us ion in his r(•spons,• , n wi ll df'ci<lr t hat 'The Fir~t 
Batt le Div isiu11 is.' rr prf'sr nts a minim a. I rooper::i tiv c re!i pOnse to Q's 
query . 

The discours<' modt> I sketched ahovr is sonwwh at ovnsimpliri rd . 
Wuf's tioo s of whr n !H):;i~ ihlc sca lars are actua lly vicwf'd as suc h, how Q 

and H rccogn izf' :i. co mm on sr.ale for a ny .:: ur. h sr.alar. and how mu lt iple 
sc alars a r t> accomm odated in a .c. ingle rc-sponse a cid to th e mode l's 
co mp lex it y and are now und t"r inv (•st ig a , ion . Howev er, it should serve 
tu illustrate th e way a forma lization ,, r Sf can serve lo g111d e th e 
generation or minima l roopr rative re~po nses to yr.s /110 qur~tion s in 
cu mpu te r-ba.,rd qurstion -answer in g systems. A mod ule or a na tural 
b nguage in tf'rhce t.o suc h a system t h:\t uses a more compl<'x vnsion 
of this model to provid e such responses is currently bei ng deve loped. 

Conclus ion 

In this paper I have proposed an ex tens ion of the notion or SI. defining 
scale more ge nerally to enco mp ass ad ditional metrics, id entiry ing 
implic:i.t ures lice nsed by denials a nd a.sse rtions of ignoran<'e, a nd 
recog ni zin g th e para lle ls between rderenus to lower and higher sc:i.brs 
and si·abrs or equ al ra nk. I have prese nt ed a simple formalism of this 
extended not ion as we ll as a ge neral mode l for its use in answering yes­
no qu est ions . . Toget her these perm it a pr in cipled acco un t or 

I. how respo ndents might decide a simp le direct response is 
mislead in g, 

2. how rr~pondents mi~ht choose a minirn :i l coo perati v<· 
res ponse L:1:.. t is nut, and 

3. how qu eo l.ioners might derive a simple respo nse a: ,d 
additiun :11 inferences from that respo nse . 

Although I havr foc ussed here upon th e possib il ities SI presents for th e 
gene ration nr r.w,p<' r at.in• r<' "- P<lOS<'S, t he sa mf' co nv f' ntions ~hould be 
per t in,•nl lo 11 :i tural bnguage uncur,tandina as wel l. In parlicuhr , 
th e proc<'SS suggested a bove for identi fying pote ntia l fa lse irnplicaturrs 
might be turned to th e task o r recogr>iz in g irn plicaturo•s lire n,rd by user 
assntioos. ag:1 in pf•rmi1.t in g more natura l intrr::ict. iun bPtw,•,•n syi.; tr m 
a nd user. Th us SI rnig h t ma ke th r rxt r:\ct io n or info rmation fr om usn s 
more e rfiri1•nt as wt• II as mak in g th e res po uses prov ided lo those ust" r::­
more cooµnat ivc-. 
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Generating Corrective Answers by Computing 
Presuppositions or Answers, Not or Questions 

o r Mind Your P's, not Q's• 

R.E. l\!ercer and R. S. Rosenb erg 
Department of Computer Scien ce 

University of British Columbia 

Abstract 

The standard approach for an Answerer to genera te 
corrective as opposed to direct answers to a qu estion is to 
compute the "pres upposition of th e ques tion", interpret this 
s tatement as a belief of the Ques tioner , and , if this belief is 
false, to correc t th e fa lse belief. We sugges t a new approac h 
bas ed on computing th e presuppos ition of the answer, fo r th e 
foll owin g reason s: ( 1) one does not need to compu te t he 
" presuppos ition of th e qu es tion " to be a ble to justify an d 
form a correc tiv e answer, sin ce on e can accomplish these ends 
by computin g the presupposition of the answer , (2) th e new 
approach is successful in a class of Qu estion-Answer situ a­
tions for which th e standard approac h was no t des igned , and 
(3) th e new approach generat es th e des ired direc t and <·orrec­
tive answers within a well es t ablished th eory (Gazd ar , l\J79) . 

Introduction 

Th e Qu e~tion-Answer situ a tion is a pl anning process in 

which the Q uestioner (Q) pl ans qu es tions accordin g to some 

des ired outcome and the A nswerer (A) plans replies according 

to the truth value of the available info rm at ion . Yes/no, wh-, 

and how many-qu es tions concern us here. T he fo llowin g are 

examples of th ese types of qu es tions. In eac h of the the t hree 

exa mples Q is the q11 es tion , P is the " pres upposition of t he 

qu es tion" 2, A l represents a positive direct answer th at en tails 

P, A2 a negative dir ect answer th a t pres upposes P , and A3 is 

a corrective answer which denies P. The answer can be shor­

t ened by deletin g th e res t a tement of th e (modified) qu es tion . 

Th e meanin g of the shortened answer, shown in parent heses, 

is taken to be that of the full answer . 

Q: Have you stopped beatin g the ru g? 

P: You have been beating th e rug. 

A l: Yes, I have stopped beatin g th e ru g. (Yes. ) 

A2: No, I have not stopped beating the rug. (No. ) 

A3: No, I have not stopped beating th e ru g, because 

haven' t started . (No, because .. . ) 

Q: Which boys th at went to t he circus went to the 

mov ies? 

. 
1 T hi s research was sup ported in part by the Natural Sciences and 

E ngineerin g Research Council or Canada grant A 7642 (to R. Reiter). 
2 Scare qu otes are used to indic ate th at we are not committed to the 

ex is tence or such an entity. 

P: Some boys went to th e circus. 

Al: John and Bill, th e boys th a t went to th e circus, went 

to th e movies. (John and Bill .) 

A2: No boy th at went to th e c ircus went to the movies. 

(None of the boys. ) 

A3: No boy t hat went to th e circus went to th e movi es , 

beca use no boy went to th e circus. (None, because ... ) 

Q: How many boys th a t went to th e circus went to th e 

movi es? 

P: Some boys went to th e circus. 

A l: Three boys th at went to the circus went to th e 

movi es . (Three. ) 

A2: None of the boys th a t went to the circus went to the 

movi es . (None.) 

A3: None of the boys th a t went to the circus went to the 

mov ies, because none of th e boys went to th e circus. 

(Non e, because ... ) 

Th e stand ard approac h3 to the Qu est ion-Answer s itua­

t ion, whi ch we call P Q' computes th e "presup pos ition of the 

qu es tion" and generates answers to correc t false presuppos i­

tions (Beln ap and Steel, 1976; Kaplan, 1982 ). This method 

provides A with two sources of information to form an 

answer: A 's knowledge of t he domain about which Q is 

requ est in g information and a supposed subset of Q's beliefs 

which A d erives as th e " pres upposition of th e qu es t ion" . The 

" pres uppos ition" is inferred from lexical items and syntactic 

cons t.ru ct ions in t he ques tion. Th e examples above demon­

s tra te this fo r "stop" and rela tive cla uses . A plans answers 

in the fo llow in g way : If th e presupposition is true then A can 

give a direc t answer. If it is fa lse then A is required to give a 

correct ive answer which app ears to correc t the false belief 

ra th er t han answer the main ques tion . 

Th e a lterna tive approach, presented here, forms answers 

with presuppos itions that can be proved tru e. This method, 

here call ed PA' produ ces answers from A 's point of view 

• Comm ents throughout are about th e sta nd ard approach in genera l, 
but sin ce Kaplan{ 1982) is contained in a co mputational rram ework and 
sin ce it is representative or t he standard approac h , we will make comparis­
ons with it spec ifi cally . 
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regardless of Q's (supposed) beliefs. It is based on 

Gazdar( 1979)'s interpretation of the Maxim of Quality of tb e 

cooperative prin ciple (Grice, 1975); that is, A cannot utter an 

answer that has non-true pres upposit ions. In addition, 

Gazdar 's th eory for computing presuppositions is used by A 
to plan the Corm of the answer. This theory states that Q 
will infer the pres uppositions of the answer Crom lexical items 

and syntactic construct ions contained in the answer unless 

the presupposition is inconsis tent with the context. The con­

text includes general real world knowledge, specific knowledge 

that Q has, and information contained in the sentence. A, 

applying this theory , plans the answer in the following way: Ir 

the presupposition is true then A can give a direct answer. Ir 

t.he presupposition is not provably true th en sin ce A knows 

that Q finds the presupposition assumable (ie does not believe 

it to be false (Kaplan, 1982)), A must supply enough extra 

information (possibly in the form of a because-clause) so that 

Q will not infer the (non-true) presupposition and will inter­

pret th e sentence properly. Details and examples are giv en in 

the next. sec tion . 

For qul'Stions that as k about obj ec ts and relations in 

closed extensional data bases, P Q is sound and complete. PA 

should be viewed as generalizing the cooperative behaviour 

found in P Q to data bases that are not closed, allow 

inferencing, and are incomplete with respect to the qu es tions 

that can be asked. 

Description of the Two Methods 

Given the previous examples we realize that the struc­

ture of the answers for yes/no, wh-, and how many-questions 

are just modifications of the question's syntax, together with 

appropr iate add itions such as yes or no for yes/no questions, 

a list for what-, which-, or who-questions or a number for 

how many-ques tions, and because-clauses for corrective 

answers . Since this is the case, P Q and PA can gen<'rate an 

answer Crom some simple se t of rules and sentence schema. 

We now look in more detail at how the two methods compute 

answers. 

Both methods transform the question into a query in 

some query language, and present it to a data base. If the 

answer is positive, both methods produce an Al answer. If 

the answer is negative, the two methods take different 

approaches. 

P Q does the following for negative answers. The 

"presupposition of the question" is computed. It is then 

passed to the data base as a query . If the query is true then 

an A2 answer is formed. Ir the query is false an A3 answer is 

created. The content of the because-clause is computed 

accord in g to an a lgori t hm which finds the smalles t failin g 

subgraph in a Meta-Query Language (MQL) graph (K ap lan, 

1082) . Th e deta ils are not important, but it essenti a lly finds 

the mos t. general correc tion. 

PA works in th e following way for negative answers. A 

fir st form s a n A2 answer. Because A is committed to the 

1vlax im of Quality, A cannot utter th e a nswer unl ess the 

presuppos it.ion of th e answer is true. Th e presupposition is 

comput ed (compu tation proceeds as 111 Mercer and 

Re iler(l082)), trans lated into a qu ery, and passed to the data 

bas e. Th e presuppos ition can be proved true, prov ed fal se, 

not prov ably true or fa lse , or the proof may be terminated 

early because of resource limitat ions. We consider eac h of 

these outcomes . 

(l) If the pres uppos ition is true then the A2 answe r can be 

uttered . 

(2) If the pres upposition is fa lse then an A3 answer is 

formed with a because- clause that denies th e presup· 

position. Noting that an A3 answer m ay have a 

pres uppos ition, this answer is subj ec ted to th e sa me 

process again. If th e new pres upposition is true the 

A3 answer is uttered. If it is not true th en th e 

because-clause is replaced by anoth er because- clau se 

which denies the new pres upposition. This cycle con­

tinues until the A3 answer has only tru e presuppos i­

tion s. We end up generating a sentence with th e most 

general correction . This is analogous to P Q which 

find s th e smallest failing subgraph in MQL gra.phs . 

(3) If the pres upposition cannot be proved true or fa lse, o r 

if the proof is terminated ear ly, then a different kind 

of answer must be generated ·· an answer Ii ke "I don't 

know (if ... ) because I don't know if 'tbe pre~upposi­

t ion' is true." And like the answers in case ( 2), this 

sent ence may have new presuppositions that need to 

undergo the same cycle as in case (2). The res ult of 

any of these st eps may be an A3 answer or an " I don't 

know ... " answer. 

Ir the answer cannot be proved true or false the two 

methods are different. P Q gives as a solution an "I don ' t 

know ... " answer. But this answer is potentially incorrec t 

because it may have false presuppositions. PA processes this 

class of answers in the same manner as negative answers. 

The following example illustrates the differences between the 

two approac hes. 
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Question: "Do any professors tha t teach CPSC lOl teach 

CPSC I 14?" 

which "pres upposes" 

"There a re professors that teach CPSC lOl.". 

T he qu ery , in some query language, would be 

"Does th ere exist an individual that teac hes CPSC ' 101 and 

teac hes CPSC 114?". 

(1) Suppose the data base can prove the query fal se, and can 

prove that the presupp osition is true. Then the answer 

for both P Q and PA wou ld be an A2 answer, t hat is , 

"No." 

(2) Suppose the data base can prove the query and t he 

pres uppos it ion false. Then the answer for both methods 

wou ld be an A3 answer, t.hat is , "No, because no professo r 

teac hes CPSClOl.". 

(3) S uppose the data base can prove the query fa lse, (say, by 

proving tha t no professor exists that teach es CPSC114 ) 

but can not prove that th e presuppos ition is true or fa lse. 

Because t he pres upposition can not be proved false, P Q 

must give a_n A2 a nswer. This answer is wrong in this 

case because an A2 answer pres upposes (ie A is 

communicating to Q that the dala base can prove) that 

"There are professors that teach CPSClOl.". PA can give 

an A3- like a nswer, that is, "No, and in addition I don't 

even know if a ny professor teaches CPSC 101. " Note that 

PA requires t.hat any new presuppositions be treated li ke 

the or igin al one. So the presupposition "CPSC lOl is 

taught ." must now be proved. If th e data base prov es it 

true (say, by prov ing that session1l instructors teach 

CPSC lOl), the answer is not changed. If the data base 

prov es it false, t hen the answer must be changed to "No, 

and in addi t ion CPSC lOl is not taught.". If the data 

base cannot prove it either true or fa lse, then the answer 

must be changed to "No, and in add ition I don't even 

know if CPSC lOl is t aught .". 

(4) Suppose the data base cannot prove the query true or 

fa lse. In addition t he presupposition cannot be proved 

true or fa lse. P Q would answer "I don 't know.'' which 

wou ld be in correct because this answer presupposes that. 

there are professors that teach CPSClOl. On the other 

hand , PA would respond with "I don't know, and I don 't 

even know if any teach CPSClOl." 

- 18-

Differences between PA and P Q 

P Q works correct ly wit.h closed ex tens ional data basC'S 

and fo r qu est ions t hat can be answered by the data base; that 

is, questions that ask about objec ts and relat ions in th e data 

base. A lso it is com pl ete for t hese types of data bases and 

questions . P Q and PA coincide in this res tricted e_nvironment. 

PA is in tend ed to work additiona lly wit h data bases t ha t are 

no t closed, that a llow in ferencin g, a nd that are incomplete 

with respect to t he qu es t ions that can be as ked. 

The major differen ce (oth er than t he obvious difference 

between comp utin g pres uppos itions from questions o r 

answers ) between PA and P Q is that where P Q must prove t he 

pres up position fa lse in o rd er to give a correct ive answer, PA 

need only fa il to prove it true in order to generate a com·c­

ti ve answer. 

P Q takes the " presupposi tion of the ques t ion" as a beli ef 

of Q. T o correc t Q, A mu st prove that t his belief is fa lse. 

From this point of view, th is is a reasonab le rule; A should 

not correct a belief of Q unl ess A is certain th at it is fa lse. 

Simply changin g P Q to a llow a nswers s imilar to th ose gen­

erated by PA is not just ifi ed , because correct ing Q would be 

a llowed even though A is not sure that Q has false beliefs. A 

shift. in point of view from computing the " presuppos ition of 

the question" to comp uting the pres upposition of t he answer 

must be made in order to just ify the switch from havin g to 

prove fa lse t.o fa ilin g to prove true. 

Conclusion 

\ \i e have presented an a lternative to the standard 

approac h for generat in g correct iv e answers to qu est ions. We 

have dem onstrated t hat the new met hod not only works for 

those Q uest ion-Answer s ituations for which the standard 

approac h works, but a lso fo r the s ituat ion in which a proof of 

th e t ru t h o r fa ls ity of t he qu es tion or the presupposition is 

unavailab le. In add it ion the a lgor ithm uses a well-estnb lished 

th eory for comp utin g presuppositions (Gazdar, 11)79 ). 
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GOOD ANSWERS TO BAD QUESTIONS: 
GOAL INFERENCE IN EXPERT ADVIC.2-GIVING 

Martha E. l'olhc k 
Dq>arunent or Computer and ln(orin:ltio n S1·ien ce 

The Moore Sc hool 
ll niv l'rs ity of l'rnn ,y lv:rnia 
Phihdl'lphia , l'a. 10104 

Abstract - In th r past exper t systems have adopt ed th e appropriut,·­
qurry a.·uumplirm-- th:\L p<·uple co nsulting th r rn alway :; ask for 
precisely the information thry nred. In fact , people oftr n n<·ed to 
consult with f' XjWrl s brr ausP. they hav e an in comµld.f:' uudnst :rndi11 ~ or 
their options :m<l do nc1t know wt,at it is that they need to know. It. is 
a signi(ic :rnt (Paturr of human ,.·:xprrt.isf' to hC' ahlr to deduce , fr om :in 
ineompll'te or inappropri ate query , what advice is actna lly need,·d . This 
paper de~c rib ,•s o ngoin g research to incorporat f"' s imilar ir. re rrn ce 
capabilities in a utom at.ed expert systems so that t he.y too will be abl e to 
dedu ce advict>-SN~ kns ' goa ls an d lhNeby ge1H• r:1t e appropriate an!l ,.,·l' rs 
to th<'ir queril's. A rramc.'work for inrr.rring goa ls is desc rilJt'd . along 
with a strat.egy for co nt.rolling the inferences. 

lntr1Jdlll' t.io n 

Jmagin r fh:l t you'rt· trying t.o use ~1~1 . a. 111 :t.i l sy ~L<' m on the 
DEC-:?OGO 1·0111 1>111,·r. and that p:trtwa)' through c re:1 ting a lllPSs age )'OU 
accidcnt ly typ1· a Conlrol-Z, whir h ha.', th<' pr rni c ious <'Hrtt or <'nd ini 
your mr:;s;1g(' <:r<':\t ion and ~r nding you to th<' prompt lt.·vt·I. Yo 11 I 11rn 
to your ever- ready PXpNt and ask if thru• 's s,J mc way to undo a contro l 
char acte r from Within tlw m:1il ~y~ t.Pm . Your 1•xpert t<'II~ yo u that thf'r1· 
isn 't, and so, · re,·l in g a unoye..l and rru .., tr :\Lrd , you 1>roc1•rd to rrnPal<' 
your m,·~s~ge rrorn sr. ratch . \Vlu·n ) 'O il b.lrr discovrr that you could 
inde<'d ha,·e rntrred an editor from the prompt lrn l and added dirrr tly 
to th{' ('Xist in g mes~ age rra~ment. yo u beg in to doubt your c:q..> r.- rt 's 
expe rtise. 

Now iru agint• that you 've just inh,•rit<'d $1W.1100 . You imn,edialr ly 
call an inv ~st me- nt coun ~•·lor to as k ,.... Jwth ,• r you' ll f'a ru mnrP iulerr :'> t on 
Trr~L·rnry - notf's or on cntifical.Ps or d1•p11s it . Th e c:n u11 ~1·lo r :isls you a 

frw qu rs tinns about your tax hr :wkPt :-i nd l) th,· r invrs tn1t·n1.s, :rnd Ll1,·n 
inforrns you that T-notc ti a rr th ~ b1•1tn invrslmt·ut . \Vhat ::- ht• durs 11 't 
tell you is that, givf'n her knowlt'.Ji4r of yo ur rin :ulf'i :d s it11atiun , 
municipal bc,nds would be a far better inv (':, lnwnt than eith<·r o f your 
expressed :1. lt ern :ltivcs. \Vhcn yuu bt<·r lr arn this fac t, you 're..· \' cry 
li krly to rind a nf'w invf'stm<"nt co un ~,.Jor. 

In (•arh of th1· ~f" ~r.euarios , you'vr gn 11 1• tn :·:n t':< prrt ~,cf'ki ng advice 
about some prohlrm, and in each the ex pert has foiled to provide you 
with the most appropriate advice. The failure res ulted fr om th e 
expnt's ass umption that you knew exac t ly what advice you needed, 
a nd that you had accurate ly and literally ex pressed a request for that 
advice in yo ur qurry . This assumption, which I call the appropriate­
qu,-,.y a~~· um11t i n11 , has lwt> n made in must r xistin g f'Xpert sys tems . Yet 
obsrrvation of dialogu es bf"twer n hum an experts an d adv ict>-sc,.ke rs 
revea ls that it is much t.oo s trong . People often need to co nsult wit.h 
experts precisely beca use th ey do out know what it is that th ey nerd to 
know: they may have an in co mplete nnt ion of what th eir optir,ns arc 
- or perhaps no good no t.ion at all. As a res ult they may intend to do 
so mething that is not actually the best thing they cou ld do. 

It is a significant featur e of hum an expertise to be able to dedu ce, 
from an in co mplete or in appropriate 11uery , what advice is act ually 
ueeded . The goal of the ongoing research desc ribed in part hrre is to 
rnab le automat<'d experts to perform sim il ar de.duct.ions, a nd thereby 
generate appropri ate answers to queri es made to them. T his paper 
dr·sc ribes th e co mpon,•nts of a fram,,work for goa l inference, along with 
a stra tegy for controlling th e inferen ces. 
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Assumption s 

Two distinct types of goa ls can be assoc iated wit.h any qurry to an 
f> .XpNt . Previous work ha .. i, o rtf•n bee n direc ted to the inrt.·rr i·,ce ur 
conn ttu11ica l i l' e or i'llocu tionary goal-; or indircrt spccr. h act:;. For 
e:x:rn1ple, 1·1, 9J pf(•,1,1·nt a tli Po ry rr. hting thr qurry •Js thrre so me way 
lo undo a Co11trol-Z?· lo the goal or rinding out a procC'dure for 
und,,in g a Contro l-Z. In rontr:.st, the theory being developed hrre 
assu mPs th P infer,•n,.;p o f t hf' c1;r11municarivf' goal a nd r 111pha..; i1.rs the 
d<'<luction o r what I shall ca ll dum r:in goals: it rebtrs a rN}U C's t lo he 
told how to un<lo :i Con I ro l-Z to an urw\prcssed rl'QU f'S t for a rnf'th od 
t,y which tu r.o mplde a partia l mai l m r.ssagt>. 

The inrncncc or Jorn:iin goals h:t.., b(.'<'n stud ird within th (' cont.f· .xt or 
o ne agent obsen in g an,,lhPr'.!- actiuns [.'"), fi , 1:J j or r(' :vlini :1ho11t thf'm 
1'2J. Tl1is dirrn~ rrc,m llw t:untt.•xt :-1. :-.SUlll "d in currrnt 'IA.ork. in whirh 

th,! f'Xpnt mu :-- L infrr thr :l.d\' ir 1· -:,; t:1•k1·r's gcul from thr di~r. our~c rathl'r 
than fr om obse rv ing his actir,ns. The differf'nce in ·,,s:)11 mpli1in s is 
critical to the i111plemr11tation n( this work in systPrns lhat ~HP t·xpnt 
on so me dom:i in ex tnn:\I to ttlf' computrr: sur. h sy~tr ms r.a n only 
rC'ceiv e tlwir inrurnutiott fro111 di :--t: us:,, io r1 .~· ith the :i<lvic,·-s,·ckn. 

RPs('a rch into dum:lin gual J,·ductio n h:\S('d on disco urs,· [l. 3. 7J h:1.S 
gf'nrrally 111 :ul(' th e apprnpri:-ttP-flllN)' a!'iosumpt inn, that. th ,~ advic:P­

srrkn's quN.Y rt·q111• :,; ls inru rmati on that lw :.u:t uall)' 1:l'rds. \\'ht•n th e 
appro priate-query as:-- urnp t ion is made-. <lorn:1i11 go:\ls are deduc ed in 
ordf'r t.o providr additio nal information or to r<"spond lo quc·ry 
rr :lg m(·nts. The one• currl'nl sys t r. m thal appears not to be ml.king the, 
appropr i:llP-<JUNY :i~s urnption is !.hr. Co nsul system jSj. HcJW<'Vf'f , it 
does maJ ,· th e st rong :1 -;:-:. u111rfiPn that !h t aclvire-s('1·ker has a r omplN t:> 
rn udt.•I ur 0 11 e domain (po~lal mail) which is dis lin ct (rom the ~ystf' rn 1s 
do111ain of ,,.,pertise (electro nic mail) and which is specifiab le a pr iori. 

Wti:,t Co nsul prov ides is a mechanism fo r mapping between the two 
domain s. In fact it dors implicit ly ass ume th e appropriateness of the 
advi cP-see ker 's qu ery, but with res pect to the form er domain. 

To sumrnari1.e, th e reseorch desc ribed in this pape.r differs from earlier 
work in that it st ud ies the inferen ce of domain goals, based only on 
discoursr. with a n advice-seeker, withoul making the appropriat e-query 
assumpLion. 

The Goal-Inference Process 

As a lready mr·nl.ioned , existing ex pert ,,nd plc.nning-systems make the 
appropriate-q1Jery ass umption : they ado pt the advice-seeker's expressed 
goal. and a ll l' mpt to de. du ce either a fact that he S3JS he wants to 
know or a pl:ln that ach ieves a state of affairs he says he wants to 
obt ain . Howrvf> r, as shown in thf' introd uction, a cooperative exper t 
cannot ass rirn e l ha t th t.~ mosl appropr iate res ponse to a query a<ldresi,e~ 
th e PXprrssf'd go:11. O (L t" n the bC':i t rcs pon.'H~ will address somr domain 
goa l un,.•.xpressed in th e query . This sec tion maps out th e str ps ne eded 
to determin e what that goa l may be. 

The a nalys is of goal inrrrrnce desc ribed hrre wa< motivated by the 

study of dialo~\ll'S between human experts and adv icr-src krrs _(,I For 

(a)Tha.nk s ue due to M. Tyson a nd J. Hobb s; 8 . Lewis and E. Go ld berg; and 
E. Ecdi , D. Kit-in , an d P . Na tali for t:'O ltec tin g th e tran scrip ts . 



the initial study, lh e dialogues ca me fr om several sources, but in a ll 
casts the domain of 1·xpertise w:.i.s a computer system surh 3.!'i .'. IM or 
the trxt edit.or EMACS. Co mputer sys tems prov idrcl an att.ractive 
dom ain for the pre limin ary analy sis beca use of se vera l s im pli fi cat io ns 
they perm it to the gennal prob lem of providiug an appropr iate answer: 

•There is only one agent operating, apart fr om the sys t.c m. 
Intrract ions among multiple age nts' goa ls need not be 
considrred. 

•The dfert.s of act ions can be ass um ed to be ce rtain . \\'hl'n 
an MM usu, ror "., :1rnple, types ·SEND• , one can ass t11m• 
that this results in his current mrssage being sent . No such 
ass umptions can be made about t.he <'ffect, say , of inv es ting 
money. 

•There is a limitf"d hut nontrivial n1Jmbcr of polent.ial adions 
the user can perform. The number is small enou gh t.o mak e 
an ax iomatization fe a.s ihle. Howeve r, this sma ll se t of 
actions ca n Ot> combined and structur ed in interes tin g ways. 

Allowing Differrnl Quny T ypes 

Eve n a cur,ory t•x:rn,in ation of uaturally occ urring dialogu es rev eals 
the first way in whirh the appropri ate.query a.ssumption is over ly 
res trictiv e. AdviCl'·s«·ke rs do not a lways directly spec ify th e s tate of 
a ffa irs they want. The cooperative expert must use what info rmation 
i ,, provided in the query to infe r the adv icc•scr ker's goal. 

Study of the transcripts mentio ned above 
pe rce ntage of qunies are of three types. 
paraphra.sed as '!low ca n I have condition P 

has shown that a large 
The fir st type can be 
hold?' (where P may he 

somf.' co ndition or a Boolean r.omhin ation or co nditions); the s~coad as 
'!low can I do act ion u?• (where a may he so me ac t ion or a Uuolran 
combination of act ion s ); and the third a.s 'How can I perform so me 

action a bnt have modify ing co ndition P ho ld ?• _lb) O f course , th r r<• a re 

queries that do not fall into one of thrse types; id cnl ifying and 
analyzillg oth er query types is part of t he ongo ing research. 

In the goal• infrr<'nce framework I am constructin g, each queri· typr is 
associated with a /argtt predicate. The targe t predicat es for th e query 
types men tiolled above are wallt Sta tc(:\ ,p). wantAction(A .o ). and 
wantModifiedAction(A.o. p). respectively, where A ind exes th e ad \'icr· 
seeker and p and " encode the ror mula( s) and/or act ion(, ) he says h,· 
wants. I am at-~ u111in g the ex istence of a !)rmantic ::rnalyzer to provide 
logic a l fnrrn • that. co uld then he t.ra nslat.ed ill a prin cipl ed way into such 
a se t of predicates. The target predicates se rve ,s in put to the goal· 
inference syst em. 

To see how polrntial gnals are inferred fro m targe t predicat es, let us 
con~ide r how a hum an ex pert deals with que ries of each type . Tc, beg in 
consider the ~er. ond qu ery type, in which the advict··~er krr d,'sc rilwM in 
his query a n act. io n that he want..s to perform . This is th e ty p,: of the 
query in th e Co nlrol·Z example. When prrsrnted with the tl<·scr iption 
of an act ion, the human ex pert infr rs that a pol.enlial goal of the 
advice.see ker is th e <' rfr r l or the desnibed action. So , for example , 
when as ked 'How do I ,<•n d a message to .Joe'', th e ,•x pcrt will provide 
a plan that achiens th e result of the action 'send :i mrsssge to Joe'. 
This may set·m somewhat paradoxic:il. If what the ex pert is go in g to 
provide is a plan that wi ll achieve th e advirc•seeker's goal, then why 
does the advice.,erker spec ify to the ex pert a plan whose effect will be 
that goal1 That is, if the advice.seeker a lr<:ady kn ows the act ion he 
wants to perform, why does he bo ther tbe expert at a ll ? The answer to 
this is that the advice•see ke r does not know how to pe rform th e action 
he i• descr ibing: wha t he conveys to the expert is an action description, 
not an act ua l, exrrutable plan . 

Sometimes the act ion desc ribed in th e qu ery may be extremely close 

(b)Another class o( que,t ion1 is quite co mmon. They occ ur when .some thi.n~ hu 
•gone wronc• and th '! advicr-:u• t>hr uks eit.h er • How diJ I end up wit.h cond it_,o.n P . 
holding (when I wanted condition Q)!• or • 1 pnf'ormeJ ac~ion o ,. wha\ con ~1~10 11s 

hold now!• Analysis o( this class h.s been ddc rred becau se 1t rcquirt•s an 1Jd 1t1onal 

laytr or reasoning. 
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to an t>\<·c ut able SNjucnre of a.ctions , pa rlicu brly in a computn-~y~tem 
do main . This res ults ill rxc hanges lik e the rollowing : 

A: 

E: 

•f low do I dPlrtc a mrssagc?• 

• Would you believe DELETE followed by the 
mr~s: \ge numbrr? • 

13crnuse the act ion desc ription 'delete a message' happens to he nearly 
id e ntical lo the MM co mmand DELETE. it is ea.sy to conruse the two . 
llow eve r, in anot her mail :,y s t em, dell'ling a message might require that 
ynu fir st r<•ad 1h, me6Sagc a nd then type 'DSSTl10Y.' so that th e 
ex rl, a nge hrtween rx pert and advicl'·Seeke r in s tead looks like this: 

A: 

E: 

•J fow do I <l elf'te a me~sage?• 

'Type HE AD n, where n is the number of the 
111 r ssage yo u . want to d elete, and th en type 

DESTROY .' 

Althou,11h th e query conta in s th e same ac tion desc ription as the previo us 
example, the an swer co nsists of a differrnt exec utable plan . 

The follnwing threr examples, t ak,•n from th r transc ripts , prov id e 
rurth,·r rviden l'r that ,•xperts often t ake the dfcc t or a desc ribed art ion , 
rath er than th e ac tion it,rl f, to he what the advice·serker wants. 

A: 

E: 

'I'm g<'llin g so me inconsis ten cy hrre . I want"'I to 
add so me addresses to my LETTER fil e a nd '"''d 
AP PE ND to do it. But nothing 's happenillg. How 
o:a n I ge t APPEND to work?' 

'W,·11 . LETT EH is unsupported so rt ware so if it is n't 
work111g thnt• isn't mu c h you can do . \Vhat Y"IJ c:rn 
do is S<· t II p a separate. new file and then j ust use 
SOS to co py that rile lo th • end or the o ther u oe .' 

'sotr that here lh e ex pert is on ah lc to give !he adv ice.seeker a way to 
fix th e .\f'J'E ".:D co mm and . How ever, shr knows what the result of 
fixing APPl·;ND would be, and she pro,· id es a plan that ac hi r.YCs that 

res ult . 

The next exampl<· is similar : 

A: 

E: 

"I'm trying to use the Diahlo printer, but th e re's no 
ribbnn in it . Coi1 ld yu u put one in for me?• 

' No. You have to h:lV e your own ribhon . You ca n 
huy one :\t. t he computPr ~tore.• 

Here the ex pert's answ,•r is in t he same spirit as the prev ious example : 
althou gh the requ,•sted arlion cannot it ,r lf be performed, th e results 
that that act io n would h:ive ir it. w..re ["·rformable can be indrpt• nd cntly 
pl ann ed for. The rx pert cann ot he rself put a ribbo n into th e printer, 
but she can. and does tell the adv ice·see ker an a lternativ e way to 
acl1i1•ve what would be the result of her in se rting a ribbon . 

Here is a third exa mple, rrnm a n EMACS user: 

A: 

E: 

'How can I repeat a command! Control· K1' 

'Mos t likely what you should do is define a region, 
and then jus t kill that region.' 

The advice•seeker here desc ribes an action he would like to perform : 
his query would be represented in the fr amework as 
wantAct io n(A ,repeat( Co ntrol·I< )). Wh a t the expert does is de te rmine 
the e ffect of the action he want s. Control·K dt•letes a lin e, so repeated 
Control.l('s will de lete se vrral lines. The rxpert then tells him a plan 
to ach ieve that effect . Note that the given plan d oes not involve 
repeating Control.l('s at all . The rxp.:rt ha.s produ ced a plan to achie\'C 
the dfec t of the act ion a (rep<·a t(Co ntrol· K)) ind epe ndrnt of o itse lf. 



Linking Hules 

The expert's sb iliLy to infer a pot ential goal fr om t h,• query is 
capt ured in t. he goal-infr r(' nr.e framf•wo rk by 3. Sl't or link ing ru le,;. 
Linking ru les lin k t.ugel her target preJical.es and potential goa ls. The 
li nking rule that app li1:s to the tMget predicate wantAct ion(A .rr ) 
fo llows : 

Linking Hu ie l . Ir an advice-seeler A desc ribes an ad.ion er that h,• 
wa nts (i .e. l he t:irg<·t predicat e is wcrntAclion(.\ .a )) 
:111cl I he rPstilt o( pnform in& u in the currf'nt ~t ~ t <' of 
arrairs wou ld he t he , talc or arra irs p, th en p is " 
potei'il i:11 goal or A. 

Such a lin king ru le wi ll not by iLselr surrice. In order to apply it . the 
systf•m n('(•<ls to know the rl:'s ult of pnforming the art. ion c, in lhe 
currf' nt state . \Yhat is required is a dict ion a ry act ions tl <'s ,· ribr d by I. hr 

:1.J\·ice-i;;rckrr.-;. Pr«.•sumably l) OlnP. :wt. ion dr~c ription~. such J., undo , 
repea t .. and add-to-a-list, a re ~e nnal and dorn:iin-iudcpcndent, ille 
oth ers, such a.." ~. c:uhon-copr , r1·spo nrl -to-a-n11' ,;o;:\gr , and forward 
are, domain-l, µccific. 

The perform:1nce or ;\n~' adion r,.~ults in two types o r prupositio,:s 
holding: (I) Lh ose l hat ha ve bee n m:1<le Lru e by the per forma:1< :e ur th e 
acli0n; 1'2 ) fram<' propositions t.hat WNc true h<' forP th e action was 

perfo rn a·d. (F1· ,11n e µr oµosition.j are proµu~itions wh o~e tr11 th-v:1 l11 e i~ 
not aftrctf'd h)· the pnformanrc or th <' :11·tion.) 1·11 m os t an:1ly srs of 
pl:rn 11i11 ~ and :1r t i(ln~. all frame 1Jropo~it io 11 ~ h:we rqua l st at. u/i, a nd so 

cilii er all fr:1rnr propo!-i iti i.: :i s wou ld be pa rt of th<-> rtsulling stat.e nr 
:1ffairs li1 i wh ich ra~f' t.h<' .'-t.atf' or afr.\irs wou ld hr a eo rn p lel l' po~~ ihlr 
wor ld), or ebt> none w,)U l<l . Howt>v ,•r , w h<' n somronr. want:-- to perform 

an action, h (! will br. more co ucnn Ni w ith ~<HTI £' (r:-un r propo:-- it ions than 

wiLh oth ers. 

Cons i<l (·r, fo r m~tance, an MM user who has finished his rnesc,age ~rnd 

now wants to m ovr from rreate mode to S<' lld m,,de. Not 11rily docs h~ 

want lhr m ode to ch:rn ge, but it is r ~:sf' nti a. l to him th:lt his mf•ssage 
remain unr h:\Ojl,f:d: after :.d i, th e rea.sun hr. is shifting into se nd mod e is 
Lo srnd thr message he's just n eat.rd . On the other hand . it prohah ly 
does no t mattrr to him whl"llin his 1.1•rm in 3{ dispb.y rcm~ins simi lar ly 
un arrrclcd. A plan that cnahles him lo ge t to se nd mod e but changes 
his currr nt mrssagP wi ll hl1 un .satisfa ,: tor_v t o him , whc rl' :\S on e that gets 

him to se nd modP Jiu ( dears (.i1e di spl ay wi ll Stl((ice. 

When lhe expert appli"s Linking llulr 1 to determin e t he advice­
seeker 's potential goal, that goal should include th ose propert ies t hat 
are esse nti a l to have hold true. A major aim of th e ongoing research is 
th e deve lopment. or a rrprcsr nta lion th at distin guishes between essenti al 
and in essential errec ts or actions . A preliminary attempt at modeling 
this distin c tion is gi,·en in /10/. 

The other query types studied also have assoc iat.ed li nking ru les. The 
following dia log ue fr ag ment exe mplifies a qu ery that is represented by 
the target predicate wantState(A ,p). 

A: 

E: 

' l!ow do I g,·t out of read mode and into se nd 
mo<le ?• 

' If yo u've finished reading all Lhe rn ess,ges yo u said 
t.o read , a carriage return will ge t yo u out. Ir yo u 
want to s top ear ly, just type QUIT. • 

In this case the assor. ialed linking rule is ex tremely s imple: 

Link in g Ru le 2: Ir an advice-seeker A desc ribes some slate or arr:iirs p 
that he wants (wantState(A,p )) , th en p is a potenti al 
goal or his. 

This rule eq uates the expressed goal with a potential goa l. As we sha ll 
see, iL is on ly potential, and may not be the domain goal thal an 
appropriate response addresses. 

An exa mple or a query represe nted by wantModifiedAc tion(A. r., ,q ) is 
th e fo llowing: 
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A: 

E: 

'How can I usr the ~10 VE command to put a mail 
m,•ssage in anoLher rile but not have it dell'led fr om 
th e :\IM rile'' 

'L'se COPY in stead of ~fOVE .• 

T IH· action a her<_• is •rn ovf' a nH•ssage rn•; the mocliri cation 'l is 'have 

m remain in the :'\1~1 ril e.• T he rela tions hip between th e dkct or the 
d<'sr.r ihr d 3fl ion :ind t lll' rcquP~lPd modifir:1tio 11 will a (fott th e a nswer 

givf' n. fn thr 'norm :d • C\Se, f'Xr mpl iri<'d hy th e di:1 log ue above., a.clion 
a dnf's not :v hi f·\. f' q. hut it doe~ :u.: hif' Vf' a t Ira.s t sonw proposil ious th at 

are co mpatible with <t. LeL us ca ll th ose compalible propositions p' . So 
ror t his example p' is 'have the te .,t or message rn in a fil e in A's 
directory .• A poten ti al goal of th e adviu -seekcr is p' /\ q. 

Thus a fo rmulation or the Jinkin s rule for th is query ty pe is 

Linking Hu ie 3: Ir A s:i_v s he wants an action a and a modification q 
t.o th :lt act.ion, and a dof"s not achieve q hut it do1!S 
J.l'h il',·e :lt lea.'i t some propos it ions p ' compatiblf" w ith 

q, the n p' A q is a potent ial go:d or A. 

It Lurns out Lhat this rule will not properly handle situations in which 
th e :uh·irr~.set> ker i.s mi . ..r:1.J..1·11 :llh iut the relationship hetwren thf' ri•stdt 

or thf" act ion rt :llld th e m od ifica t ion q. It no t work , for ins t:1nr.e, j( 0 

itselr achieves q. A morr ge neral sLateme nt of it is giv en in th e 
follow ing tab l,·. along wiLh a summary or sorne or th e other linking rules 
formul:tt.ed to d a te: 

wantArtion(A ,a ) Lil I. Jr A "Y" he wants ac tioa a and the result or 
performing c.r in thf" current slatt n ( affa irs is p, then 

pis a pot ential goal or A. 

want SI atr(A.p) Ll (~. Jr A says he wants a slate or affairs p, Lh ea pis 
a potential goal or A. 

wan t.Modified i\c t ion( A ,o ,q) 

LH 3. Jr A says he wa nt s an action " and a 
modifica tion q to that act ion, then (i) ir a does not 
:w hif've q hut it doC's :-tr hi<'v t.• so m e proposition s p' 

co111p :1 tih le with q, th en p' /\ q is a potential goal or 
A; (i i) ir a itsi· Jr ,cl,ievcs q. Lh,•n A should br to ld 
this; (ii i) if tl ach ieves only propositions i;1compati:,1e 
wilh q, then A should be told this. 

wa ntActio n( A ,OH( a .fi )) 

Li t-I.Ir A says hr wants rr or :; and the result or 
prrforrni ng r'i' in th e currt.•nt s l :i lr of :i fr:iirs is p :l nd 
t hf' rf':- •IIL o ( pnforming rJ in I hr currf'n t st atf' or 
affairs is q, then lhe intt•rsec lion or p an d q is a 
potl·n ti :d goa l o( A. 

wa nLSt ate (A.A NO (p ,q)) 
LH~. (see a bove ) 

Jnfnring .-\ltnnativf' (;oa ls 

C onsider ag:1in th e ::ulv ic{'•Serke r in th e introci uction who wanlrd to 

kn ow how to und o a C'ont rol-Z . T his query would be represe nted in th e 
fr amework as wanl:\ctio n(und o(Cuntro l-Z )) . Let us co nsider whal a 
sys tem h:csrd upon th e rr:unrwork would do with this input . Fi rst , it 
wo uld attempl to apply Linking Rule I, which is associated with t he 
targ,' t pn•dicale Wanl:\ction. To do so. it wou ld hav e to look up th e 
ddinition of undo, which would be encoded rough ly as fo llows: 

Ir ac tion a ach ieves st ate p when performed in state 
q, t hen undo(,, ), when performed in sta le q, ac hieves 
sta te p. 

To in st:L11liate this ddini t ion. the expert wo uld next have to look up th e 
d,•rinit ion or Lh e act ion descr ibed by Control-Z , and wou ld find th at 
performing Control·Z in c:rr:it<- mode with a certain m essage m res ults 
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in se nd ,node with that same mrss,,ge. Hence the action or undoing a 
C:ont.ro l-Z from send mode wit.h message m shou ld result in create mode 
with message m. Liuking llule I then imp lies that this state or arfairs­
~ ing in create mod e with message m-- is a potential goal or the adv ice­
seeker. 

Unrortuuate ly, ir the sys tem at this point attempted to derive a plan 

to achievt this goal, it would (ai l, and would have to respond with 
something akiu to 'You can't get th ere fro m here.' There is s imply no 
way in ~fM to return rrom se nd mode to create mode without 
destroying the rurrent message. The human who actually respond ed to 
this query, however, was ab le to prov ide a much more appropria te 
answer. She to ld the advice-seeker 'Type EDIT to enter lht• editor . 
Then you can rinis :, building yo ur mess age and, wh ,• n you're done , type 
Contru l- X Contro l- Z to rt'lurn to sP nd rn odf' .• To arriv<' :~ t this an~wn, 
the human exprrt had to deduce that the reaso n the advice-seek"' 
wanted to be in c reate mode was lo rinish buildin g his message pcior lo 
send in g it. Ile liclievcd that liPing in create mo<le was prer<·quis il e to 
being in se nd mode with a complet ed nw.,sage. 

An e.xpert orkn n,•rcls to make ju , t this sort or dedu ction . It is not 
always sufricicnl for hr r to deter min e- th e advit.:t'-5tckcr's potential goal 

directly from his quny : orten she wil l have to drtrrmine why those 
goa ls are potential goat,. and wh,t otlwr goals th,,y arr int end ed lo 
support. The introduction or a set or r11ie.s called nlt , r,rnl iv , -go«l rn/r., 
wi ll rnab lr thi .... l_\'pl' or rf'~i;.o nin g in t.h(' goal- inrn,•11f'f" fr:imf'work . 

Altrrna li vr goa l ru les aJJ to the '<·t of polrntial ~oals: they a re :tll o r 
the form 'ir pis a potrntial goal. th en qi, also a puteuti:d goal.' 

All en and Perrault Iii present a set o r rules that inte rconnect an 
a<lvi1·P-S<'tker'.s pu:-.s. ihle want s. F'or rx:1n1ple, th ey propose a rule st :Hiug 

that, if an advi1·1~-s,.rkcr wants so me proposit.ion p and if 11 is a 

prtcondition or some aninn a, thrn the advicc-sC'r krr may wa 11t. to 
perform o (Prec,; ndiliu11-Action Huie ). Anoth er rule s tat,•s th a t , ir ,n 
adv ice-see ker wa nts to perform some art ion {3, then he may want the 
errect or ;3 (Actio n-E rr,·ct Ru le ). The all,·rn:ilive-goa l rule nerdrd in t he 
Co utrul-Z example is a combination of these two rules. It asserts that 
if p is a potential goal or the advice-see ker and p is a precondition ror 
so me act. ion (l, t.ht'n ~nothrr potential goa l or the advice-sf'eker is the 

result or"· I will call this Alternati, e-Go,l 11ule I. 

Fo r th e Conlrnl-Z example, th,· ex pert knows that one th in g thr user 
c,n do in create mod e is add lo his current rnrss:t6e. Applying 
Alternative-Goa l Huie I J .. orls to the introductio n or a new potc,ntial 
goal : being in c:r f"atr. mod e wit.h ~om e nwssage that consists or the 

current message wit.h additional text appended to it . Let us call this 
new potential goal g'. Altern :,tiv e-Goal Huie I can then apply 
itl'ratively to its u, .. ·n output: one st.at~ :1diieva hle rrom g' i~ bf'iog in 

se nd mode with the new (appended) 11 \l'SSage . Th is is the s tate or 
a rfairs that the human expert chosr to treat as th e advice-see ker's 
dom a in goal: she provided as a response a plan to ac hieve it . 

The reader has a right to be concerned at this point about the 
combinatori a l exp losion that may ensue as a res ult or app lying 
Alt ernative- Goal Hu ie I. As it now s tands , this rule can introduc e into 
the set or potenti al goals all th e dfocts or an.Y action that has as a 
precondit.io n any propos ition already inrerred to be a potential goal. 
Human experts are not nearly so prorligate in hypothesizing potential 
goals or their advice-serkers . Ins tead they make extensive use of their 
knowledge or the domain and or the goals people are li ke ly tu hold in it. 

Similarly, the use or rules such as Alternative-Goal Rule I by an 
automated ex pert will hav e to be governed by a control s trategy that is 
txpectation·driven. \Ve now turn our attention to Sll"h a strategy. 

Se lecting the Most Appropriate Goal 

As was jus t mentioned, human experts use th eir rxt,•nsive knowledge 
o r the domain-- their expertise-to guide them in inferring what it is 
that an advice-seeker may he try ing to ac hieve. They kn ow what sorts 
or things people are apt to want to do. 
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In the goal- inr,·rence rramewurk, this expertise is re prese nted by a set 
or plau .sible goa ls associated with each s t a te or arrairs. Each ,et is 
partially o rdered according t.o the lik e lihood or a particu lar goa l: ror 
example , while bring in se nd nwd e with a complete message , and being 
out or M'.\f e ntire ly ar e both plaus ible goals for so meone in create mode, 
the former is a more li kt·ly goa l and co nseque ntly wou ld be ranked 

higher . 

The idea o r having ex pec tation s g uide goa l inre rence is not a new one. 
Alle n and P,·rrau lt [l[ disc uss it extens ive ly, although they have on ly 

global plans ser> in g as expectat ions. Fur them, what counts as an 
expected plan is indepe nd ent or the questioner's c urrent sl.a t e. 
Furthermore , they do no t consider an ordering or possible expected 

p!a11s . 

The rollowing algorithm uses the plaus ible-goal se ts to contro l goal 

inrNf'llCf' : 

o J. Let (.; he the se t or pot ential goals , and g a dis ting uished 
member of G. Sl'l g equa l to I he potential goal inrerred via 
the linking rul<'s fro m the query, and make it the only 
m,·mhe r or G so rar. Assume PLALIS is th e ordered set or 
plaus ible go:ds :,s<oc iatl'<l wit.h the current state. If g is a 
member or PLAl!S 

•~.The n t l1<· sys te m ;1tl cmpls to rind a plan to ac hiev e g. If 
it ~ucce<' <l S, 

o3.Then that plan is give n as an answer. 

• ·I.Ebe (ir it ca nn uL rind a pbn to ac hieve g) the 
a!Lr rn at ivc-goa l rulrs 3rc :lpplil'd backwards to rar.h 
me mb,·r or l'L ,\l ·s in ord,·r or plaus ihilty tu a tt empt 
t,) (ind on e tli:it i:; an allt•rnativ e tu one of th e existing 
potential goals in G. Ir onr is found. 

•&. Thl'n the new ly infrrrcd st::itr is made a 
m e11dH' r ur G. it l,ecu rn,~~ g, and th~ :ilg,)rithrn 

loops lo Hep I~). 

•ti. Ebe (ir l'L.~l '.S h:,s been ex hau sted) the 
~ystrm report ~ faili1r1·. 

•7. E lse (ir g is uot a rn crnber nr f'LAl 'S) a dialogue mu st 
ensue with the adv irt'.'·~.N~~er to :\I tr mpt to dc tnminf' wh :~t 

he is tryin~ to :1.d1i evc. 

Lf't u-; consider how tilt> con1ro l algorithm would be :q>. !i ,•d i11 th e 
Co nt rol-Z examp le . First g wou ld be se t equa l to the polrnti:d goal 
dnivt•d ,.· i:, Li11Ln~ Huie:· J; K ,·an bP d,":-w rih~d as •crr atf' 1111 ,d t wilh lht.> 
m<•ss3ge t'(IU:\ I to m . v. hC're m is the c urrr. ul mr~sa~e. • To 't:ut. g is 

made the only rnrmtwr or thf' !'.le t C or poteutia l :;oals. PLAl :S i~ thr 
ordered sr t of phusiblt.• goalfi a .. ~sociated with the curr<· nt st;.i l e, •sf'nd 

modP. with mt.'!-s agc m.• PLAU S is rxamineJ :\nd g is found to br :1 

member of it. lslrp (I)). so the sys tem at.tempts to :tc hien ~ (s te p (~)). 
Ir fai ls, a nd so s te p I~) i., exe,·uted , nd Pl.AUS exa inin,' d. The hil',hr.st 
ra n,ing me ml,er "f f'LAUS that ran be der ived via an a ll.e rn :<t.ivc-goa l 
r ult rrom a mr111hf'r or G turn s out to be •n,~ate mode with th,. c 11rrt•11t 

mrss:l~r and additiu n:d l1· .'(t appt·uded lo it .• This goal becomt•s the 
new dist.ing11ish,•d memhr r o r C.: , and the aJg,,rilhm loops t.o s t,·p (~). 
Again the sy~t.rm altPr11pls to rind a pl:111 tb :1t :u:i1iev,.,; (the new ) g, and 
again it rails, so s tep (·I) is once again exec uted. This time th, goal 
found via t he ,d1,•r11 at.iH-goal rules is 's<' nd mode with I.hr <: urrent 
me~s a.~ f' :wd a•.hlitiu11 :d t<':xt. appended to it. • This becomes tin• 11 rw 
g. No w s l.ep I~) is aga in ,.,e.-uted. and this time the system is succe.ss rul 
in rinding a pbn that achiev,,s g. That plan is given as the a ns ll'et, 
acco rding to ste p (.1). 

No tic e that evrn ir th e sys te m rinds that the originally inrnred 
pul e nlial goal is hoth plau, il,lr a nd ach ievable, its bd,avior may s till go 
bPyond that o r exis tin .~ systems in address ing an un express,·d goal. 
This fact. is a result of the reason in g rncod,•d in the link in g ru l,•s , and it 
is important lo oh~nv t" because a large number or th e co ll ,~c.:tf'd 



exomples s how the expert behaving in jus t this manner . Recall, for 

ins tance , the EMACS examp le given earlier, in which the advice-seeker 
asked how to repea t the Contro l-K command and the expert responded 

by telling him how to delete a region . No a lte rnative-goal rules need to 

apply in this example. The potential goal Inferred via Linking Rule I is 

louud t.o be plausihle (ste p (I)); the system rinds a plan to ac hieve it 
(s tep(2 )); a nd that plan is provided as an answer (s te p (.1 )) . The linking 

rule led to the inference o f a goal state that was not explicitly expressed 

in the example , and this goal was p lan ned for ind ependently or the 
action that was mentioned by the adv ice-seeker. Even when no 

alternative-goal rules need be applied, an unexpressed goal may be 
addressed. 

The control a lgo rithm ce rtain ly needs some en hanceme nt . One th in g, 

lor instance, th,t mn s t be added is a chec k that th e newly infe rred 
potential goal st,te in step (5) is not the current s t a t e. For th e 

C ontrol-Z example, this wo11ld preclude planning to achieve be in g in 

send mode with the current message un changed. Such enhancements to 
the co ntrol a lgorith m a re part o f the research now in progress. 

Ovrrv irw of the Goal- lnfer<•nrc Framewo rk 

The goal-inferen ce fram e work has now bee n desc ribed . It is 

diagrammed below. In th e fram ewo rk, the advice-seeker firs t presents 
his qu e ry and any r<·lrvant facts to t hr expert. This query is mapped 

int o a target predica te by a set uf tran slation procedures external tu th e 
fram ework. The systrm then nerds to infer the advice-seeker's domain 
goal b(·fo re it ca n prov id e an ::.nsw{"r . It d11(•s this in two s t.:1.grs. First , 

it rehtes the query to a po tential goal. This is don e us ing two types or 

rules: linkin g rules a nd action-desc riptio n clrfinit.ions. Linkin g rules are 
ge neral rules that re la t.e the type of a qu e ry to the type of a potential 

goal. (,) Action-drsrription definiti,rns a re s pec ific rules that capt ure 

people's commonly h,·Id beliefs a bout actions. 

Once th e sys tf' m h:l.s lin krrl L/11· qu e ry to =i. pote ntial goal, it m ay th<'n 

ha ve to det e rmin e ho w it might be r<·lated to o the r pote nti a l goals or 
the advic e-seek er . A ltrrna tiv e-goal rules are used for this purpose. Th e 

application of a lt ernati,·e-goal rulrs is co nstrained by an ex prctat.io n­

dri,·en co ntrol s trategy that m akes use o f ordered se ts o f pl a us ible goals 
associa ted with th e domain s tates. 

f.Dglish q:iery 
including 

relevant fa.ct, 

tra.111lation 
proc1dur1 

I ) target predicate I 
1--------------l -----> I ca given hct•l I 
I l 1 ______ 1 

_______ I 

al teraativ1-goal 
r ul11 

(and control strategy) 

linking rulu 

" action-de acription 
de!ini tiono 

____ v ____ _ 
I 

l···-·-> 1 
I I 

potenti al goal 
llt 

---1, _______ _ 

I 
I 
I 

oolution. I <----------------------------1 
. _______ I deduction ngine 

(r)Tlu.• •type 0 ( a query• should nol be tak en lo refe r t.o a synl3clic form, but 
rath e r to th e answt rs to suc h qu es t.ions ~: ci oe-:1 it express an action or a sta te!; a 

con j un"t io n o r <li sj un ct.ionr; elf' , 
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Co nC' lus ion 

This pape r has descr ibed o ngo ing research to in corporate gual­

infrrence ca pabilities in ex pert sys tems . S tudy of tr a nscripts of human 
t>X pt> rts and ad v ire-s<'e kc rs has s how n that providing expert :1.dvice is 

not a one-.s l.age process in which th e expe rt simply attempts to find a 
solutio n to the adv ice-see ker' s s tated problem . Rather she mu st firs t 
deduce w hat th e act ua l problem might be, and o nly then look for a 
so lution . The co mponents o f a goal- inference framework have been 

descr ibed, a long with a strategy fo r co ntrolling the infere nces. A 
formalilation of th e goal- inferenc e process has been attempted jlOI 
us in g a modal va ri ant of t he dyn:11nic log ic described by [l ~[. hut it 
proved too c umb!'rsome . At prese nt , several different formal syste ms 

for rep rrse nlation arr heing exp lored. 
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Abstract: On-line assistan ce programs should have 
the ability to fulfill complex requests for information. We 
have built an assistance program for the Fran z Lisp 
programming language in which users can enter multiple 
keyword queries in an unstructured form. The keywords are 
mapped into the semantic network databa se, and spreading 
activation is u sed lo determine the object to be retrieved. 

A many-lo -many mapping between keywords and topic s 
permits familiar words lo refer lo potentially unfamiliar 
and diverse topics; for example in Fran z Lisp, the keyword 
'add' is associated with C ONS, APPEN D and PLUS. A 
weighting scheme assign s a value for relatedn es s between 
keywords and objects, making ADD most closely related lo 
PWS. Activation is directed by assigning weight s to the 
topics and lo the classes of links between object s. 

Introduction 
On-line ass istance programs a.re frequ ently in cluded in 

interactive systems to make them easier to use. Ass istanc e is 
generally initiated by an ex plicit requ es t from th e user, who 
enters a command like help or man [8]. On e of the most 
common and frust ra ting problems with most conventional 
help systems is a variation on th e old dictionary-lookup 
problem: 

How can I look a word up in the dictionary to 
discover its spelling if I don 't know how lo spell 
ii ? 

Users of computer systems are often faced wi th a need to 
learn about some aspect of th e system but do not know what 
information to ask for or exactly how to ask for it. 

There are several possible app roaches to this problem. 
One approach is to index information in th e Help database 
by fun ction t erms th at the user will have a good cha.nee of 
knowing [8]. Another is to endow the help sys tem with a 
model of its users which can be used to predict what 
information th e user will need [4J. Still another approach is 
to develop a help system which th e user can easily ex plore in 
a top-down manner to find th e informat ion he needs [l]. The 
information retriev al field [7] has a wide se t of sta tegies for 
identifying possibly relevant items from a large dat a. base. 

In this research, we have follow ed th e general approac h 
of providing the user with a network of chunks of help text 
conn ect ed by a variety of sy ntac tic and semantic links. The 
user can explore th e network to seek th e answer to a 
particular question or more generally browse through the 
network to discover new facts. O ne of the primary problems 

• Address is now ITT Advanced T echnology Center, 
Shelton, CT 06-184 
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with such a network based help sys tem is providing the user 
with a mechanism to find an appropriate place in th e 
network from which t.o begin his exploration. Asking the 
user to employ a top-down search strategy from a roo t help 
node places a large burd en on him when the network is large. 
W e have provid ed a keyword access system which the user 
can use to id entify relevant starting places in th e network. 

In some keyword access sys tems, th e user desc ribes the 
des ired information by spec ifying a se t of uniqu e terms for 
commands or obj ec ts in th e system. Ac cessing information 
using uniqu e keywords, however, pres upposes that the user 
knows th e keywords and th eir corresponding topics in the 
system. T o requ es t information about the fun ction th at add s 
an a tom to th e front of a list in Lisp, the user would need to 
know that it is called con s . 

Altern atively, usin g many keywords to refer to obj ects in 
th e sys tem causes confusion about what th e use r wants to 
know. For example, one can add numbers to numbers ( e. g. 
Plus) or add atoms to lists (e.g., Cons). If the user as ks for 
help about add, how does th e help program determine wh at 
type of addine; is of interest? We propose a tec hniqu e for 
determining w , ponses in help programs given a network 
database of help information and at lea.st two keyword s as 
input from the user. 

Desc ription of HOW? 
Our help facility , HOW ?, prov ides tex tu al information as 

desc riptions, examples, and errors about a subset of th e 
lan guage and programming environment of Franz Lisp. Th e 
information is organi zed in a network, wh ere th e nodes are 
tex tu al descriptions and the named links (subtopic, related 
topic, superlopic, example-of, errors- from, details-about) are 
the rela tions between th e concepts that the descriptions 
represent. Th e sys tem is entered from Lisp via the fun ction 
HELP along with any number of keywords. Further 
inform ation is accessed by choosing from a menu of 
assoc ia ted topics, executing designated help commands, or 
entering a list of one or more keywords in an unstru ctured 
form . 

Translation of User R equ est to P rogram Response 
l.1~in g a ~Iring of w 0rr1 ~ .to desc ribe a topic seems to be 

the most natural method fo r a huma n. Given at leas t two 
words th at refer to concep ts in th e database and th e network 
configuration, a nod e can be selected fo r presentation by 
usin g spreadin g activation [2]. 

Spreadin g activ ation t heory models human memory 
retri eval as ac tivation energy spreadin g fro m input nodes 
a~ross lin ks in a semant ic network to an in te rsec tion [2]. 
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Applied in the help network database, this theory provides 
the basis for retrieving information from the database in 
response to complex, multiple word queries. 

Abstract ly, our version of this technique involves spread­
to-limit from a starting point of a list of keywords, which 
refer to nodes. In spread-to- limi t, the activation is divided 
among the initial nodes, multiplied by an attenuator or 
spread-decay value and spread t.o adjacent nodes (and spread 
to their adjacent nodes and so on ) until the activation is 
below the spread-lim-it, a threshold value that defin es 
negligible activation levels. 

Description of the Algorithm 
The algorithm relies on the weighting of the keyword 

types and the meaning of the links for distributing the 
act iv ation. Keywords can be of three types, based on how 
closely they describe their topic. Sy nonomous or unique keys 
are given a weight of three, keys that describe a topic very 
well a weight of two, and secondary or loosely descriptiv e 
keys a weight of one. Each type of link (supertopic, subtop ic, 
related-topic, details-of, errors-of, examples-of) also has a 
weight associated with it. These weights are determined by a 
combination of the designer's intui tion of t heir relative 
importance and empirical testing. 

The parallel search is simu lated by maintaining a queue 
of active nod es (nod es with activation to spread further) and 
maintaining two activation levels per node. The two levels 
are temp-level aiid activation-level. Temp-leve l is the level of 
activation that the topic has received since the bst time it 
spread activation to other nodes. Activation-level is the total 
amount of act ivation that has been accumu lated by it during 
the current retrieval. 

The process is started by extracting the keywords from 
the user request and sett ing the initial activation levels of the 
appropriate topics. The starting network act ivat ion of 1.0 
units is divided evenly among the input keywords (words 

fro111 ,ue request that correspond to nodes in the network ). 
The initial keyword activation level is then distributed 
among the topics, referred to by the keyword, by summin g 
their weights (three, two, or one) and distributing the 
keyword's initia l weight between the topics by percentage of 
total weight. A symbolic form of the equation used appears 
in figure l. The topics are added to the active queue, and 
normal cycling is begun. 

Given: KEYS= K1, K2, K3 ... KM 
which map to nodes N 1, N2, N3 ... N5 
with values V of {3, 2 or l} 

activation/node = Yr * Wi 

EV 

where Vi = value associated with each node 

Wi = activation/key = ! 
M 

Figure 1: Formula for Initial Activation Levels 
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In a normal cycle, the next node on the queue is read. Its 
temp-level is multiplied by an attenuation factor. The 
attenuation factor is much lik e the resistance of the links to 
having energy spread through them; a weak link , such as 
errors-from, has a high resistance and so a llows less energy 
to pass. The atten uation factor reduces the influence of the 
initia l activation over time/distanc e. If the temp-level times 
t he attenuator is less than the spread-limit , then no 
act ivation will be spread. 

The attenuated activation is divided among the 
assoc iated nodes accord in g to their percentage of the total 
weight . Th e weights of the links are summed, and the 
activ ation to be spread to each is the i'lput activat ion 
multiplied by the weight of the link and divided by the sum 
of the weights. This amount is add ed to both the act ivation­
level and the temp-level for the assoc iated nodes, which are 
pushed onto the queue. Finally, the node just processed is 
remov ed from the queue. This formula is in figure 2. 

where 
A = attenuation factor 
W = weight or each link 

Ein = temp-level 

Eout for each Li = ~ * Ein * A 
EW 

where (Ein * A) > spread-limit 

for the node 

Figure 2: Formula for Spreading Activation During Cycling 

Cyc ling continues until there no nodes are left on the queue. 
The spread-activation fun ction returns the list of tnpics, that 
have been act ivated, sorted according to their activation­
levels . The highest ranking candidate on the list is the topic 
to be retrieved, with other topics offered to the user as 
a lternatives. A more comp lex a lternative selection scheme 
would involve choosing alternatives relative to the highest. 
For example, if the first topic's act ivation is considerably 
higher than any other's, then on ly this topic would be 
offered. The alternates are printed on the screen for the 
user's reference and can be accessed by use of a built-in 
command . 

Results and Conclusions 
The technique bas been tested with a series of multip le 

keyword requests. Because the system discards irrelevant 
keywords, pseudo-natural langu age input is possible, but not 
necessary. Figure 3 demonstrates a few test cases input to the 
spreading activation functions. The requests were chosen 
from the portion or the database that is the most complete. 

One benefit of this technique is that a request which 
seems appropriate to a number or related topics will usually 
suggest a suitable general node from which the user can 
exp lore. This stems from the organ ization of the network 
a long supertopic and subtopic links. 



How do I add an atom to a list? 
highest ranking candidate: APPEND 
alternatives: APPEND1 CONS Ust-data-type CAR/ CDR 

How do I add an atom to the front of a list? 
highest ranlt1ng candidate: CONS 
alternatives: APPEND1 CAR/CDR APPEND Ust-data-type 

How do I add an atom to the back of a list? 
highest ranlt1ng candidate: APPENDi 
alternatives: CONS CAR/ CDR APPEND Ust-data-type 

How do I add two lists together? 
highest ranking candidate: APPEND 
alternatives: APPEND1 CONS Ust-data-type CAR/CDR 

Figure 3: Spreading Activation Test Cases 

The use of spreading act ivation with the weighted 
keyword scheme shows promise as a method for processing 
comp lex queries to a help program without developing a 
natural language interface. Because the database structure 
and keyword set impact t he result of spreading activation 
searches, the database must currently be hand coded . 
Current research is invest igat ing ways of automating the 
database construction process to confront this issue. 
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Abstract 

This paper describes a mechanism for dealing with the 
representation of events and their effects occurring in and 
over time. The mechanism, which I refer to as a time map 
manager (TMM), maintains a set of temporal constraints 
on a partially ordered kernel of events and their projected 
effects. · Constraints on the persistence of facts 
corresponding to the effects of events are maintained so as 
to avoid contradiction as the partial order is modified. 
The TMM is a self contained unit which subsumes and 
extends the functions of procedural nets [7]. 

1 Introduction 
Most interesting planning problems involve dynamic 

issues: 

• the w.orld changes (and one would hope that 
our view of it is modified accordingly) 

• plans evolve and goals shirt to meet our 
varying desires and aspirations 

• execution deadlines approach (and sometimes 
are ignored for one reason or another) 

• assumptions made at one point during 
planning are invalidated by new knowledge or 
by constraints imposed by other plans 

Each of these problems require an ability to reason about 
time. A pragmatic foundation for reasoning about time 
should be able to capture the notion that actions can 
modify the persistence of facts which are true in the 
world. It should be able to use information about the 
duration and sequence of events so as to infer possible 
effects. Finally it should provide a representational 
structure to support planning and reasoning about the 
causal structure of the surrounding environment. 

A good deal of energy has been spent on developing 
logics of time and representations for actions and events 
which attempt to capture our intuitions about cause and 
effect [5] [6] [l] [2]. The objective of this work is to build a 
naive but pragmatic theory of causality in order to model 
the world changing about us and our interaction with it. 
Using such a model a robot should be capable of 
developing plans to achieve its goals, executing these plans 
and recovering from the inevitable problems that arise. 
To illustrate I'll describe a simple problem from the task 
domain which has motivated much of my current research . 
The domain involves a mobile robot, which you can think 
of as an automated forklift truck, and an environment 
resembling an industrial machine shop or warehouse. 

-28-

Suppose that the fork lift has two general tasks: 

• stack all similar unused items (presumably to 
conserve floor space) and 

• clear all unused items obstructing major 
thoroughfares in the work space. 

There are obvious constraints that one could suggest 
concerning the order in which plans to achieve these tasks 
are executed. In particular if, say, a hall was cluttered 
with vacant desks and the forklift was capable of lifting 
just one desk at a time then certainly it should clear the 
desks from the hall before stacking other desks upon 
them. It would also be reasonable to expect it to integrate 
stacking with clearing where possible. 

A planner has to be able to determine what facts are 
true at a given point in time ( e.g. is a desk clear or a 
thoroughfare free of obstructions). Whether a fact is true 
or not at a particular point in time may depend upon the 
order in which certain tasks are performed and upon other 
events believed to precede the point in question. This 
paper presents a possible solution to the problem of 
efficiently maintaining such knowledge. 

2 Time Maps 
Events occur in time. The sort of events we will be 

investigating, events involving actions, can also be said to 
occur over time. It is convenient to associate with a 
particular occurrence of an event a temporal interval 
demarcating its beginning and ending, in which the event 
is said to occur. In the following we will refer to such an 
event occurence as an event token. An event type on the 
other hand refers to a description of an event without 
reference to a particular time or occurrence fitting that 
description ( e.g. "an attempt made on the president's life" 
describes an event type while "John Wilkes Booth shot 
Abraham Lincoln on April 14, 1865" refers to a specific 
event token). Event tokens can be compared temporally 
by means of the relative positions of their beginning and 
ending points in a single dimensional space, that of time. 
From the information that two event tokens meet, 
overlap, or that one occurs during the other it is often 
possible to infer a causal relationship between them or, in 
the case that a causal relationship is already known, 
deduce possible events to follow. 

In addition to events causing other events, events can be 
thought of as causing certain facts to "become true" . 
Each fact caused by a given event is associated with an 
uninterupted temporal interval designating ( 1) the point in 
time at which the event ostensibly made the fact true (it 
might have already been true) and (2) the first point in 
time following ( 1) at which the fact is known to be false. 
The event is said to enable the fact to persist over a 
particular temporal interval which we refer to as a fact 
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token. The beginning and ending of a fact token is often 
of interest. The fact token spanning this moment and 
asserting my continued sanity is hopefully not going to 
end soon. Other events can shorten the duration of a fact 
token. I might open a window causing a draft because I 
am warm and someone else might immediately close that 
window complaining of the cold. 

One can hypothesize about a given event occurring at 
any point in time but the temporal placement of an event 
affects both the persistence of the facts caused by that 
event and the persistence of facts caused by other events. 
Suppose that we are considering the event 1DKEN1 as 
occurring at a particular point in time. Facts caused by 
TOKEN1 affect the persistence of facts caused by events 
which precede 1DKEN1 and the facts caused by events 
which follow TOKEN1 affect the persistence of facts 
caused by 1DKEN1. 

A planner must be able to reason about how an event 
will unfold at a particular point in time. In forming a 
hypothesis about how an event will occur it is necessary to 
make certain assumptions concerning the temporal context 
in which the event is to be placed (i.e. the facts which can 
be said to be true in adjacent temporal intervals). An 
event projection refers to a set of inferences made 
assuming that an event will occur in a particular interval. 
A projection of an event token E includes: 

1. a set of fact tokens {Fl' F2 ... Fn} 
representing the effects of E 

2. a set of event tokens {E1, E2 ... E } 
suggested by causal inference rules to oc~r 
given the immediate temporal context of E 

3. constraints upon the time of occurrence of the 
tokens in the sets mentioned in (I) and (2) 
relative to E 

4. projections of the event tokens in {E1, E2 ... 

Em} 
I may form a projection (or hypothesis about how the 
future is to unfold) based upon certain fact tokens and my 
current estimates concerning their duration or persistence. 
Later I may feel obliged to retract my hypothesis upon 
learning that one of the fact tokens on which I was 
depending has been truncated by another event. After 
opening the window I might expect the room will soon be 
cool and the air freshened. When the window is shut after 
so brief a time I must either reconcile myself with the stale 
air (and my unaccommodating roommate) or do something 
to restore the flow of fresh air. 

A time map manager (TMM) keeps track of the known 
relative positions of points corresponding to the beginning 
and ending of fact tokens and event tokens. The TMM 
maintains a consistent database of fact tokens by limiting 
the duration of fact token intervals. By consistent we 
simply mean that no fact token asserting P overlaps a fact 
token asserting ,.__,p, The TMM allows other programs, 
under a wide variety conditions, to keep track of the 
validity of assumptions made on the basis of facts believed 
to persist over time. For example the assertion that a 
particular event has occurred can be withdrawn along with 
its current projection by simply withdrawing support for 
the assertion. Any other assertions which depended upon 
this event or any of its derived effects occurring will be 
called into question as a side effect. In practice this might 
mean that an "assumption failure" message would be 
generated annotating the source of the failure and the 
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parties involved. The planner could then take steps to 
reestablish the the failed assumptions or replan the 
threatened steps. 

It is also quite easy to displace an event in time while 
maintaining the temporal relationships between the event 
and the tokens in its associated projection. This means 
that a cascade of causally connected tokens can easily be 
hypothesized to occur at different points in time. Shifting 
an event from the point in time in which its current 
projection was formulated to some other point in time 
may threaten the validity of that projection. For example 
I may have predicted that the circus clown on the trapeze 
would be hurt by a fall until I discover that the clown's 
act will follow the high wire act prior to which a safety 
net will be set up under the trapeze. The TMM was 
designed to assist a planner in keeping track of the 
validity of predictions based upon temporally dependent 
facts. 

3 Time maps in the abstract 
The general ideas behind time maps and time map 

maintenance are quite simple. They rely upon the notion 
of temporal dependence. A time map designates a partial 
order on points. Intervals are described as ordered pairs of 
points with the stipulation that the first point in a pair 
precedes the second one. Each pair is associated with a 
token and certain tokens are distinguished by their 
designating a (temporally dependent) fact. The 
maintenance algorithm simply sees to it that if there exists 
a pair {beginl endl} referring to a fact P, then for all pairs 
(begin2 end2} referring to ,.__,p it is not the case that either 
begin2 < beginl < end2 or beginl < begin2 < endl . 
When such an overlap is detected the token occurring 
earlier is shortened so that it ends before the later token 
begins. 

If facts were added to the time map and never erased or 
moved about then enforcing this invariant would be 
simple. The problem is that we are anticipating the needs 
of a planning algorithm which will use the time map, and 
those needs dictate the nexibility to quickly add, shirt, 
remove and restore arbitrarily large event projections. In 
order to achieve flexibility the maintenance system must 
keep track for each fact token asserting P, those fact 
tokens asserting ,.__,p that are "likely" to change position 
in the temporal partial order. 

Determining a reasonable context of events for planning 
or other forms of problem solving is often a significant 
part of the problem. Suppose that I'm trying to 
reconstruct yesterday's events during which my office was 
entered and my coffee cup with the broken handle and 
chipped lip stolen. I might be justifiably interested in the 
event in which I went to the cafeteria, carelessly leaving 
the office door unlocked behind me. But its not likely 
that the events corresponding to my waking yesterday 
.morning or riding the shuttle last night will be of any use 
in discovering just who might have perpetrated the crime. 

A practical TMM might designate temporal windows or 
a set of categories for determining the sort of events that 
might be considered valuable during planning. 
Unfortunately flXed-duration windows are likely to prove 
too restrictive and it is difficult to specify reasonable 
categories that capture what we mean by relative 
importance. The duration of an event is certainly not a 
reliable indicator: the bomb detonations at Hiroshima and 
Nagasaki together spanned at most a few milliseconds 



though their repercussions are likely t.o extend well into 
the next millenia (if we 're so lucky). On the other hand 
the duration of an event's effects is no indication either, 
otherwise every person's death would would be considered 
as an event on a cosmic scale. Rather than introduce 
events on the basis of some inherent property of the 
events themselves it seems more reasonable to leave it up 
to the planner to estab lish criteria. for inclusion. 

The solution that I have adopted is to keep track of a. 
map kernel, the set of events that the TMM is currently 
operating on. It is assumed that any events which the 
planning program deems relevant will be introduced into 
this kernel. As long as an event remains active in the 
kernel its projected effects will be taken into account by 
the consistency maintenance algorithm. 

At this point it is obvious that knowledge about events 
occurring in time can become available in at lea.st two 
Corms in the data base. There are the privileged few 
events currently residing within the kernel: privileged in 
the sense that these events, in isolation at least, present to 
the planner a consistent world model. Then there are all 
those events that we are not currently concerned with and 
among which we might find inconsistent temporal 
assertions. This introduces two addit ional problems which 
we will briefly discuss. 

The first problem has to do with the status of events 
lying outside the kernel. How are facts caused by events 
no longer in the kernel retrieved efficiently from memory? 
The answer is, that they may not be efficiently retrieved. 
They will have to be searched for and how efficient that 
search is will depend upon whatever indices are currently 
available (perhaps through those events currently residing 
in the kernel). It is up to the planner to index events 
relative to other events in such a way that given one event 
El it is reasonably simple to find events whose effects may 
influence our consideration of El. 

The second problem introduced by a privileged kernel 
has to do with removing items from the kernel which are 
no longer relevant to the planner's immediately active 
tasks. The routine which performs the removal of a token 
from the kernel has to perform some rather complex 
juggling in order to maintain all active assumptions in the 
network . An event token must be disentangled from its 
projection in such a way as to maintain dependency 
relationships and yet reduce the size of the kernel. A set 
of token extraction routines which manage this operation 
are described in [3]). 

4 Dependency Directed Programming 
In order that much of the following discusion be 

intelligible the reader should be at least passingly familiar 
with the concept of data dependency [4]. A data 
dependency network can be thought of as a graph 
structure whose nodes correspond to beliefs and whose 
links define support or justificatory relationships. The 
nodes themselves which we refer to as ddnodes (for data 
dependency nodes) might be associated with just about 
anything but for our present purposes suppose that each 
ddnode is associated with a predicate calculus formula (an 
assertion or implication). In the following we will often 
refer to the ddnode and its associated formula 
interchangeably. A ddnode is said to be IN (in our case 
the associated formula is believed to be true) if there exists 
a well founded or non-circular justification whose 
associated ddnodes are themselves IN, or OUT, depending 
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upon the type of support relationships i~volved (a 
justification can depend upon some ddnodes bemg OUT as 
well as IN). Otherwise a ddnode is said ~o b_e <?UT .. A 
formula cau be made IN by simply assertmg 1t, m which 
case its justification is the fact that it is a prei:niss. In 
other cases a formula will be IN or OUT dependmg upon 
the current status of other formulas in the network. 

One important fact about data dependency mechanisms 
(at least those modeled after Doyle's tru~h . maintenance 
system) is that they support non-monotonic mfere~ce. In 
data dependency terms, this means that changm_g the 
status of an existing ddnode can cause a change m the 
status of other ddnodes. In particular asserting a new 
premiss can cause something that was former ly IN to 
become OUT. For example suppose that my belief that 
stockpiling nuclear weapons is an eff~tive deterrent to 
their use is contine:ent upon mv behef that no sane 
country would risk nuclear retaliation. If I later learn that 
one or more of the major powers believes that a first strike 
offensive would enable the aggressor to survive a nuclear 
exchange virtually unscathed then I might wish to reassess 
more than a few of my beliefs . 

6 A description of the actual TMM 
algorithms 
A great deal of the power of TMM stems from the use of 

dependency hierarchies. Some of the dependencies used in 
the TMM are shown in figure 1 ( + and - labeled links 
indicate that the lower assertion depends upon the upper 
assertion being respectively IN or OUT. Multiple links 
indicate that an assertion is dependent upon the 
conjunction of specified support links) . 

(plausible fact -token) 
I+ I+ 

(active fact-token} a I I re I ated 

I I (explicit -before ptl pt2} 
I+ I+ I+ 
I a 11 re I ated (derived-before ptl pt2} 
I 
I (t begin!! end2 -P} 
I I+ I+ 
I I I {derived-before begin!! beginl} 
I I I I (derived-before end2 beginl} 
I I I I+ I-
I (in consistent-order end2 beginl} 
I I- I 
I I I (derived-before beginl begin!!} 
I I I I (derived-before endl begin!!} 
I I I I+ I-
I I (inconsistent -order endl begin!!) 
I I 1-

(t beginl endl P} 

Figure 1: TMM data dependencies 

The assertion predicates used in the diagram require a 
bit of explanation. A fact token referring to P is 
associated with a tassertion in the data base or the Corm 
(t begin end P} where begin and end correspond to the 
beginning and ending of the token interval. A token is 
plausible if it is believed to have occurred or to be going 
to occur. A token is acli ve if it is in the kernel of the 
TMM. A tassertion is a kernel data structure: its status 
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is dependent upon its associated fact token being active. 

All temporal relationships specified in the kernel are 
represented by the derived-before predicate. The efficient 
operation of the TMM consistency algorithm relies upon 
the explicit presence in the data base or the transitive 
closure or derived-before on the set or all begin and end 
points or tokens in the kernel. When the planner 
introduces a constraint upon two tokens in the kernel ( e.g. 
that one token begins before the other) appropriate 
explicit-before relations are added to the data base 
dependent upon the two tokens being plausible and 
whatever other reasons the planner has for adding this 
constraint. At the same time the transitive closure on the 
kernel points is updated so that all resulting derived-before 
assertions are dependent upon the explicit-before assertion 
which gave rise to them and the associated tokens being 
active in the kernel. The explicit-before assertions remain 
in the data base as long as the related tokens are plausible 
but the derived-before assertions are part or the kernel and 
hence they exist only as long as the related tokens are 
active. The system garbage collects ddnodes 
corresponding to kernel relations (relations such as 
derived-before used exclusively by the kernel maintenance 
routines) between tokens (or their begin and end points) 
no longer active in the kernel. 

The routine which generates the transitive closure sets 
up data dependency links on new derived-before assertions 
so that when additions and deletions are made to the data 
base only the correct subset of derived-before assertions 
will remain . All constraints imposed on the time map 
partial order are done so in such a way that if at any time 
in the future support for one or these constraints is 
withdrawn the data base will "appear" as if the constraint 
had never been made. 

Now we can describe the tassertion consistency 
algorithm. A tassertion is added to the data base 
dependent upon its associated fact token being plausible. 
As long as the fact token remains active in the kernel its 
duration is contingent upon other tokens in the kernel. At 
the time a tassertion (t beginl endl P) is added a check is 
made or all currently active tassertions of the form (t 
begin2 end2 -P). For each such latter tassertion, it 
(derived-before beginl begin2) is IN then it must also be 
the case that (derived-before endl begin2} is IN and 
similar!? if (derived-lie/ore begin2 beginl} is IN 
(derived-before end2 beginl} must also be IN. 

The tassertion initialization process makes the 
appropriate changes, if necessary, by constraining the 
kernel points. It then creates a set of inconsistent-order 
assertions which are initially OUT but whose justifications 
are set 11p so as to capture the derived-before mandates 
just stated. Remember that the TMM is really only 
interested in the persistence or fact tokens: that is to say 
the position of their endpoints in the time map partial 
order. The inconsistent-order assertions refer to 
constraints which must be imposed it certain conditions 
become true. 

In order to detect and correct inconsistencies, a forward 
chaining rule is set up in the data base to call a function 
to restore consistency whenever an assertion or the Corm 
(in consistent-order '?pointl '?point2} changes its status 
from OUT to IN. Thus whenever a consistency mandate 
is violated its associated inconsistent-order assertion will 
become IN and consistency can be restored as during 
initialization. With this algorithm a tassertion need only 
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be "aware" or /assertions added h'.!Core it, as tassertiona 
added afterward will take care or any interactions which 
they cause. 

6 Example 
Suppose that the robot is clearing some old desks 

stacked in ha/114 and it is currently considering two tasks 
(un stack desk18 deskstackl} and (transport desk17 
storerooms) where the first is constrained to precede the 
second . Suppose further that there is a /assertion (t 
beginl endl (clear-path ha/114)) which is currently 
believed (its assoc iated ddnode is IN) and there is 
presently no constraint on endl. The planner expands 
(transport des kl 7 storeroom SJ resulting in a subtask 
(traverse -path ha/114 desk17} beginning at begin2 and 
ending end2. This expansion includes the addition or the 
assertion (passume (traverse-path ha/114 desk17}} justified 
by (derived-before beginl begin2} being IN and 
(derived-before endl end2} being OUT. That is to say one 
of the preconditions or using the traverse-path plan is that 
the chosen path be clear throughout the period or 
traversal (see figure 2 for the setup thus far) . 

Now suppose that the planner (blindly) expands 
(unstack desklS deskstackl) resulting in the subtask 
(place-at desklS ha/114). One projected consequence or 
(place-at desklS ha/114} is the tassertion (t begins endS 
(not (clear ha/114))) where begins corresponds to the end 
or the token associated with (unstack desk18 deskstackl}. 
The /assertion consistency machinery then adds 
(explicit -before endl beginS} thus truncating the 
persistence or (t beginl endl (clear-path ha/114)) and 
(among other things) making (derived-before endl end2} 
IN in the process of updating the transitive closure. The 
fact that this threatens the (traverse-path ha/114 desk17} 
task is noticed by a demon rule primed to watch for 
assert ions or the Corm {passume ?task-description) 
changing from IN to OUT. The demon body, having its 
condit ion satisfied, prompts the planner telling it that a 
task expansion is in danger or failing and in order to 
resolve the conflict it can either retract the current plan 
Cor {transport desk17 storerooms) or modify the plan that 
resu lted in ft begins ends (not (clear ha/114))) namely 
(place-at desklS hall 14). 

beginl (clear-path ha/114) endl 
1------------------------------------ 1 
(unstack desklS deskstackl} 
1----------- 1 

(transport desk17 storerooms) 
1-------------1 

{traverse-path hall 14 desk17} 
1--------1 

begin2 end2 

Figure 2: Simple task network 

7 Related Work 
The approach described above subsumes and extends 

the functionality or Sacerdoti 's i,rocedural nets and the 
attendant mechanism for detecting interactions (using a 
table or multiple effects (TOME)). The machinery for 
detecting interactions is more riexible than either NOAH 
or its descendent NONLIN [8] in that tokens or token 
complexes can be moved about in the kernel without 



missing potential interactions due to the changed ordering. 

Allen's work [2j comes closest to the issues addressed in 
this paper. Allen describes an interval based temporal 
logic and a computational mechanism for handling relative 
(non-metric) interval relations. The system computes the 
transitive closure or a set or interval relations and stores 
the resulting n2 interval-interval relation assertions in an 
array for easy access. Reference intervals serve a purpose 
similar to the kernel in controlling the computation 
involved in adding and removing relations. Allen also 
employs reference intervals to organize the temporal data 
base hierarchically . He mentions but does not discuss in 
any detail the possiblity or handling the persistence or 
facts using data dependencies. Comparison between the 
point based approach taken in this pa.per and Allen's 
interval based approach should prove interesting as both 
systems are developed to deal with significant problems. 

8 Application and Conclusions 
The TMM algorithms are being used in a hierarchical 

planning program for solving problems in the forklift 
domain. The planner uses dependency relations based on 
the status or den·ved-before assertions to detect and 
resolve conflicts between plans. Interleaved planning and 
execution is made possible using routines for removing no 
longer relevant tokens (and their respective projections) 
from the time map kernel. Current work is focussed on 
integrating metric constraints and coordinating the time 
map representation with a coherent and appropriately 
indexed representation of episodic memory. 
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Optical Phenomena 
in Computer Vision 
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Rochester, New York 14627 

Computer vision programs are based on some kind of model of 
the optical world, in addition to wha tever significance they may 
have in terms of human vision, algorithms, architectures, etc. 
There is a school of research th at addresses this aspect of 
computer vision direc tly, by developing mathematical models of the 
optics and geometry of image lormation 1nd applying these models 
in image understanding algorithms. In th is paper, we examine the 
optical phenQmena that have been analyzed in computer vision and 
sugges t se veral topics for future resea rch. 

The th ree top ics that have received the most attention are 
shading (and glossiness), color, and shadows. Shape-from ­
shading resea rch. while producing many in teresting algorithms and 
resea rc h results, has primarily been based on very simplified 
models ol glossiness. Since realistic gloss models exist within th e 
op tics community, we can expect improved computer vision 
algorithm s in the future . Co lor work in the past has similarly 
concentra ted on developing sophisticate d algorithms for exploiting 
very simple colo r. models. but a more rea listic analysis tec hnique 
has recen tly b.een proposed. Shadows have been used by a 
number of people for simple analysis such as loca ting buildings in 
aerial photographs. and a more complex theory already exists that 
relates surface orientations to shapes of shadows in the image. 

A number of problems plague th is kind of resea rch , however, 
including th e curren t inability to model real complexities of 
illumination and reflection, and the nagging feeling that humans 
don't seem to re ly upon very quan titative analysis of opt ica l 
properties of ma terials and illumination. These questions are also 

addressed. 

1. Introduction 

Any effort in computer vision can be evaluated on several 

grounds, such as: 

• Computationa l .. What are the algorithms, data 
structures and architectures involved? 

• Perceptual .. How well does this work explain or 
correspond to human visual performance? 
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• Semantic .. What kinds of knowledge are being used, 
and how do various knowledge sources interact? 

• Analyt ic .. What are the underlying geometric and 
optical models of the world and the imag ing process? 

Various research efforts have add ressed one or more of these sets 
of issues; for example, the "connectionist" workers study 
architectures for modeling human vision (computational and 
percep tual issues [20]) . Because the computational aspect of 
computer vision most close ly foll ows the lines of trad itional 
computer science. it perh aps receives the most attention . But, any 
or all of the above factors may be cruc ial in evaluating research 
ideas and pract ica l oerformance: thus, the best analytic model may 
be useless if embeaded in a poorly designed algorithm , and at the 
same time, a sophisticated algorithm based on naive imag ing 
models may never ac hieve its potential. 

In this paper, we examine the analytic aspect of computer vision . 
This is comprised of a se t o f geometri c and optical models of 
illumination , refl ect ion , and imag ing that provide constraint in 
performing low-level vision tasks. 

There is a definite pattern of evolution in analytic computer vision. 
Each optical or geometric phenomenon is (or was) historica lly 
considered to be first a " source of noise ", interfering with perfect 
and simple images. Eventually, the regular behavior of the 
phenomenon is studied in analyt ic computer vision research, and 
good models are developed. When the models are good enough, 
th e research issue then becomes how to find this phenomeno n 
reliably in real images. and the research becomes computational 
rath er th an analyti c in nature. Several phenomena, primnrily 
geometric ones, are based on simple enough mathematics th at they 
have already undergone the change to computa tional problems. 
They in clude stereo matching [2], perspecti ve and tex ture grad ients 
[3, 46. 49, 50 1, blocks-world line labeling [56 1. motion [59. 94 1, and 
op tica l flow [1 8, 37, 73 ]. 

In this paper. we are instead concentrat ing on those phenomena 
for which good op ti ca l models are still under development. Some 
of these have received considerable atten tion, such as shading, 
co lor, and shadows. which wi ll be the focus of our attention . 
Several other topics have received limited attention but need more. 
A few topics have received little or no attention in computer vision 
to date, and are still considered "noise" even by researchers in 
analytic computer vision. 

The focus of this paper is on models that might be use ful for 
"general vision ", i. e. vision in the domains in whic l1 humans 
typica lly operate. Thus. there will be no substantial discussion of 
structured lighting techniques or range finders, for example. 

2 . Shad ing and Gloss 
Early work in image seg mentation was generally based on the 

assumption th at pixe ls representing a single surface shou ld have 
approx imately the same intensity, and that pi xe ls on different 
surfaces should have di fferent intensi ti es. Th e first op tical 
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model ing in computer vi sion arlclressed this issue by recog nizing 
lhat highlights und shading arn normal phenomena rather lhan 

aberrations in the image. 

2.1 Shape From Shading 
For fixed directions of illumination and view and a specific surface 

materi al, the amount of light ref lec ted frofl1 th e surface depends on 
the orientation of til e surface. We can denote surface 01 ientat ion 
using 11,e gradient space .. µ represents 111e degree ot feft -r i~Jht 
slant in the surface, and q represents the up or down sla11l (figure 1) 
[55, 80]. Horn's rdlec lance map 11(µ,ri) cun t:1 en be u!\ed to 

represen t pixel values as a function of surface grad ient (f1uure 2)_ 

[32). 
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Figure 1 : Gradient Space Represents Surfucu Orientation 

O 0 .1 

Figure 2: The Re flectance Map Relates Pixel Value to Gradient 

The reflectance map provides an explicit relationship between 
reflec ted intr;nsity and imaging geometry. A reflec tance map can 
also be expressed in terms of the photometric ang les (figure 3) (32]: 

• angle nl incidence, i -- the ang le between the 
illumination direction I and the surface normal N 

• angle of emillanca, e ·· the angle between N and the 
viewing direction V 

• phase angle. g ·· the angle between / and V 
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In gloss mod eli ng (see below), it is use fu l also to define the 
direc tion of perfec t specular reflection J (the dirGcli on of mirror -like 
reflec tion, which is / refl ec ted through N), and the o /1- specular 
angle s between V ancl J. A refl ec tan ce map assumes constant g; 

the angles i and o arc then functions of p and q. 

,1/ 
-0-/,, 

N 9 

J 

Figure 3: Photometri c Ang les 

Figure 4 5hows the reflectance map of a perfec t diffuse refl ec tor 
("Lambcrti c1n suitace"), in which R ; cos 1. Such a surface is 
perfec tly matte in appe;irance .. it cxl1 il) its no glossiness 
(highlights) al all. Mos: work in shad ing analysis has been direc ted 
towards analyzing Lambertian surfaces (or maria of the Moon, 
whi ch also have a simple rc llec tance funct ion [321) . 

'I, 

o.'i 

0.5 

0,\ 
0.2. 

0 
Figure 4: Refl ec tance Map of a Perfect Dirtuse Ref lector 

When given t11 0 intensity of an image at a point, a con tour of 
possible surface orientations in the grad ient space is produced, 
according to t11e image irracl iilnce equatio n l(x ,y) = fl (p .q) . Th is 
cloes not uive a unique surface orientation at a point, tiut rather a 
one -dimensional set of possible orientations. One method for 
obtaining additional constra int is to use der ivat ives of I ancl ll, but 
the results indica te that some assumptions about surface shape 
must also be made to obtai n unique so lut ions 
[10. 12, 31, 68, 69, 89, 104 ). Another approach has been to use 
relaxa ti on with a smoothness construin t on the surface, and 
possibly some bou ndary conclitions where the surface normal is 
determined by tangenc y or shadow edges [4 , 1 t, 3 1, 41, 101]. 
Add itional constraint can also be provided by taking severa l i111a,ies 



of the same objec ts with several light sources nt different pos itions 
using the "photometric stereo" technique [ 16. 42, 84, 102]. In 
yt1neral, photometri c analysis seems to comr,lement such 
approaches as stereo [33], and photome tric arguments hnve been 
used to justify surface interpolation between the edges used for 
stereo disparity measurement [24]. 

Many of lhese effor ts include a constant term in the intensity 
relations. intended to model "ambient" lig l1t diffuse ly reflec ted from 
the environment. In addition, an y such work based on reflec tance 
maps relies on the assumptions built into the re flectance map: 
orthographic ima(Je projecti on and infinitely clistant light source, 
producing a constant phase ang le g. 

2.2 Modeling or Glossiness 
In most of the work described above, surfaces were assumed to 

be Lambertian. Real surfaces are not Lambert ian . but rather 
display some amount of glossiness (i .e. highlights). Since very little 
work has done in the meusurement of re llec tance mars fro111 real 
surfaces [30, 35, 103 1, g loss iness is usually taken into account 
through the use of some reflec tion modr,t that predicts ref lec tion R 
as a fun ction of the pho tometric angles i, e, and g (and sometimes 
s). 

When light is refl ectec! from a surface, rn flection of two types 
occu rs (figure 5). Some cf the light is bounced off of the interface 
between the air and the surface mnterial, producing glossiness 
(" specular" reflec tion) : other li,1ht penetrntes into the mnteri al, 
where it is sca ttered and may re-emerge ("d iffuse" refl ec tion). 
While diffuse reflec ti on is usually assumed to be l.ambertian [961, 
specular re flection may be sca ttered abo ut the perfec t specular 
d irec ti on J because of the op tica l roughness of the surface. 
Various reflection models dif fer in how they model the distribution 
of the specular reflection. 

ma..: ru scopic perfec t 

sp~1,;ular dircL: lion si>ecu lar re fl ection 
inc 1dcn1 lighl 

~ ""'"'""'" 
/ 

c liaracteri zed by t , llie total amount of li9ht specularly re flected, 
..Jnd o, the sh;,i rpness oi the speui lar peak about lhe perfect 
specular direction J . Pliong's 111 odel has been u5ed for modelin'] 
higl1liul1ts of paint (32 ] and metal [ 103], and for finding high lights 
using intensity gradients [22, 93]. 

While Phong' s 111orlel captures some of the aspects of speculnr 
re flection, it fail s on several counts. It predicts that specu lar 
reflec tion is symmelric about J and th at t11e th e spread of the 
spucular re fl ec tion for a given materinl is independent of the ,1ngle 
of incidence i. In fac t, specu lar refl ec ti on usu..Jlly does not huve 
these properties [ 11. Phong·s model has been wide ly used because 
it is m lative ly simplQ, altl1ough it is not motivated by tile underlying 
physics of reflec ti on (71 ]. More sophisti ca ted 111 odels have been 
devclopAd within the op ti cs community and adapted for computer 
oraphics use. inc luding Torrance and Sparrow's model nf surface 
facets (921 Bed"nann 's more genera l inodel (51. nclaptr.d for 
computer ,1raphics by IJlinn (8] ancl by Cook a11<.l Torrance (1 71, 
respec ti vely. These models, uniike Pl10ng's, arc based on a 
consideration o f µhysica l reality. 
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Figure 6 : Gloss Models of Phong and Beckmann 

• • • • 
Figure 5: Refl ec ti on of Li ght from a Surface 

The La111bertian refl ec tion model R = cos i simply ignores 
spec ular reflection altogether. While objects can be coated with 
special paints that resemble Lamberti an refl ec tors, such teci1niques 
canno t be consiclerAd suitab le for general-purpose vision. Along 
sliQh lly more ger, era l lines, specular re fl ec tion can be modeled as 
occurring only 111 the perfec t specular direc ti on J itse lf [ 16, 42 ]. 
Such a cond ition is true on iy for opt ica lly smooth surfaces such as 
polished op tical gl;,iss. whereas more typica l surfaces are optica lly 
rough and ex hibit scu ttered specular reflec tion. 

The most popular model of hiohliqhts used in computer vision has 
been Phong's model intended for computer graphics [7 I) : 

n+1 
R = 1--cos"s + (1 - t)cosi 

2 

In this model, th e firs t term represents the specular reflec ti on and 
th e second term represents diffuse retl ec lion. The material is 
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Beckmann's model is based on a sta ti sti ca l desc ript ion of the 
probabi lity distribu ti on of surface hei(lhts and slopes. When 
coinb ined with diffrac tion -theoreti c eq uations for scattering of 
electromagnetic waves, a refl ec tion dis tribution fun ct ion resu lts. 
The eq ualion used by Cook and Torrance is: 

I I k esµ { - tari2 n I m2} 
R = , . + (1 - I) cos i 

71 m · cos n cos , cos e 

with ( 2 cos n cos e 2 cos n cos i ) 
k = min 1, ,------

cos g/2 cos g/2 

I = Fresnel's reflection coe ffi cient (approx 0.04) 
n = nngte from N lo bisec tor of / and V 

("second off -specular angle " (34 1) 
t = parameter: amount of spec ular refl ec ti on (as above) 
m = parameter: roughness (typ ica lly 0. I to 1.0) 

The models o f Beckmann and Phong an1 compared in figu re 6. 
Beckmann's model has be,, n used in laser speck le st11clies. It has 
also been successfully applied in computer vision to detec ting 
defects in metal castinus as til e basis for seg mentation by surface 



roughness (57 , 72] . Beckmann 's model describes asymetric 
distrihutions of specu lar reflP.cti on and changing distribution of 
specu lar re flection with the incidence angl8 i. but mNe important, it 
describes tile inter -relationship of t/J ese e/1,)c /s throu,; h the surface 
roughness parameter m. Even thoug h the equa ti on itself is rat11er 
unwieldy, it may make possible the study of these properties of 
re flec tion that are missed IJy Phong's model. 

Opti cal models such as Beck man n's describe only specular 
re fl ec tion; there are no. comprehensive models yet ior diffuse 
reflection. Tl1 e Kubt)lka-Munk ll1eory assumes that it is isotropic 
(i. e. Larnbertian) , while sca ttering theories do not yet model suc h 
important effects ll:; the passa,Je of ligl1t th rough the surface,air 
interface on its way into and out of the material [27 J. 

One of the problems with app lying any reflectance model is the 
determination of the parrnneters for a given surface. Grirnson 
so lved this problem using a sterr:o pair of images by fir ·, ding the 
specular re flec ti on parameters (for Phong's model) where they 
cou ld be re liably computed. then _.,pplying the resulting 
parnmeteri zed model to the entire ,;ur face (25 ]. This kind of 
approach seems promising and is probably necessary for the 
general applica ti on of sop histi ca ted refl ec tion models. 

Another open question r:; how much precision is necessary in a 
re fl ec tance model. There are some results tliat imprecise reflec tion 
models (or maps) yield qualit::i tive ly correc t but quantitatively 
in accurate results [ 4 1 ], and some researchers believe that 
oversimplified models are sufficient (presumably for t11 e purposes 
they have in mind) ('1 , 6, 103 ]. Intensity me::isurements in images 
are also imprec ise (32 ], although sensors are imriroving. 

An interes ting illustrati on of the use of di fferent reflectance 
models occurs in aerial photoinlerpretalion. Synthetic images are 
crea tecl via te~rain models and re fl ec tance rn aris to determine lhe 
reg istr.:ition of real images by cornriarison. L.arnberti an re fl ectance 
maps have been used for thi s purpose with some success [3'1, 53]; 
Shibata et al. used a Lambertian model at first, t11 en adopted a 
version of Phong's model with an addrtional term for backscatter 
(re fl tJc tion in the di rec tion of illumination) , I 2 cos 01 g (where I 2 and 
m are parameters of the material) [83 ]. For their purposes, the 
backscatter was even more important th ::in normal specular 
reflec tion in improv ing their results. 

2.3 Summary of Shad in g .11,cl Gloss Mod eling 
The re flec tance map and accompanying image irradiance 

equation have been the foc:; I point for a 000d deal of work , mostly 
in examinat ion of tile ambiguity inherent in analysis of irrncliance 
and in surface reconstruc tion employing plioto rn etric analys is 
combined with smoothne:,s and somet imes surface shape 
assumptions. Most of this work has been based on very simple 
optical models of re flec tance, and has been limited to orthography 
with distant light sources. 

Gloss modeling is a critical issue in app lying thi s work to real 
images. While some believe that the curren t models suc h as 
Phong' s are su ffi ciently precise, tl1 ere is !> 1<11 some impetus for 
developing better models. Future werk along these lines m..iy rely 
more on models such as 13cckm..inn·s tliat appeal to the underlying 
physics of reflection. Tl1ere has also oeen some limited work on 
direct measurement of refl ectance rn.:ips from material samples. 

3. Color 
Color pictures obviously contain more informati on than 

monochrome (black,and ,white) intensity images. However, the 
most obvious methods for tak ing advanlage o f this informa tion yield 
only incremental improvements in the results of computer vision 

programs. 
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3 . 1 Co lor Im aging ancl Co lor Sp ace 

A mo11ocl1rorne image forms pixe l v::i lues /J by integ ratina li9ht at 
al l wave lenrJths ,\ , weia l1ting the arnounl of ligl1t X(,\) al each 
wave length by the responsivil y s(,\) of the camera at tliat 
wave length: 

p = f X(,\) s(,\) d,\ 

When a co lor image is formed wi th a TV camera, seve.ra l filters are 
interposed in front of a monoch rome camera one at a time. 
(Altern,1te ima(Je formati on sys tems. such as beam- splitting or co lor 
film scanriing . urc conceptually similar.) A filter can be 
c lwrac teri ,ed by its tran~mittance r(,\), which tells wk1t frac tion of 
ligl1t at each wave length passes througl1 the filter. Thus, with a 
standard se t of re(I, green, and blue filters (suc l1 as Wratten fil ters 
If 25, It 58, and // 47B [5 t]) whose transmittances are T ,, T 

9
, and 

r 0 , th e co lor C of a pi xe l is : 

C _ [ r ] _ [ f X(,\) r 1 ( ,\) s(,\ ) d,\ ] 
- g - X(,\) r g(,\ ) s(,\) cl,\ 

b J X(,\ ) r;,(,\) s (,\) d,\ 

All o f these integ ra ls an, eva luatecl over the set of wavelengths for 
whic h the filter' s tran$111ittance and camera 's responsivity are 
nonzero . Bec~nrse a CCD camera is very sensiti ve to infra reel lig ht 
[t 3J anrl gelatin filters do not block this light [5 1], an infr;,ired­
blocl< in o Jilter is used for r.o lor measur,,ments with a CCO camera. 

As shm•,n by the above equat ion. the co lor imariing process can 
be viewed as sµectrill f>'"fCction from Ille se t of nil co lored lights 
X(,\) to the R-G -B c oior space. which is Ilic set of all va lues [r, g, b] . 
The co lor space is shown in figur e i. It is a cube because the 
cam era's response is bounded by so me max imum pixel value for 
eacn co lor component. The main di;19onal r = g = I> is ca lled the 
in tensity axis , and corre!>ponds roughly to the varr ous gray leve ls 
fr om black to white. 
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Figure 7 : R-G -B Color Space 

3.2 Color Pixel C lassif ication and Clustering 

white 

magenta 

Most worl1 in co lor image understanding lias been based on the 
idea that algorithms exp loiting pixel differences will work better 
when more dimensions are aval iable for d iscriminating among pixel 
va lues. One of the heavies t research areas has been co lor pixel 
clustering, in which pixels are orouped into sets of related pixe ls 
based on distances between c lusters of pi xe l values in co lor space 
[9, 15, 60, 6SJ. The other urea th at has received much attention is 

pi xe l labeling , in which pri or knowledge about typica l ob jec t co lors 
in a particular domain is used to assig n objec t labels to pixels 
[52. 75. 87, 90, 97 , 105]. Such pixel labeling can be very 

sophisti ca ted and effec ti ve, usually depend ing on how limited the 



domain is. For example , in aerial pho tographs, Nagao et al. use 
typ ir.al spectral reflec tances to clistinguisl1 vege tation , and a 
common kind of bu ilding roo f [58J. (N .A. There are so many 
examples of these same basic strateg ies that the c itations above 
are representative rather than ex haustive.) 

The above efforts are bnsed upon the ge 11 eral idea that, while 
discrimi11nti on among sets of pi xe ls is possibl e using only i11tensity 
information , color provides more dimensions and thus makes 
clusters of pixels more easily d istinguishal.J le from eac l1 other. 
Some :,ttention has been given to findin g transformations of the 
co lor space th at muke such clusters even more easily separab le 
[48, fi6 ], but no such set of transformations has been found that 
deci sive ly improves the quality of image seg rn enta lion or labe ling 
based on the above met11 ods. 

Anoth er kind of co lor modeling assumes that the vari ous color 
components are related to each other and tend to ex hibit 
discontinuities at the same plaee:s in the image. This has been 
exploited by Nevatia , whose co lor edg e finder used the different 
co lor components inviduall y, then looked ior places where all tliree 
components ex hibited edges as ;in indicati on o f reliab ility [61 ] . 

Similar ly. l<anarJe matched porti ons of occ luded eclges based on 
similarity of co lor values across the edge pieces [45]. Blicher 
proposed that two co lors are suffic ient to perform unambiguous 
stero matching, but ti idn ' t propose an ac tual algor ithm fo doing so 
[7]. 

3 .3 An aly s is o f Co lored Reflection 
There hnve been a few efforts to analyze c olor informati on based 

on 9eneral models of reflec tion anti transmissio11 . For ex ample, 
shadows l1 nvc! been detec ted by loolt ing for reg ions of low inlensily 
arljacent to bri ghter regions witl1 the same hue [65 J. More 
sophi sti ca t•2d models l1 ove inc luded the idea that ou tdoor shadows 
tend to be rn ore blue then adjacent illuminated reg ions because of 
lhe blue diffuse s~yli,1hl [58 J. The iclea th at distant objects tend to 
be bluish because of sca ttering of long wave lengths hos also been 
used (Ul ]. Eve,, more sophisti cated, but still simple, icleas about 
color modellin g of shadows. etc .. were 11sed by nichards Rubin and 
Richards [76]. They propose that surfaces of d iffering materi als 
can be recog nized by looking for crosspo ints in th e spectral power 
distributi ons (SPDs) X(,\) from the two regions of tl1 e image. 

In recent work, Shafer hns prop osed a meth od fo r breaking down 
an image into two components: on image of just Ille gloss iness at 
each po int. ancl an irn;:ige wit.h all the glossiness removed [82]. This 
can be clone by compu ting, at each pi xel. th e amount of specular 
and di ffu se ref lec tion at that pixe l. Sucl, ana lys is is im possib le in a 
monochrome image, wl1ere c, 11ly one va lue is measured at each 
pixel, I.Ju t is t11 eoret ica ll y achievable in a co lor im age. It is based on 
the idea that. while spec ular r<if lec ti on is abou t tl1 e same co lor as 
the incident illuminat ion (figure 5), d ifluse reflec tion results from 
interactions with r.o loran t par tic les and is thus of a completely 
different co lor [40. 44]. Tl1e res11 lting irnoges would be· useful , for 
exnmple, in stereo or optica l fl ow situat ions where t1 1e h i<Jhlights 
rnay appear in clifferent places in sever.ii images due to camera 
position changes; til e removal of highlights wou ld improve image 
matchin'.J reliab ility. 

Shafer' s model ex presses two ideas: 

1. the total reflec ted light /. (,\, i, e, g ) is composed of two 
parts representing the spec ular re flec ti on 1.

0 
and 

d iffuse refler:ti on Ld 

2. each of these has a spectra l power rli stribu ti on (SPD) 
c

5 
or cu that gives it a ch.:irac leri stic co lor, and a 

geometric scale factor ms or md tliat tells 11 ow this type 
of re fl ec ti on varies with the ph oto rnet, ic ang les: 

L (;\,i,e,g) = Ls (;\,i, e,g ) + L" (;\,i ,e,g ) 

= m 5 (i,e,g ) C; (,\) + md (i ,e,g ) cu (;\) 
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Using t11 e fact that t11 e co lor of a mi xture of SPDs is til e same as 
til e mixture of co lors of t11 e individual SPDs (i .e. spec tral projec ti on 
is a linear transform) [79], the above model g ives rise to an equ.ition 
wl1ich relates the ·:i lur C of a11 y pi xel on a su rface to til e 
characteristic co lor., Cs and Cd of the specular and diffuse 
reflec tion from that surface: 

Since ms and 111:1 vary frorn pi xe l to pixe l on the surface but Cs and 
C clo nol , this su(Jgests that tile distributi on of th e colors of pi xels 
or~ a surface will form a paral lelogram in co lor space (li9ure fl), w ith 

G, ond Cu as its sides. 

tG pixel colors 

B 

~ R 

Figure 8: Colors From a Single Surface Form a Pcira llelog ram 

Tlic algorithm suggested for ex pl oiling this mod el is to histog ram 
the co lors o f a se t of pi xe ls in co lor space. fit a para llelogram in 
co lor space to the va lues . ancl measure the amounts of reflection 
"'s <1 nd mu at eac l1 poin t hy the positio11 of its co lor wilhin the 
pural lelogram (ligure 9). The model can be ex lended hy rnJrlin(I a 
term c,. to represen t d iffuse (ambient) li !,J hling; in t11at case, tile 
par;i llelogram is simply translated I.Jy Ca i,1 co lor sriace . Sl1ucl ow 
pixe ls ca n be recognized as having n,

5 
.incl mu boll, equal lo zero , 

i.e. C = Ca; this is a much rn orn sophislicalecl model of shadow 
co lors th an simply assuming, for example, that "s l1 adows tencl to be 
bluish". 

Figure 9: Posi ti on In Parallelog ram Gives Refl ec ti on Magnitudes 

While th is model is very genernl, making no assumptions about 
tlHJ :.iLe or shape of the light source, the use of orth og raphic or 
p.:,rJpec ti ve projec lion, etc., any such complex ities as ex tonded 
li<J ht sou rces may make the resulti ng intrinsic images very di ffi cult 
to analyze. The rn odel also has shortcom ings in its ::; light deviati on 

from the known laws of re fl ec tion and th e need for prior 
seg mentation, thougl1 the form er may be neg ligible and the latter 
may be add ressed by appropr iate ex tension of t11 e model. While 
this approach has not ye t been irnµlemAn ted, it is impor tant 
because it quantitative ly models the relali onship betwee n color and 
scene geometry. 
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It is interes ting to note that the refl ec tion models of the [)revious 
chapter are (approximate ly) instantiations of the co lor model 
[]resented here, with spec ific fun ctions substituted for m5 (i , e, g) 
and md (i, e, g). 

3.4 Summary of Co lo r Modeling 
Most of the work in co lor image understanding has been 

explorinu clustering and lubeling algorithms thilt e:<[) lc it very simple 
co lor rn ocle ls. Little work has been done in a11nlyz ing how co lor 
information is related to t/Jree-d imensional surf<1ce rel;.tionships in 
the scene, although a theoretical approach to tllis problem has 
recen tly been suggested. 

4. Shadows 
The analysis of shadows primarily i11•m l•1es tllree processes: 

finding sl1 adow regions nnd ed9es, establishing correspondences 
between shadow·casting objects ;:md shadows, nnd geometric 
analys is of t11 e sliadows. 

4.1 Finding Shadow Regions and Correspondences 
Three differen t strategies have been ident ified for identifyin g 

shadow rcg i6ns and edges: 

• Find ing shadow regions based on in tensity and co lor. 

• Finding shadow edges using geometry. 

• Identifying shadow edges using intensity correlations. 

We wi ll examine each of these topics. 

Sliadow regions are formed where illumination from the primary 
light source is blocked by an objec t. Simple modeling of shadow 
reaion intensity ri,ight be based on the id ea of looking for dark 
regions in th e image. However, since objec ts th e, mselves might be 
darl<, it is des irable to look for some add itional constraint on 
shadow pixel va lues. One such constraint is providecl by the fact 
tl1at the diffuse illumination th at strikes shadowed reg ions is related 
to the color of the light source; thus, sl1adow regions might be 
ex pected to have the same hue as ad jacent illuminated portions of 
the same surface, with lower intensity [65 ]. When tl1 e cli ff use light 
has a dif ferent co lor tha11 the brig ht light source. thi s co lor 
difference itself can be used . For example, in outdoor 
photog raph s, where the sun is yellowish and th e sky is blue, 
shadows tend to look bluish. This observation can be used directly 
[87] or by look ing for "darkness " according to an intensity 
measure that is we ighted towards long (yellow, reel , and infrared ) 
wave lengths [58]. Shafer's model of color refl ec tion , presented 
earli er, makes a more quantitative prediction about shadow co lors 
on individual surfaces. 

convex edge concave edge 

Figure 10: Shadow Edges Bend or Break at Geometric Edges 

Another approach to findin g shadows is t0 look for edges that 
separate ligh t and dark regions in the image. Such edges are likely 
candidates for labeling as shadow edges. This labeling may be 
combined with vertex or line labeling sc l1 emes [39, 95]. When a 
shadow fall s across two su rfaces. the shadow edges bend in one 
direc tion or another or i.Jreak, depending on whether the two 
surfaces are connec ted I.Jy a convex edae, connected by a concave 
edge, or not connec ted (figure 10); these relationships can also be 
used to identify shadow edges [6]. 
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Finally, shadow edges may be recogniwd using t11 e variat ion of 
image intensity nearby. fl1 ere are three c!d in ct kinds of ,,hadow 
edge, each with its own in tensity and geometry characteristi cs 
(figure 11: shadow.making edges on illuminated polyhedra, 
terminators of illuminated curved surfaces, and cast shadow edges 
on shnded surfaces. The first of these, shadow-making edges of 
polyhedra, can be recognized because th ey must be convex edges 
separati ng an illuminated face from a shaded face of the 
polyh ed ron. The second kind of slwdow edge, the terminator of a 
curved surface. is recognizable because th e intensity on the 
shaded side is constant, while the intensity on the il luminated side 
fall s off smoothly from a br igh t level to the same constan.l level as 
the ~haded side (4] . Finall y, cast shadow edges can be detec ted 
because the underlying surface is the same on botl1 sides of the 
edge: thus, the ra lio of intensities on the two sides of the edae 
sl10uld be constant alony the edge [54]. 

convex sl1adow- making edge 

E~ / ~----
C.'.JS ! shadow ectncs -

Figure 11 : Three Kinds of Shadow Edges 

Wilkin uses u similar met11 od for distingui shing cast shaclow 
edges from other types of edges [lOOJ . He produces strips of pi xels 
para llel to the edge in questi on. If the edge is a cast shaclow edge, 
the co rrelation of these strips is expec ted to remain cons tant and 
high as the edge is crossed. while tl1 e "slope" of the intensity 
fun c ti on l(x,y) will drop sharply. On the other hancl , if the edge is 
not a cast shadow edge, the correla ti on will droµ while the slope is 
steady or drops. Th is is a po tentially robust algorit11n1 utili zing the 
same underlying model of cast sliaclow edges as described above: 
that the relati ve intensity distributi on within th e siladow reg ion is 
the same as that of t11 e illumin;i tecl portion of the same surface 
because the surface materi al is the same. 

The correspondence problem between shad ows and shadow­
cas tina objec ts is generally so lved using a model of the posti on of 
t11 e light source [38, 54, 64]. Sometimes, the presence of identified 
objec ts is used to suggest where shadows mi(lht be found 
(6, 19, 78]; in other cases, the shaclows are founcl first and used to 
indica te where three-dimensional objects may be found (usually in 
aerial pilotographs) [21, 50]. Huer tos ancl Neva tia produced a 
system for finding buildings in aeri al photographs in wh ich shadows 
and i.Juilding ou tlin es are used to suggest each other in several 
ways (39]: 

• a sun position model predicts shad ows from building 
positions 

• shadow hypotheses arise from two ,dimensional vertex 
types 

• intensity histograms are used to co nfirm shadow 
hypotheses 

• shadows are used to suggest where buildings may be 
located 

• shadows are used to d istinguish tall ob jects from flat 
ones 



4.2 Analy sis of Shadows 
Once shad ows have been located and the shadow-making 

objec ts have been identified, shadow analysis can proceed. Wl1ile 
most such analysis is geometric, shadows l1ave been used as welt 
for computing the parameters of a model of atmospheri c scattering 
in aerial photographs [85]. 

Most of the geometric use of shadows has been for identifying the 
height of objects above a reference plane. In such situati ons, the 
size of the shadow (i. e. distance from th e shadow- making edge to 
th e cnst shndow edge) is proportional to the height of !lie shadow· 
making edge nbove the reference plane. This k ind of analysis has 
heen used in manual aerial ph oto interpretation for many years [88], 
and has now been applied to computeri zed aerial image 
interpretation [6. 38. 39]. In such analysis. the shape of the shadow 
similarly gives t11 e vari at ion of the height of the objec t above the 
reference plane (1 9]. Related work has used the same meth od for 
finding defec ts in metal castings [67]. 

The above .1nalys is does not cap ture all the information available 
from shadows. Mackworth proposed that a shadow- making edge 
creates a "shadow plane " containing that edge and the light 
source: th is plane separates the illuminated vo lume of space from 
the area shadowed by the object containing the shadow-making 
edge [55] . This approach was adopted by Shafer and Kanade to 
produce a theory describing the relat ionship between shadow 
edges ancl surface ori entati ons [81]. 

Shafer and l<anade began witl1 a "Basic Shadow Problem" 
involving a single vertex on a sl1 aclow -making polygon P and its 
a:,soci;.i ted shadow vertex on a surface B (f igure 12). In formation 
about tl1 e orientation (gradient) of P and B can be derived from this 
imane using shadow planes. A shadow plnne is shown as S in 
finure 13; it is a set of light rays, coming from the lig l1t source, that 
gnizt? past P along the shadow- making edge Ep and stril<e B along 
th e cas t shadow edge E0 . Edqe Ep, joining P and S, is convex and 
edge EFJ, joinin g Sand B , is concave. These edge labels give rise 
to the gradient Rpace relati onships shown in figure t 3 because two 
surfaces that are connected by a concave or convex edge have 
grad ients that lie on a line in gracl ient space perpcndi r: ular to the 
connec ting edge in the image [55]. M;.itl1emut ica ll y, a this provides 
a one -dimensional constr;.iint on lhe r.urface grad ients involvP.d. A 
similar constrnint ca ,1 be found l.Jy examinin g the shadow plane 
joining the upper edges of P an(I Din figure 12. 

p 
8 

Figure 1 2: Basic Shadow Problem 
The image above provides three constrn ints, one arising from 

each pair of shadow- making and shadow edges and one from the 
vector joini ng the two ver tices , which points at the light source. 
However, tl1 ere are six parameters to be computed: the grad ient of 
each of the two surfaces and the direc ti on of illumination (two 
parameters fnr each gradient and tl1 e illurnin ::i ti on vec tor) . Thus, 
the problem is undercon~trai ned by three dewees of freedom. 
When the light source is i11 a di fferent posilion. ; · ambiguity is the 
same; when multiple light sources are present. adcl1 tion::i l constrain t 
is provided only when the three dimensional di rec ti on of 
illuminati on is known for euch. Since a lin e drawing with no 
shadows is also undercons tra ined by three degrees of freedom 
[55 ]. shadows do not reduce the ambiguity; instead, they allow 

information about ligh t source positions to be used to compute 
surface orientations. 
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p 
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Grad ient Space 
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Figure 13: Shad ow Plane and Graclie1ll Space Relati onship 

Figure 1'1 shows some more complex shGdowing situ at ions also 
discussed by Shafer and l(anade. In figure H(a). a po lyl1 ecfron is 
casting a shadow. In such a picture, t11 e edge~ marked ( ') wi ll be 
cliffi cult to find because they separate two cla rk regions. Using 
shadow geometry, two of these three eclges are sl10wn to be 
redundant and thus unnecessnry for th e shape recovery of the 
object. In figu re t 4(b). a shadow falls 011 a po lyl1 edron. In this 
case, as well as the previous case, the ad t.liti onal shadow 
information balances the missing in form,,tion concern ing the 
add iti onal surfaces whose orientation is unknown; thus, alt such 
problems are underconstrained by three degrees of freedom 
regard less of how many surfaces are present. Without shadow 
analysis, such problems become in creasingly co mplex as more 
surfaces are aclded. Finnlly, in figure 14(c ). a curvecJ objec t cas ts 
its shadow on a flat object. Using a deri va ti on simi lar to that of 
Wilk in [89 ]. Shafer and Kanade showed th at the surface grad ient 
can be determined at every point of the termin.:i lor (marked by •) 
usin g the shape of the shadow. the position of the light source. and 
the groclienl of lhe shaded surface (three deg rees of freedom total) . 

(a) (b) 

Figure 14: Shadows of Polyhedra and Curved Surfaces 
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The true significance of the shadow geometry theory lies not on ly 
in t11 e rn~thematica l formulas th at relate surface gradients to 
shadow edges, but ,1lso in the simple statements that were deduced 

about shadows using this mathematics. Such statements as 
"multiple light sources add constraint only when their three­
dimension al positions are known" are simply not obvious until the 
mathematics has been developed. Like Beckmann's model of 
reflectance presented earlier. this l<ind of theory is useful for 
increasing our und0rstanding of l1ow light works, quite independent 
of the value of tile formulas themselves. 

4.3 Summary of Shadow Modeling 
Shadow identification lias been primarily based 011 simple 

spectral or geometric properties. wi th some relatively sop l1isticated 
met11ods for sl1adow edge labelli ng. The shadow correspondence 
problem has been approached by using prior knoviledge about the 
position of the sun or other light source. In aerial pl1 otographs, tall 
objects suggest the occurence of shadows and shadows likewise 
suggest the presence of such tall objects. 

Sl1 adow analysis has most ly been limited to determinat ion of t11 e 
height of an object above a reference plane. A more detailed 
theory already exists, however, that describes t11e relationship 
between surface ori entation and shadow shape. 

5. Other Optical Phenomena 
Gloss. co lor. and shadows are not the on ly optica l phenomena of 

interes t in computer vision . 

5. 1 Previous Work 
A number of aspec ts of optical modeling have received some 

atten ti on in the past in computer vision. 

Image sensors induce distortions by nonlinear response to 
intensity [2 1, 30, 361, by geometric cfi storti ons due to lens design 
and sensor scanning [30], and by defocussing due to limi ted depth· 
of-field [29]. Depth-of-field has actually been used as a source of 
range information by some researchers [70, 77]. 

Li(Jht sources are really "ex tended " (with finite area) rather than 

being points in space. This produces blurred shadow edges and 
plays havoc with any attempt to determine surface shape using 
intensity. In an aerial photograph, for example, the edges of 
sl1udows cas t by ai rplane wings 7 meters above the ground will be 
bounded by blurred strips 6 centimeters wide (well be low the 
reso lution of typ ical aerial pho tographs). Indoors, with windows 
and light fi xtures as light sources, such problems wi ll be far more 
severe. 

Reflec tion from sur faces is also complica ted by polarization and 
by inter -refl ec ti on from multiple surfaces. Pol arization of specu lar 
ref lection can be quite pronounced [43), ancf this fact has been 
used to measure surface orien tation with a polarizing liller [47]. 
Th is work has not been ex tended to TV camera images. however. 
Inter-reflect ion has been studied by Horn [32 ], who conc luded that 
closed- form analysis appears intractable. 

In aerial pholointerpretation, models of atmospheric scattering 
and atlenuntion of light have been studied [28. 85]. Aeri al 
pholointerpretation probably uses the most sophistica ted optical 
models of any branch of compu ter vision , as we have seen 
throughout this paper. This is probably due to the relatively limited 
nature of .the objects being viewed and the ex istence of very 
detai led camera, illumination, atmosphere, and refl ec tion models in 
the remote sensing field [23, 86]. 

5.2 Looking Ahead 
There are a number of optical phenomena that have not been 

heavi ly studied but have a direct bearing on the most important of 
the above theories for gloss, color, and shacfow analysis. These are 
likely areas for future study of optical modeling. 
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They are: 

• Ex tcndecl Light Sources · · As no ted above, real light 
sources have finite area and finite d istance to the 
objec ts being illuminated. Additional study is needed 
to produce a comprehensive theory of how image 
intensity is aff ec ted by ligh t source shape. 

• Non-Uniform lllumin,1tion Distribution .. Real ligh t 
sources do not distribute illumin:ition uniformly. 
Outdoors, the sky is not uniform ly bright [ 14, 85]; 
111doors, lamp fi xture construc tion contribute to 
nonuniform light distribution [631. Intensity analysis 
must eventually lake t11i s into account. 

• Inter-Reflec tion Amona Surfaces .. A·s noted above 
inter-reflection is very difficu lt to model. The compute; 
graphics community does have some very coarse 
models of inter-reflec ti on [17] , and some additional 
tl1ought on this topic is needed in computer vision. 

• Pola rilatio n of Specular neflection .. Image sensors 
can be sensitive lo polari zation in the periphery of the 
i111 age plane [ 13]. When this is combined w it11 til e 
polarization of spec ular rellec lion, ii can be seen that 
peripheral pixels wil l represent less contribut ion of 
specular refl ec tion than central pixels, for surfaces of 
certain ori en tations. The magnitude of this eff ec t is not 
known. al least within the computer vision co mmun ity. 

• Exten sions to Perspec tive Pro1ectio11 Most of the 
above worl< in op ti cal 111mlelinu has been explored on ly 
under orthooraphy. In thi s sense. modeli ng 
photometric phenomena lags bel1ind models of 
geometri c phenomena. v, l1ich have largely been 
explored in bo t11 orth ograp l1y and perspec ti ve. Wh ile 
some attention has been given to refl ec tance maps 
under perspec ti ve [32, 35), more is needed. 

6 . The Role of Modeling Optical Phenomena 
Opt ica l modeling in computer vision attempts lo provide a firm 

found;it ion on wl1i ch lo build image underslancling nlgori ll1 ms. 
While th is may seem lo be a laudable goal, t11is who le area of 
research is subjec t to some con troversy ancf criti c ism. 

Tl1ere are two relatecf <)rounds for ob jec ti on to optical model ing in 
compu ter vision. The fi rst may be slated in ony of these ways 
[4, 91]: 

• Real images are very complex. 

•Wedo not yet know how lo model inter-refl ec tion and 
extended light so urces, but any suc l1 modeling appears 
very difficult. 

• Theoretica l opt ica l models have on ly rare ly been 
applied to rnnl images, and those have generally been 
contri ved by special ligllting and by pai nting objec ts 
with special pa ints. 

All of the above are true. However. far from being arguments 
aaainst the pursui t of optica l models, tl1ey may well be inlereprcled 
as arguments pro111oting such work. Sin ce optical phenomena lend 
to evolve from being considered "noise " to being considered 
"knowledge sou rces" (as highlights have evolved), the ex istence of 
important phenomena that we still cons ider to be "noise " should be 
a goad to further -research . Rather than concluding that current 
theories are too complex to be applied to real images, we might 
conclude that they are far too simple/ 

The other principal objection lo detai led opt ical models in 
computer vision mi!Jht be stated as fo ll ows [6, 54, 91]: 



• Humar.s seem to rely on simpler, qualita tive models. 

• ~lumans perform vision in complex d omains without 
detailed knowledge o f the opt ical properti es o f 

materi als and light sources. 

• Vision seems to be possible even without quantitative 
analysis, for example when images are badly distorted . 

Here, t11 e objec tion is to the use o f complex formulas in a computer 
vision program r.it11er than the use o f quali t;i tive, intuitive 
observa ti ons about images. Such ob jec ti ons overl ook the fac t that 
analyL ing detailed models frequently gives rise to insight th at can 
th en be described simply. An analogous circu mstance in cooking 
was described by Andy Rooney, an auth or and te levi sion 
commentator on the "Sixty Mi nutes" show in the United Sta tes [74] . 
He no teci th at a g ood cook looks at a rec ipe, then puts it away and 
makes the dish . The good cook doesn' t need to consult the recipe 
line-by-line while he i:; cook ing, because he understnnds the recipe. 
In computer vision. we derive benefit even if we "pu t away" the 
mathematical formul as a fter deriving simple qualita tive 
observati ons from them. Such statements might be im possible to 
make without G dei!p understanding o f the ph ysica l or mathemati cal 
process involved, and it would certainly be hard er to l<now if (or 
when) they were true. 

Computer vision already seen the evo lution towards more 
sophislieated 0p tica l mode ls for metal de fec t detec ti o 11 and aeria l 
phoio interpre tat ion. Our inc reasing unde rstand iny o f complex 
op tical phenomena may eventuall y make suc l1 evo luti on possib le 
fo r lllore genera l vision systems as well. 

7. Acknow ledgements 
Many thanks to Mike Pou lin and the staff of th e Carlson Library at 

the University of Roches ter for obtain ing li tera tu re. Com ments on 
this paper were prov ided by c 1·1ris Brown and Takeo Kanade. 

8. Bib liography 
Hie in terested reacle r may wi th to fo llow the journa ls /\pp lied 

Of)tics, Journal of the Illuminating Engineering Society, Jou rna l of 
the Optical Society of /\merica, and Proc eedings ol tile SPIE. 
Image sensors are described in [ 13 ], general radiomet ry in [2G, 62], 
and appear;ince measurement (0 loss and co lor) in 
[27 , 40, 44, 96, 98] . 

1. Bnrkas, W. W. " Ana lysis o f Light Scatt,; recl From a Surface o f 
Low Gloss In to Its Spec ular and Di ffuse Components." Proc. Phys. 
Soc. I.or.clan 5 1 (1939), 274-295. 

2. B.1rnard, S. T. and Fischler. M.A. "Computa tional Stereo." 
Co111pu l ing Surveys 14, 4 (December 1982), 553-572. 
3. Barn ard, S. T. " Interpre ting Perspec tive Images. " Artificia l 
In telligence 2 I (November 1983), 435-462. 
4 . Barrow. H. G. and Tenenbau m. J.M. Recovering Intri ns ic Scene 
Charac teri stics from Images. In Compu ter Vision Syste//ls, Hc1nson, 
A. R. and niseman , E. M., Ecl.,Acaclemic Press. New Yori<, 1978, pp. 
3-26. 
5. Beckmann , P. and Spizzic hino. A .. Tt,e Scattering of 
[lec iro//lagnetic Waves from Flougl1 Sur/a ces. MacMillan, 1963. 
6 . rli nford, T. 0. '"Inferring Surfaces from Images." Arti fic ial 
Intelligence 17 ( 1981 ). 205-244. 
7. Glicher, /\ . P. Stereo Matchiny from the Topological Viewpoint. 
Proc. ARPA llJS Workshop, June. 1983, pp. 293-297 . 
8. Blinn, J. F. " Models of Light Re fl ec ti on for Comruter 
Synt11esizeu Pictures." Computer Graphics 11, 2 ( 1977), 192-198. 
SIC.C,Fl/\PH '77. 
9. Broder, A. and Rosenfeld. A. Gradient Mag nit ude as an Aid in 
Co lor Pixe l Class ification. TR 906, Co mputer Vision Laboratory, 
University o f Maryland, April , 1980. 
10. Brooks, M. J . Two Resul ts Concerning Ambiguity in Shape 
from Shad ing. Proc. NCA I, AAA I, August . 1983, pp. 36-39. 

- 41 -

11 . Brown, C. M., Bn llarcl , D. H., and l<irnba ll, 0. A. Constraint 
lnleractions in Shape -from -S liacJino Algo rit11ms. Proc. AnPA IUS 
Works l1cp. September, 1982, pp. i'9-89. 
1 :1. 8 ru ss. A. R. Tile Image lm1diance Equa tion: Its Solu tio n and 
/\pp tication. Ph.D. Th ., MIT Al Lab , .June 1981 . 
13 . Budde, W .. Optica l Flar/iation Measuremen ts. Vo lume 4: 
Physical De tec tors o f Optical Racliation. Academic Press, New 

Yori< , 1983. 
14. C. 1. E. Dnylight: Intern ati onal Recommendati ons for the 
Calc ulalion of ~Jatural Daylig l1t. CIE 16 (E-3.2), Commission 
lr,tern ati onale de l 'Ec lairage, 1970. 
15. Co laman, G. B. and Andrews. H. C. "I mage Segmentation by 
Clustering. " Proc. IEEE 67, 5 (May 1979), 773-785. 
16 . Co leman, E. N. Jr. and Jain , R. " Ob tain inu 3- Dimension al 
Shape c f Tex tured and Spec ular Surfaces U:iing Four -Source 
Photome try." Compu ter Graphics and Image Processing 18 (1 982), 

309-328. 
17 . Cook, R. L . and Tor rance, I<. E. "A Re fl ec tance Model for 
Computer Graphics. " Compu ter Graphics 15, 3 (A ugust 1981), 

307-3 16. SIGGRAPH '8 1. 
1 n. Corn i, lius, N. ancl Kanadc, T. Ad;ipting Optical Fl ow to 
Measu re Ob jec t Moti on in Refl ec tance and X-Ray Image 
Sequences. Proc. AflPA IUS Workshop, June, 1883, pp. 257-265. 
t 9 . Edwards, G. n .. Vil nro tter , F. M., Ke irsey, D. M., Bullock. B. L., 
Tsc-c nu. D. Y., C lose. D. H., Bogdanowicz, J. F., Preyss, E. P., Parks, 
H. A .. and Partridue, D. Fl. Image Understand ing Application 
Proj0c t: Implementation Prog ress Report . Proc. ARPA IUS 
Worl< , i1op, June, 1983, pp. 156- 162. 
2 0 . Fe ldnian . ,J. A. and Bal lard. D. H. "Gonnec ti onist Mod els and 
Their Pro1><irti es." Cognitive Science 6 ( 1982), 205-254. 
2 1. Fischler. M.A .. Barn ard , S. T .. Bo lles, R. C., Lowry, M., Quam, 
L .. S1nitl1 . G., and Wilkin. A. Modeli ng and Using Pl1ysical 
Constraints in Scene Analys is. Proc. NCA I, AAAI, August, 1982, pp. 
30-35. 
22. Forbus. K. Liuh t Source Effec ts. AIM 4n. MIT, May, 1977. 
23 . Golcl beru. M., Schlaps. D., Alvo, M .. and Karam. G. Monitoring 
Jnd Change De tec tion with LANDSAT Imagery. Proc. 6th ICPR , 
Oc tober, 19132 , pp. 523-526. 
24. Grimson. W. E. L. "Surface Consistency C0nstra ints in 
Vision ." Co111puter Gmphics and Image Process ing 2,1 ( 198 1 ), 
28-5 1. 
25. Gr imson, W. E. L. Binoc ular Shad ing and Visual Surface 
Reconstruct ion. AIM 697 , MIT, 1982. 
26. Grum , F. and Becherer, R. J .. Optical Racl ia tion 
Mea sure111ents, Volume 1: Radiometry. Academic Press, New York, 
1979. 
27. Grum, F. and Bartleson, C. J ., ed itors .. Optical Radiation 
Mea surements, Volume 2: Colo rimetry. Academ ic Press, New York , 
1980. Chap ter 7, "Colorant Formu lati on and Shad ing " , by E. Allen . 
213. Haralick, R. M., Wang, S. , and Elli ott, D. 8. Spati al Reasoning 
to Determine Stream Network from Landsat Imagery. Proc. 6th 
ICPR. October. 1982, pp. 502-5 16. 
29 . Horn , B. I<. P. Focusing. Al Lab Memo 160, MIT, 1968. 
30. Horn, B. K. P. Shape Frum Shadin<J: /\ Method fo r Ob tain ing 
tile Shape of a Smoo t/, Opaque Object From One View. Ph.D. Th ., 
MIT, November 1970. MAC- TR-79. 
3 1. Horn . B. K. P. Obtain ing Shape from Shad ing In fo rm ati on . In 
The Psychology of Com1w tcr Vision, Winston, P. H., Ed., McG raw­
Hi ll , New York, 1975, pp. 11 5-155. 
32. Horn , 8. K. P. " Understand ing Image Intensities." /\ rt i l ic ial 
Intellig ence 8 ( 1977). 201-23 1. 
33. Horn , B. K. P., Woodham, R. J .. and Silver , W. M. De termining 
Shape and Re fl ectance Using Mult iple Imagos. AIM 490, MIT, 
Augus t, 1978. 
34 . Horn, B. K. P. and Bachman. B. L. " Registeri ng Real Images 
Using Synthetic Images." Comm. ACM 2 I, 11 (November 1978). 
35 . Horn, 0. K. P. and Sjoberg, R. W. "Calcula ting the Re fl ectance 
Map." /\p1,tiecf Optics 18 (1079), 1770· 1779. 
:.l6. Horn, B. K. P. and Wood ham, R. J. "11estripi ng LANDSAT MSS 
images." Computer Graphics and Image Processing tO (1 979), 
69-83. 

I 
l. 
I 
I. 
' ' 



I 

I 

I 

37. Horn, 8. K. P. and Schunck, B. G. "Determining Optical Flow." 
Artdicial Intelligence 17 (1981), 185,203. 
313. Huertas, A. An Edge Based System for Detecting Bui ldings in 
Aerial Images. USC Report ISG-101, USC, March, 1982. In Image 
Understanding Research, R. Nevatia editor. 
39 . Huertas, A. and Nevatia, R. Detection of Buildings in Aerial 
Images Using Shape and Shadows. Proc. IJCAl-83, August, 1983, 

pp. 1099-1103. 
40. Hunter, R. S .. The lvleasurenwnl of Appearr,nce. J. Wiley and 
Sons. New York, 1975. 
41. lkeuch i, K. and Horn. B. K. P. "Numerica l Shape lrom Shading 
and Occluding Boundaries." Artilicidl lnto!ligence 17 (1981 ), 
141 ,184. 
42. lkeuchi. K. "Determining Surface Orien tations of Specu lar 
Surfaces by Using the Photometric Stereo Method." IEEE PAM! 3, 6 
(November 1981), 661·669. 
43. Jenkins, F. A. and White, H. E .. Funda,nen/a/s o f Optics. 
McGraw-Hill, New York, 1976. 
44. Judd, D. B. ancl Wyszecki, G .. Co lor i,, Ousiness. Science a11d 
/11du stry. J. Wiley ancl Sons, New York, 1975. 
45. Kanade, T. "Recovery of the Three-Dimensional Shape of an 
Object from·a Single View." A1t1licial Intelligence 17 ( 1981 ), 
409-460. 
46. Kanade, T. and Kender. J. R. Mapping Image Properties into 
Shape Cons traints: Skewed Symmetry, Affine-Transformable 
Patterns, ancl the Shape-from -Texture Parucligm. In Human and 
Machine Vision. Rosenfeld, A. and Beck, J., Ed.,Academic Press, 
New York, 1983. 
4 7. Kazutacla, K. A Polarimetric Approach to Shape 
Understanding of Glossy Objects. Proc. IJCA l-79, August, 1979, 
pp. 493-495. 
48 . Kender, J. I~. Instabi lities in Color Transformations. PR IP·77, 
It:[[ Cornputer Society, Troy NY, June, 1977, pp. 266-274. 
49. Kender, J. R. Shape l ro,n Textu1e. Ph.D. Th., Carnegie·Mell on 
University. November 1080. 
50. Kender, J. R. Environmental Relations in Imago 
U11derstanclin\r Tl1e Force of Gravity. Proc. ARPA IUS Worksl1op, 
June, 1983. pp. 249-256. 
:; 1. Publication B-3. Kodak Filt ers for Scien/1/ic and Technical 
Uses. Eastman Kodak Comp,my, Rochester, NY H650, Hl70. 
52. Levine. M. D. and Shaheen, S. I. A Modular Computer Vision 
Syslem for Picture Segmentation and Interpretation, Part 
I. PRIP- 79, IEEE Computer Socie ty, Chicago. Ill., August, 1!J79, pp. 
523-533. 
5J. Little, J. J. Automatic Re(Jistration of Landsa t MSS Images to 
Diu ital Elevatron Moclels. Worksl1op on Cnmputer Vision, IEEE 
Computer Socie ty, l~indge, NH. August, 1982, pp. 178-184. 
54. Lowe, D. G. a11d Binford, T. 0. The Interpretation of Three­
Dimensional Structure from Image Boundaries. Proc. IJCAl-81, 
August. 1931, pp. 613-618. 
55. Mackworth, A. K. "Interpreting Pictures of Polyhedral 
Sr.enes. " /\rtilicial Intelligence 4 (1973), 121 · 137. 
56. Mack worth, A. K. How to See a Simple World: An Exegesis of 
Some Computer Programs for Scene Analysis. In Machine 
lntelliycnce B, Elcock, E.W. and Michie. 0., Ed.,American Elsevier 
Pub. Co ., New York, 1977, ch. 25, pp. 5 10·537. 
5 7. Mundy, J. L. and Porter, G. B. Visua l Inspec tion of Metal 
Surfaces. Proc. 5th ICPR. December, 1980, pp. 232-237. 
58. Nagao, M., Matsuyarna. T .. and Ikeda, Y. "Region Extraction 
and Sl1ape Ana lysis in Aerial Pl1otographs." Computer Graphics 
and /,nage Processing 10 (1979), 195-223. 
59. Nagel. H.-H. "Representation of Moving Rigid Objects Based 
on Visua l Observat ions." Compu ter 14, 8 (August 1!J8 I), 29-39. 
60. Nagin, P.A. , Hanson. A. R .. and Riseman. E. M. Reg ion 
Extraction and Description Through Planning. COINS TR 77·8, U. 
Mass., May, 1977. 
61 . Nevatia. R. "A Color Edge Detector and Its Use in Scene 
Segmentation." IEEE rrnns. Systems. Iv/an. a11d Cybernetics 
TSMC-7, 11 (November 1977), 820 -826. 

-42-

62. Nicodemus. F. E .. Richmond, J.C .. Hsia, J. J , Ginsberg, 1. w., 
and Limper is. T. Geometrical Considera tions ,ind Nomenclature for 
Reflectance. NBS Monograph 160, National Bureau of Standards, 
October, 1977. 

63. Nuckolls. J. L .. Interior Lighting for Environm ental Designers. 
J. Wiley and Sons, New York, 1976. 

64. O'Gorman, F. Ligllt Lines and Sl1 adows. School of Social 
Sciences, University of Sussex. Sussex, E11g land, December, 1975. 
65. Ohlander, R. Analysis of Natural Scenes . Ph.D. Th., Carnegie­
Mellon U11iv. Compu ter Science Dept., 1975. 
66. Ohta. Y .. Kanade. T., and Sakai, T. "Color Information for 
Region Segmer1tation ." Computer Graphics and Image Processing 
13 ( 1980). 222-241. 
67. Okawa, Y. "Automatic Inspection of the Surface Defects of 
Cast Metals." Computer Vision, Grnp/Jics, and Image Processing 
?.5 (1984), 89- 11 2. . 
60. Pentl:md. A. P. Local Computation of Shape. Proc. NCAI, 
AAA I, 1!J82, pp. 22-25, 

69. Pentland, A. P. Local Analysis of the Image: Limitat ions and 
Uses of Shading . Workshop on Computer Vision, IEEE Computer 
Society. Rindge, NH, Augus t. 1982, pp. t 53- 161. 
70 . Pr,ntland. A. P. Depth of Scene frorn Depth of Field. Proc. 
ARPA IUS Workshop, September. 1982, pp. 253-259. 
71. Phone,, Bui Tuong . "Illumination for Computer Generated 
Pictures. " Comm. ACM 18 ( 1975). 3 11 -3 17. 
72. Porter, G. B. and Mundy, J. L. "Automatic Visua l Inspec tion of 
Metal Surfaces." l'wc. SPIE ?8 1. recl1niques and /\p/>lications of 
Image Uncterstanc/111u ( 19ll1 ), 176-181. 
7 3. Prazdny, K. "On lhe Information in Optical Flows." Compute r 
Vision, Graphics. and ln,a uu Proccssina 22 ( 1983), 239· 259. 
74. Rooney, J\. A .. And Iv/ore by Andy rluoney. Warner Elooks, New 
York, 1979. 

75. Rubin, S. The ArlGOS Image U11dc rst,1nding Sys te1)). Ph.D. 
Th., Carnegie-Mellon Univ. Computer Sc ience Dept., 1978. 
76. Rubin, J.M. and Richards, W. A. Color Vision and Image 
Intensities: When are Changes Material? Al Memo 631, MIT, May, 
1!)81. 
77. Schlag , J. F., Sanderson. A. C .. Neuman. C. P., and Wimberly, 
F. C. Implementation of Automatic Focusing Algorithms for a 
Computer Vision System wi th Camera Control. CtvlU,RI TR-83- t 4, 

Carnegie-Mellon Universi ty Robotics Institute , 1983. 
78 . Selfridge, P. G. rleasoning /\bout Success and Failure in /\erial 
Imag e Understanding. Pll .D. Th., Computer Science Dept., 
U. Roches ter. May 1982. 
79. Shafer, S. A. "Describin9 Light Mi xtures Through Linear 
Algebrd." J Oµ tical Soc. Am. 72. 2 (February 1982). 299·300. 
80. Shafer. S. A., Kanacle. T .. and l<end er. J. "Gr.id ient Space 
under Ort hography and Perspect ive. " Col))pu ter Vision. Graphic s. 
a()(/ Image Processing 2,1 ( 1983), 182-199. 
131. Shaler, S. A. and Kanade, T. "Using Shadows in Finding 
Surface Orientations." Computer Vision. Graµhics. and Image 
Processing 22 ( t 983). 145-176. 
02. Sl1afer, S. A. Using Color to Separate Reflection Components. 
Computer Science Department. University of Rochester, in 
preparation, 1984. 
83. Shibata, T., Frei, W., anti Su tton, M. Digital Correction of Solar 
Illumina ti on and Viewing Ang le Artifacts in Remote ly Sensed 
Images. Proc. 1981 Symposium on Machine Processing of 
Remotely Sensed Data, 198 1, pp. 169-177. 
84 . Silver. W. Determining Shape ancl Reflectance Using Multip le 
Images. Master Th., MIT EE and CS o,~pt., 1980. 
135 . Sjoberg, R. W. and Horn, B. K. P. Atmospheric Modelling for 
tile Generation of Albedo Images. Proc. ARPA IUS Workshop, 
Apri l, 1980, pp. 58·63. 
86. Slater, P. N .. rlemote Sensing: Optics and Optical Sys tems. 
Addison-Wesley, 1980. 
87 . Sloan, K. World Model Driven rlecognition of Natural Scenes. 
Ph.D. Th., U. Penna. Moore Sc hool of Elec trical Engineering, June 
1977. 
88. Smith, H. T. U .. Aerial Photographs and Their Applications. 
Appleton-Century, New York. 1943. 



09. Smith, G. B. The Relationship Between Image lrracliance and 
Surface Orientation. Proc. ARPA IUS Workshop, June, 1983, pp. 
243-248. 

90 . Tenenbaum, J.M. and Weyl, S. A Region-Analysis Subsys tem 
for Interactive Scene Analysis. Proc. 4tl1 IJCAI , September, 1975, 
pp. 682-687. 
91. Thompson, W. 8. and Yonas, A. What Should be Computed in 
Low Level Vision Systems. Proc. NCAI, AAA I, August , 1980, pp. 
7, 10. 
92 . Torrance, K. E. and Sparrow, E. M. "Theory for Off -Specular 
Reflection from Roughened Surfaces." J. Optica l Soc. l\m. 57 
(September 1967), 1105-1114. 
93. Ullman , S. "Visual Detection of Light Sources." Biol. 
Cyberne tics 2 7 (1976), 205-212. 
94. Ullman , S. "Analys is of Visual Motion hy Biological and 
Computer Systems." Computer 14 , 8 (Auuust 198 1 ), 57-69. 
95 . Waltz, D. Underslanding Line Drawings of Scenes with 
Sl1aclows. In The Psyc ho log y of Computer Vision, Winston, P.H., 
Ed. ,McGraw- Hill . New York, 1975, pp. 19-U l. 
96 . Wendland t, W.W. and Hec ht, H. G .. Reflec tance 
Spectroscopy. lntersc ience, New Yori<, 1966. 

- 43 -

97. Weymoulh . T. E., Griffith . J. S., Honuon, A. R., and Riseman, 
E. M. Rule-Based Strateg ies for lmag~ lnterpretolion. Proc. NCAI, 
AAA I, August, 1983, pp. 429-43?.. 
98 . Wi lliamson , S . • J. and Cummins, fl . Z .. l.i9h t and Color in 
Nature and 1\ 11. J. Wiley and Sons, New York , 1983. 
99. Witl,in , A. P. Shape from Contour. Ph.D. Th ., MIT, November 
1980. MIT AI-TR -589. 

100. Wilkin, A. Recovering Intrinsic Scene Charac teristics from 
Images. Proc . NCAI, AAA I, August, 1982, pp. 36-44. 
10 1. Wood l1 am, R. J. A Coopera ti ve Algorithm for Determining 
Surface Orientation from a Single View. Proc. IJCAl -77, 
August, 1977, pp. 635-641. 
102. Woodham, R. J . Photometric Stereo: A Refl ec tance Mop 
Technique for Determine Surfoce Or ien tati on from Image Intensity. 
Proc. SP IE 22nd Technical Symposium, vo l. 155, August, 1978. 
103. Wood ham, R. J. neflectancu Map Techniques for Analyz ing 
Su rfa ce Defects in Metal Cas tin gs. Ph .D. Th ., Ml f Al Lab, June 
1918. 
104. Woodham, R. J. Relati ng Properties of Surface Curvature to 
Image Intensity. Proc . IJCA I-79, August, 1()79, pp. 971 · 799. 
105. Young, I. T. "The Classi fi ca tion of Wl1ite Bloocl Cells." IEEE 
Trans . Biomedical Engineering BMF. - 19, 4 (Ju ly 1072). 29 1-298. 



PROCEDURAL ADEQUACY IN AN IMAGE UNDERSTANDING SYSTEM 

Jay Gli cksman 
Computer Science Laboratory 

Texas Instruments 
Dal l as, Texas 

Abiltract -- Model-driven vision systems often employ 
feedback loops as part of their contro l mechanisms ea 
that the context provided by previous analysis can 
effect subsequent processing. The MISSEE image 
understanding system combines a cycle of perception 
with a semantic network to interpret aerial 
photographs of urban areas. 

The semantic network links nodes via two 
hierarchies; specialization and composition, and two 
relations, instance and neighbour. Hierar chical 
control results in the network being built and the 
structure of the network in turn influences the cycle 
of perception. Heterarchical control promotes 
efficient use of context in a message-passing 
paradigm. 

MISSEE combines information from up to three 
sources: a digitized image, a sketch map, and advice 
given by the user. Several scenes have been 
interpreted and . the results are reported . 

Introduction 

An important aspect of vision systems is the matter 
of procedural adequacy [l]. Most domain independent 
systems tend to operate in a bottom- up, linear fashion 
beginning with the image and working towards the 
possible objects in it. Domain dependent systems 
generally have a wider range of control strategies, 
but most contain either a top- down component or a 
feedback loop of some sort. Such systems have the 
problem of deciding which object to hypothes ize (the 
chicken and egg problem [2]) but once determined, 
these programs can make efficient use of 
object-specific heuristics to plan their strategies. 
A priori expectations derived from the models as well 
as the context resulting from previous interpretation 
both provide important clues (and cues) to guide the 
understanding of images. 

There are two reasons for employing more complex 
control mechanisms in vision systems . First, by 
making better use of the available information, the 
program is able to achieve superior results than would 
be possible by trying all possible mappings of models 
to image features. Context-sensitive feature 
extraction results in more appropriate boundaries 
being chosen, thresholds selected, etc. The second 
reason is a question of efficiency. In all but 
trivial scenes, the combinatorial explosion of 
possible image to scene mappings requires some 
selection method to limit the number of choices. 

The domain of this research is the area of 
photo-interpretation of small urban scenes. 

aerial 
Objects 

The research discussed in this paper was carried out 
at the University of British Columbia. 

on the level of roads, rivers, bridges, and towns are 
postulated from features in the image. These objects 
are fit into the hierarchies that also contai n 
road-systems, river - systems, waterbodies, and 
gee-systems . Objects are represented as schemata [3 ] 
which contain value slots, relation slots, confidence 
values, and attached procedures. 

Previous Research 

Feedback control loops were well exemplified in the 
HEAR SAY II speech understanding system [4] . 
Processing progressed in a two-stage fashion known as 
hypothesize and test. In production rule systems, 
this is done by modif ying the global data base. 

The VISIONS system [5] uses schemata as the primary 
form of representation. Schemata guide the 
instantiation of hypotheses during interpretation. 
The system follows a three-phase mode of control, 
focus -expand-verify, which, depending on the knowledge 
sources involved, could exhibit either bottom- up or 
top- down cont rol . 

In the ACRONYM vision system [6] objects are modeled 
in three dimensions as generalized cones and their 
relationships are represented in an "object" graph. 
The "restriction" graph contains constraints on the 
spatial relationships between objects. From these 
representations, a "prediction" graph is generated to 
hypothesize object to image feature . matches. 
"Observation" and "interpretation" graphs are built 
during the analysis of an image . 

A Cycle Of Perception 

Cognitive peychologiete have examined the role of 
schemata ae collections of structures and processes 
that both accept perceptual information and direct 
movements and exploratory activities [7]. Neisser 
describes a perceptual cycle where anticipatory 
schemata determine plans for perceptual action, the 
outcome of which modifies the original schemata. Its . 
three phases are "schema" directing "exploration" 
which samples "objects" in the image which modifies 
the "schema". A similar feedback loop has been 
proposed specifically for model - based computer vision 
[BJ. It is called the cycle of perception . A 
slightly modified version can be seen in Figure 1. 

Depending on where the cycle ie entered, one will 
observe different modes of operation which correspond 
to the traditional methods of control in Computer 
Science. If the cycle begins at the "object" stage 
then bottom- up processing will result. If the cycle 
is entered at the stage of schema invocation then 
top-down behaviour would result. The model knowledge 
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. 1 

• I 

INPUT: GLOBAL 
what the user knows 
about the image 

OUTPUT: GLOBAL 
what schema has 
been invoked 
and why 

SCHEl'IA INVOCATION 
AND INSTANTIATION 

OUTPUT: LOCAL 
what features 
have been 
discovered 

INPUT: PRIORITIES 
where to search 
and what ·for 

eam lee 

INPUT: LOCAL 

user sees 
in the 

OUTPUT: PLANNING 
~ - - - - what the schema 

or advisor want 
to look for 

Figure 1. A Cycle of Perception 

contained in the schema will be used to hypothesize 
the existence of objects in the image. There will 
also be information concerning how and where to obtain 
the information in the image that will verify the 
hypotheses. So, the exploration module will cause the 
image to be sampled to find the appropriate 
information. Depending on what is found in the image, 
the schema will be suitably modified. The 
instantiated schema can then request more information 
to confirm its existence or it can use the knowledge 
gained to help hypothesize the whereabouts of other 
objects. 

In this way, the cycle of perception promotes 
cooperation among the schemata. As objects are 
instantiated they communicate to other schemata to 
give advice and/or to build the semantic network. 
Thie in turn initiates another loop around the cycle 

· as a new schema is instantiated. The schemata work as 
individuals (via attached procedures) and together 
(via messages) to bring about the interpretation of 
particular information sources. 

The cycle of perception is similar to other feedback 
paradigms such as hypothesize and test. It is 
particularly well-suited to a schema-based system 
because it identifies the natural places where 
schemata can move into and out of the focus of 
attention. The consequences of this are discussed in 
the following section. 
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The Hierarchies 

Besides the cycle of perception, control is strongly 
influenced by the hierarchical relationships between 
schemata. In an object-oriented system, the 
connections between the objects determine which pairs 
of schemata can most profitably communicate. Messages 
can be sent from any schema to another; however, part 
of the goal of interpretation is to join all of the 
schemata into a unified network necessitating 
significant communication between neighbouring nodes. 

The two important hierarchies in terms of control 
are specialization and decomposition. These are 
combined with two relations, instance and neighbour, 
to form the semantic network. Instances represent 
possibly hypothetical objects particular to a given 
image. This distinguishes particular from stereotypic 
knowledge. The neighbour relation is used to group 
objects in the composition hierarchies. Objects that 
are neighbours are "part of" the same structure. 

Figure 2 shows the generic hierarchies used in the 
MISSEE system. In graphic form, the standard control 
paradigms are apparent. Top- down, model - driven 
behaviour will be observed when schema-specific 
routines respond to messages from "above" in the 
hierarchies. Bottom- up, data- driven control comes 
from below, since the objects at the "bottom" of the 
graph (road, river) can be considered to be the most 
pr im!t i ve, "closest" to the data . The data ( the 
intensity image and the sketch map) can be thought of 
as being another layer "below" the depicted schemata. 
The relationship between data and schemata is not 
specialization or decomposition but some type of 
mapping. The di r ections in the graph make sense 
because the graph has been displayed with the schemata 
ordered from the bottom by increasing generality and 
composition. 

speciali z es t o = 
dec omposes to 
one or more of 

Figure 2. The Generic Objects in MISSEE 



Control: Top-Down/Bottom-Up/Middle-Out 

Top-down control can take two forms. The first is 
like top-down parsing: e.g. if one wants to establish 
a geosystem then find either a landmass or a 
waterbody. Model knowledge is used at each stage in 
deciding how to move down the hierarchies until a 
bottom level schema (terminal symbol) is reached. If 
it can be instantiated from the information sources 
then the hierarchies that have been built up can 
remain in place. Otherwise, control must back up to a 
choice point and a different branch must be taken. 

The other type of top-down control can take effect 
only after part of the in~erpretation has taken place. 
Previous results help form the context of the current 
stage of processing . The context plus the model 
knowledge of the schema are used to produce a more 
efficient search strategy. For example, if it has 
already been established that a bridge exists, then if 
control currently resides in the road system schema, a 
good strategy would be to look for a road going over 
the bridge. Since the location and orientation of the 
bridge are known, this greatly constrains the 
resulting search for evidence of a road. 

This second type of top-down, or expectation-driven, 
control can also be used to relax thresholds. 
Thresholds are those cutoff points that 
schema-specific routines must use to determine whether 
the features in an information source are sufficient 
to instantiate the object. For example, the 
intensities of pixels representing water are usually 
less than those corresponding to land. A threshold 
for water is an intensity value that classifies as 
water all p(xels having lower intensities. However, 
it is generally true that if one tries to find an 
intensity value that divides all pixels into two 
categories (water and land), there will always be some 
pixels that are classified incorrectly, 

If one starts from a conservative position that will 
only accept feature values that are reliable 
indicators of the presence of an object (the principle 
of least commitment (9)), then as the expectations 
rise for existence of the object, the thresholds can 
be relaxed so that less reliable feature values will 
still verify its presence. The current context plus 
model knowledge determine how much the thresholds 
should be relaxed. 

Although .top-down control can be very effective, 
bottom-up, data- driven control is also necessary. It 
is essential in providing the initial context that the 
previously-mentioned top-down method can use. It is 
also important in scenes where context is lacking. 

Once a schema is instantiated from the data by 
having its slots filled, then two types of messages 
can be sent. First, the schema will generally 
transmit a bottom-up request to higher-level schemata 
to discover where it should fit into the semantic 
network. For example, a newly instantiated road will 
send a message to "road system" which looks for a 
compatible existing road-system instance to join. If 
one does not exist, it will be created. Second, the 
schema may send out suggestions of other possible 
interpretations. While one road schema was being 
instantiated, an intersecting, bright, linear region 
would be a candidate for another road. These 
suggestions could go in any direction in the 
hierarchy--up, down, or laterally. 

Once processing has passed the first few stages, 
there will generally be several possibilities for 

further processing. These are placed in a priority 
queue which can be modified by the user (cf. the next 
section). These possibilities include a mi xture of 
both top-down and bottom- up messages. Control will 
move up and down the hierarchies and at each node more 
messages will be spawned to induce more processing. 

This type of processing is neither top-down nor 
bot tom-up. It takes advantage of the re l ations 
between schemata which organizes them i nto a graph 
(see also [10)). A message sent from a schema may be 
going up the hierarchy (bottom-up), down it 
(top-down), or laterally across. The latter mode is 
similar to heterarchical processing (11), The 
strategy is best-first or island-driven with the 
rankings on the priority queue used to determine the 
order of search. Since hypotheses can be retracted, 
it is more akin to non- monotonic reasoning than most 
vision systems whi c h usually follow the principle of 
least commitment. It is also described well and is 
independently motivated by the cycle of perception . 

Interaction 

The cycle of perception provides convenient points 
for communication with the user. At each node in the 
cycle there is a particular, useful kind of 
information that can be exchanged. These inputs and 
outputs are shown in Figure l and are described below. 

GLOBAL: When a schema is invoked, the model type 
(e. g. river) can be described for the user so that 
he/she knows what the current focus of attention is. 

LOCAL: The information derived from the image can be 
output when the image is sampled. It can be in the 
form of verifications of hypotheses directed by the 
schema, facts concerning the image features that may 
be relevant to the schema, or data that can cause a 
shift in attention. 

PLANNING: This is a list of possibilities for 
further processing. As they are executing, the 
schema-specific procedures can make inferences about 
other models that should be invoked , They will then 
send a message to alert the appropriate schema. Those 
messages plus the user's input make up the 
possibilities list . 

The schema-specific procedures will give up control 
for one of three reasons. The procedure might succeed 
and the current schema will become part of the 
semantic network. It might fail, in which case the 
hypothetical schema will be destroyed. Or it might 
suspend to wait for more information. Attention would 
then normally shift to the first entry in the 
possibilities list . 

The possibilities list is a priority queue. Its 
entries are ranked by the schema that sent the 
message , The value given by the schema will generally 
be a factor of its own confidence and the certainty of 
the inference that caused the message to be sent. The 
rankings are shown to the user so that he/she can see 
how processing will continue and can assert his/her 
priorities by rearranging the queue. 

GLOBAL: The user can enter 
information about the scene. 

general or specific 
General data includes 
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parameter, that affect all level• of proces1ing, for 
example, the acale of the aerial photograph. Specific 
Information pertain, to 1pecific object,. For 
ln1tance, one can Indicate that there 11 a road in the 
picture. Thie information can cause entries to be 
added to the possibilltiea list or might cause global 
1chemata to be modified. 

LOCAL: !lore specific information can also be 
Introduced concerning the interpretation that is 
t•king place. This would include advice to the 
procedures of particular invoked schemata. 

PRIORITIES: The user can influence subsequent 
processing by modifying the priority queue. 
Rearranging the entries changes the search and 
Instantiation priorities of objects. Objects that are 
of no interest or that are perceived to be false can 
be removed from the queue. By altering the parameters 
within the entries, one can modify the interpretation 
context . This would include changing the location in 
the image where the object will be sought. 

The cycle of pe rception is well-suited to a 
1chema-based, object - oriented vision system. It 
allows feedback from previously instantiated schemata 
to provide a more informed context for subsequent 
processing, Also, interaction le facilitated by 
having clearly distinguished points in the cycle where 
different types of information can be exchanged. 

The Implementation 

Figure 3 shows the !IISSEE system [12). Sketch maps 
are analyzed by !lapsee2 [13) which result& in a 
1emantlc network of !IAYA [14) schemata. The digitized 
images are analyzed with respect to both edges and 
regions, yielding primal sketch-like deecriptione. A 
more complete description of the !IISSEE system can be 
found in [15]. 

Control le exerclaed through the cycle of perception 
by means of a global priority queue. Each message on 
the queue designates a recipient schema, how it is to 
be entered, and a possible context for the evaluation 
of one of Its attached procedures. This is analogous 
to, but more limited than, pattern-directed invocation 
and achieve• a similar modularity . 

Message, are sent from schemata to redirect 
attention to ot~er schemata as the reeult• of 
interpretation become available. The ueer can also 
initiate messages either to impa rt new information or 
to make known his/her requirementa. for modularity, 
the sender of the messare (a schema or the user) only 
needs to "know" two aspects of the receiver: the name 
of the recipient schema as well as where it a!ta In 
th• hierarchy relative to the sender. Lateral 
messages are always sent top-down. A priority value 
!1 included to rank the message . The user can proylde 
a value to reflect the Importance of his/her message 
relative to those already In the queue. A schema will 
renerally use Its CONFIDENCE value plus or minus 1ome 
emall number to reflect the Importance of the message. 
finally, acme Information useful to the procedure, 
auch as location, may ba provided. 

Another global facility i1 the demon llet. Demona, 
function• e1tabllshed by attached procedure•, are 
activated when iome future cond!t Ion becomee true. 
After every attached procedure la executed, each demon 
11 evaluated If it• initiation condition, are true. 
Normally, after a de•on hae run It will remove lt1elf 
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Figure 3. The !11SSEE System 

from the list. 

Demons are used in !IISSEE in conjunction with 
lateral messages. For example, while instantiating a 
bridge, a message may be sent to suggest a region that 
might correspond to a river. At the same time, a 
demon will be set up to wait for the river to act ually 
be !netantiated. If it is, the demon will create a 
neighbour link between the two Instances and vanish. 
The demon's action saves the river schema from having 
to search all of it1 neighbouring regions for one 
corresponding to a bridge instance. 

Bottom-up procedures are used to instantiate 
schemata and to build up the semantic network. 
Top-down procedures are used to direct attention to 
sc hemata whose instantiation would most profitably 
advance the interpretation. 

ln !IISSEE, the user is able to do as much or as 
little as he/she desires to influence the progress of 
Interpretation, The user would generally vary the 
amount of interaction depending on the accuracy of 
processing, hie/her priorities, or both. By taking an 
active role, the user can guarantee that the results 
will be to his/her liking. Depending on how well the 
automatic system !a performing, thia may take more or 
less effort. 

At one extreme, the user may choose to let the 
system run automatically. It le not required that 
he/ahe draw a sketch map. In the current 
implementation, he/she must help train the intensity 
categorizer to assign possible classes to regions in 
the Image, but there are waya to make this automatic, 
too. 



The user can ensure that the end results will be 
perfect. However, since there is no "natural" user 
interface, mor e extreme actions require the user to 
have more knowledge about the nature of messages and 
the schemata manipulation functions. 

With regard to task priorities, the user can narrow 
the system's focus. If the user is only interested in 
objects of a certain type, s uch as roads or river 
systems, then he/she can direct MISSEE to look for 
only those objects (and their components and 
specializations) and to ignore irrelevant messages. 
In addition, the user can be very specific about where 
to find the items of interest. Then, he/she can 
examine specific parts of the resulting schemata to 
obtain the desired infor mation abo ut the objects. 

The goal of the cycle of perception is to use the 
results of interpretation to guide further processing 
so that - scene knowledge is accumulated in an 
intelligent manner. Instead of randomly searching the 
image for interesting features, the focus of attention 
shifts in a direction determined by model knowledge 
and newly acquired information . A summary of the 
results of applying MISSEE to six images is shown in 
Table l . The values indicate the number of regions 
correctly or incorrectly identified. The overall 
error rates are 24% when only the image is available 
and 9% when a sketchmap is also used. This 
illustrates its effectiveness when only one or two 
information s~urces is available. 

IMAGE WITHOUT SKETCHMAP WITH SKETCHMAP 
CORRECT INCORRECT CORRECT INCORRECT 

Ashcroft 43 .. -i2 _2_5 _ _ - -2--

Houston 49 13 14 2 
Spences Bridge 62 29 15 4 
Spences Br. W. 89 11 10 0 
Spences Br. E. 18 6 11 1 
Cranbrook 13 5 16 0 

Table l . Results of Interpreting Several Images 

Search in the image is automatically re duced in 
three ways. l) Positional information from the sketch 
map guides instantiation in the registered intensity 
image. 2) Model knowledge filters regions for further 
processing based on the size and average intensity of 
the region , 3) Model knowledge plus context (the 
information gained from the int e rpretation process) 
suggest likely interpretations for regions ne ar the 
current fo c us of attention. Furthermore, 
possibilities for search are made explicit, giving the 
user control over their eventual us e. 

Table 2 shows the number 
searched to instantiate the 
schemata. 

of regions that were 
five bottom level 

As would be expected, the number of regions searched 
when the sketch map was employed was considerably 
smaller than without the sketch map. On the average, 
22% of the regions were examined when the sketch map 
was used and 41% when it was not . 
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IMAGE TOTAL NUMBER SEARC HED 
REGIONS WITHOUT WITH 

SKETCHMAP SKETCHMAP 
Ashcroit 
Houston 
Spences Bridge 
Spences Bridge 
Spences Bridge 
Cranbrook 

West 
East 

75 
139 
161 
125 
119 
285 

. ·39- ·- _ 2_3_ 

82 22 
97 35 
72 32 
58 45 
22 44 

Table 2, The Number of Regions Searched 

Conclusions 

The major hypothesis being tested by this work is 
that multiple sources of information are "better" thon 
a single source for the interpretation of images. 
MISSEE is procedurally adequate because it fulfills 
the two requirements s tated in the introduction. 
Superior results were obtained when the second 
information source was added (Table 1) and they were 
obtained more efficiently (Table 2). 

By providing seve ral types of attached procedures 
for each schema , MISSEE ensures that the appropriate 
method will be used for interpretation. Since the 
procedures are algorithms, they are flexib le, easy to 
program, and e ffective a t image interpretation. Also, 
because the procedures are tightly coupled with the 
declarative portion of the schema greater modularity 
is maintain ed. 

Schemata cooperate by means of the messages that are 
passed between them. This is an effective means of 
shifting the focus of attention to build the semantic 
network, interpret bottom leve l schemata, and provide 
context for subsequent processing. 

The control regime, the cycle o f perception, is the 
prime source of procedural adequacy. It allows the 
user to give and receive information at timely 
intervals so that he/she can influence processing. 
Furthermore, it ranks the interpretation possibilities 
to provide a focus of attention. It fits together 
with the hierarchies in the semantic network to both 
fit new knowledge into its proper position as well as 
using the existi ng structure to guide subsequent 
processing. 
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THE LOCAL STRUCTURE OF IMAGE DISCONTINUITIES 
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Abstract - We present a new method for locat­
ing dis<:ontinuities in one-dimensional cut s Lhrough 
idealized images. The modPI for sucih a cut is a 
sampled, piecewise smooth ( C' L) function eorru pted by 
noise. The new method uses an extension of the math­
ematical delinition that a fun<: tion is di ~continuous at 
a point if the left- and right-hand limits ot' the fun ction 
(or any of its derivatives) are unequa l. The extended 
definiti on is that a noisy t'unc:Liou is di scontinuous at a 
point if the difference in the e, tim ates ot' the limit s is 
stat isticall v sign ificant . [t l'o llow~ from this PXtcnJed 
definition that locating disront,inuitiPs mu st be carried 
out at the same Lime as detc~rminiug Lue ~lrnr tun' 
of the uncorrnpt.ed funetion in a l()('n.l nPighbourhood 
about the discontinuity (we call this the loc al structme 
of the di sc ontinui ty). Determining this local stru cture 
is an important first step in interpreting the physical 
event causing the image di scontinuity. 

Introduction 

Image intensity discontinuities pl ay a crucial role 
in the interpretation of images because they can only 
correspond to one thing - di scontinuities in the phys i­
cal events being viewed. For exam pie. the labd ed 
regions of Figure l(a) all co ntain di scontinuities in the 
phys ical events viewed: be they discontinuities in sur­
fac e depth, surface orientation. reflec tance, or light­
ing. In a real image, some or these events might bP 
out of focus or some of the cast shadows might have 
fuzzy boundaries due to non-point sources of light, 
etc. Such an image would therefore have a combina­
tion of image intensity discontinui ties (for those events 
that are in focus), and "im age events at larger scales" 
[l] . To fo cus our attention on image intensity di scon­
tinuities per se, we will consider an idealized world in 
which the surf aces and their reflec tance properties are 
piecewise smooth , with onl y point so urces or light and 
no diffraction. The image of such a world taken by 
an ideali zed camera in whi <: h c~verytlling is perfect,ly 
in focus is a piecewise smooth intensity fun ction . 

We tackle two problems witb regards to these 
ideali zed im ages. The tirst is lornt iug the di scon-

-so-

tinuities in a one-dimensional cut of th is pie('ewi sP 
, mootb intensity function given a noisy. ,ampled ver­
, ion ot' the cut. The ,;econd is deLrrmining what we 
ctl l 1.he local st ructure of th es0 discontinuities. [n 
the following Section we di sc 1tss why ror determining 
lorn[ , tr11cture is important ror image interpretation. 
Following thi s, W(~ , how that lornting di scontinu ities 
r,rnnot be done without , irn1ilt~trl(-~ously dctr. rmining 
lo('al , I ructure. \c:xt. w1: clc:snibe a te<'Lln ique t'or 
doiug hotl1 simult;rnc'ou ., ly and pre, t'nt so m<' results of 
the ,,,rhnique. 

Why Determining Local Structure is Important 
for Image Interpretation 

Se vern! researchers have not ed th ,1L tf1e '1ru(:t 11re 
or 1.he intensities in a loc,11 neigllbo11rhood around ,l 

discontinuity is a func tion ot' the phy<;i l' ,l. l c-·n·nt , be ing 
vi ewed [2, :l]. We rail I bis t hP local , truct urP ol' th e di s­
coutiuuity. [n ge neral. the local , trnct1trP can lie-' quitP 
compl ex and is often c·llarar tP ri stic to the phy~ir· ,1 1 
event corres ponding to the di~continuity . Thus. cap­
tur ing the local structure can be an important lirst , tep 
in im age interpretation . For the spe<:ial r.ase of one­
dimensional cuts of idealized images , ti.l e local struc­
t.ure is the left- and right-band li mits of ti.le intensity 
function and its derivatives. 

As an example of the characteristic local struc­
ture or the image of a pllysieal event. consider the 
bound ary of the cast shadow in thr left-I.land CS region 
or l~igure l(a). Civen Lhat the region is planar. and 
has a ~moothl y varying Lam berlian rl'tkct ance. t hP 
c: ast ~badow dTec ti vPly multi plies tlw image i ntPnsi ty 
within its bound ary by a constant factor. Thus. the 
rns t shadow adds a constant to ti.l e logarithm of thr. 
image intt' nsity within its boundary. Because deriva­
tives arP ttn aITected by the addition ol' a constant. 
I he values of aU of the deri vati ves of the logarithm 
of the intensity just Lo the left and right ot' the dis­
c·ont.inui ty :V[CST he identical. Tlii s c~x ample is il­
lustr ated in fi gures L(b) and (e). Figure l(b) is ,l graph 
of the logari thm of Llte in tens iti1!s along a horiwnt.al 
cut throu gh t i.le region when there i~ no l'as t shadow. 
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Figure l(c) is a grap h of the same cut when Lb.ere is a 
rast shadow. \iote in particul ar that the tlrst deriva­
tives (slopes) just to the left and right of the disco n­
tinuity are identical. 

The above example is not meant to indicatP 
tbat cast ~hadows have identical lelt- and right-band 
limits of derivatives in ,1 11 c: irrnm~t ;rnces (t hey do 
not). Rather. the example is the re to show that lo­
rn! st ructure is oft en characteri st ic ol' part ic: ular phri­
cal situations (in this case a shadow casL on a planar 
Lambertian surface), and tberel'ore capturing thi ~ local 
structure is an important tirst step in the interpret a­
tion or images. 

Why Determining Local Structure is Necessary 
for Locating Discontinuities 

A second motivation for determining loc al struc­
ture is that it will necessarily affect whatever process is 
used for the location of disco ntinuities. [n particular , 
tec hniques that assume that all discontinuities have 
the same, fixed, local structure are bound to be in 
error wherever the ,1ssumpLiou is false (an example 
that illustrates this follows). This is inevitable !'or aL 
least so me discontinuiti es . even in ideali zed inrnges or 
general sc P11es. For Pxample. every di scontinuity in 
Figure~( a), wl.iicb is a typical rnt through an ideali zed 
image, has a different local structure. Since loc:1 ! struc­
turr must be know n to properly locate di scontinuities. 
it follows that locating disc:o ntinuitiPs mu st hP done 
co ncurrently with determining tb.Pir local ~t rncr ure. 

:Vlany current tccbni4ues ass umr' tliar lon1l .,1:rnc­
t11n~ is the same for all disco ntinuities fl , I. ."i l. llw 
tirst two. based on ·'gradient est im atioo··. imµli t itlv 
,bs urne tl.iat every di sco ntinuity is a lo<"al , tPp i'Unl'­

tion. as illustrat rd in Figure 2(b). Hoth npproaehP, 
also suffer · from a prob lem in principle: grad ients 
are undefined at points of di sco ntinuity. h<' n< '.<) any 
.. e, timate·· of the gradient at these point, is necessaril y 
mea ningless. The techniques desnibt-!d by de Sollza, 
based on sliding statistical test.s. eitlwr ass llme that 
tl1e function is piecewise consLant. or that the !'unction 
only differs by an add itive constant anoss the di scon­
tinuity (which is correct l'or ce rtain cast shadows. as 
desc ribed above. but is incorrect for other types of dis­
continuities). 

Why Zero-Crossings Can't Work. To il ­
lust rate the kinds of problems that can arise when 
assuming that local structure is tbe same for all dis­
continuit ies. co nsider the :Vlarr-Hildreth zero-<" rossing 
technique. The basic algorithm is to find the points 
of inflection (zero-crossings of the seco nd derivat ive) 
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of a function blurred by a Gaussian .. \µplying this to 
the piecewise smooth function of' Figure 2( a) produces 
the zero-cross ings of Figure ~(c) and (d). indicat ed by 
vertical lines superimposed on the original !'unction. 

Two prob lems with the tec: huique are im­
mediately apparent. 

1. Only the disco ntinuities that are approxi­
mately local , tPp functions are <·orwc1 ly lo­
cal Pd. For the , mall rJ of' Figttr ,'. ](c). t l.ii s cor­
l't·',ponds to t.lw fir , t and lil'th !.Pro-c ross ing,. 
whi le for thr l,1rger rJ ol' Figurr j d) . this co r­
res ponds to just tl.ir. lirst. zrro-cros~ing . 

2. \:!any of' the zero-cross ings do uot correspond 
to .my disco ntinuities at all. In partic ul ar. 
the last three in Figure ~(c) and the la,t 
one in ~(d) rnrrespond to ordinary points of 
intlect ion of the fun cLion . 

Th<' tecl.iniqtte desc ribed in [·lJ. while more resistant to 
noi,1'. has very similar problr ms. 

[n , hort. tlw int-lect ion po int s or smoothed l'uu t:-
1 ion , .irr not g11,1rao1.r1'd 10 correspond lo di scon­
tinuitir, unl<-'.ss I he l'un<"tion is origi nall y piec,!wi s<' 1·011-
,1 a111.. Thi , is not th<' 1·a,P . 1·1·<' 11 !'or ,dr!l/1 ::r ,I imag<•, 
oi' gi> ll('l';\j ,( 'I! l\e S. 

Overview of Our Approach 

Our approach is li;1sed on tlie app li c:1tion ol' P~­

tim at ion theory to the mat hemalic ,11 drtinition ol' dis­
continui ty: a function is discontinuous at a point if 
and only if its left- and right-band limi ts ;1re uneq ual. 
Spec itically, we: 

- es timate the left- and right-hand limi ts or the 
!'unct ion and of its derivatives at every point: 

- determine whether certain necessary condi­
tions for est imation are satisfied; 

- if so, determine whether the difference 
between the limits is statistically significant. 

For a neighbourhood size ol' LV samples, we es­
timate the left-hand limit of a function at a given point 
as follow s. Detine the ori gin to be midway between two 
consecutive samples. Estimate the !'unction to the left 
of the origin using the left-mo st ,V ,amp!Ps (we ca ll 
this the left half-neighbourhood) . The Viilue of thi s 
estimated funct ion at the origin is the left- hand limit. 
~imilarly. the value of' the derivatives ol' thi s P~t imat ed 
function at the or igin are the lel't- 1.iand limi ts ol' the 
derivatives. The analogous procedure using the ri ghL 
half-neighbourhood produces the right-hand limits. 



The key to this approach is the µrocedure for 
Pxplicitly verifying that the necessary conditions for 
estimation are satisfied at every µoin t. We examine. 
case by case over a range of neighbourhood sizes. those 
situations in which these necessary eo nditions might 
be vio lated, and inhibit the estim ate whenevrr the 
conditions ;tre in fact violated. In add itiou. multiple 
neighbourhood sizes nll ows us to n.utom at i('ally nsr 
larger neighbourhoods for es timation ( which is more 
reliabl e) when the di sc ontinuiti es ,tre far apart. and 
smaller neighbourho ods when th e di sc ontinuities an! 
close ly packed. 

The necessary conditions for our est imat ion 
procedure are: 

CL Eac h half-neighbourhood must correspond to 
a Cl piece of the function; tlrnt is. the half­
neighbourho ods must not co ntain any discon­
tinuities. 

C2. The class of es timating functions must be ap­
propriate: that is, the error in troduced by 
restricting the estimation to this class must 
be small relative to the error in troduced by 
the noise process . 

:\!though this approach can be app lied to many 
types of underl ying functions co rrupted by many types 

of noise, we will be presenting an app li cat ion of the 
approach to one-dim ensional piecewise ( ' l function s 
1·orru ptf!d by additive white Caussian noise. There 
are srverat rraso ns for th is choice. F' ir, t. ,ts di s­
cussed in the fir st sec tion, piecewi se C · l !'unct ions arr 
id eali zations of one-dimensional e11t s thro ugh im ages. 
Second, additive white Gaus.s ian noisP allows 11 s to 
make the presentat ion simple by kee ping Lhe est im a­
tion theoretical analysis simple. 

Estimating left- and right-hand limits differs 
from the tec hniques desc ribed prev iously in two 
, ignilicant ways. First, this approach est im ates the lo­
cal structure at eac h disco ntinuiLy. rat her than assum­
ing that it is the same !'or Pac h discontinuity. Second. 
tl1e limi ts that we est im ate are defin ed everywhere. 
whereas thr gradients "est im ated'' by tlw other tec h­
niques are undefin ed at di sc on tinuiti es. Yet Lhis is 
prreise ly where the "psl im atPs'' of' the grndients ,trr 
11sed. 

Design Issues 

Sensitivity and Reliability 

Estimation procedures tend to be more reli ab le 
(and hence more se nsitive) as the number of samples 

used for est imation increases. Thus. the est im at ion 
procedure should use as large a neighbourhood as pos­
;; ibl e to increase se nsitivity. At the same time, the need 
to locate closely pac ked high contrast di sc ontinuities 
suggests that a small neighbourhood size should be 
used. These app arently co ntradictory requirements 
rnn be met through the use of multiple-s ized neigh­
bourhoods. However. this introduces the problem of 
rnnsistency between multiple res ults. The f'otlowing 
~ect ion adclreses thi s problem. 

A Constraint on the Domain of Estimation 

There are two co nstraints that Ps tim atiun theory 
impo,es on our domain. The llrst. is the minimum 
l'ill l' ,lt which the c t pie<'P.S of tltc f11nl't.ion must. 
be sampled. and the seco nd is the minimum spac·in g 
hPt.wPen the disco nLinui ties. 

Thie Lirst const"rain t co m1-•s l'rorn th 1:i r·equirement 
1 haL th1-' number ol' degrePs ol' freedom l'or an Pstima­
tiou problem he st ri ctl y grPaLcr th,lll ze ro. lltat is. 
l'ur the neighbourhood ovi> r which Ll1e e~t imation is 
1wrt'ormecl , the undrrtying f'urwti ou must lw ddinPd 
11 sing fewer parantf!ler~ t Ltau ~ample~. Thi s i, clearlv 
not tlie case !'or arb itrnrv (' l l'undion . tfm1r ,·1'r. ai­
rnos t alt C t !'unctions Ci.In he ,arnpt ed ,lt a rate , 11r:h 
th at they ,tre approxirrrntl' ly tir~t orc!Pr 0 1w ,1 gin'n 
number of samples evi-> ry,vhnP (<·,d i I hi , n11mfwr of' 
,ampl es .Vmml · Thus. d!·?lllanding that. the' 1'111lC'tio11 
lw ,ampted at thi s rate al lows us to 11 sr a lir , t order 
approximation over any .Vmw consecllf.ivc• ,ampl es 

11ir.hin the c t pieces of the funct iou. Imposing; this 
1:11nsLraiut on the sampling ratr sati sfi es th e i->,L imalion 
Lheon~ti cal requirement without signific ant ly red ucing 
t.he ~pace of c l functions . . \n important notr is that 
thi s minimum sampling rate does :\iOT imply that a 
lirst order approximation ( or any other spec ific order 
of approximat ion) is approp ri atr for more Lhan .V 

. I [ l 111.1,n eonsec ut1ve samp es. nc eed. one of the prob lems we 
face is choosing an appropr iate order of' approximation 
!'or more than Nmin sampl es, as di sc ussed later. 

The second constraint is that the minimum di s­
tan<.:e between successive di scontinuit ies be .V . . . , · min 
samples. This constramt allows us to use .a neigh-
bourhood of Nmin samples on either side of a discon­
tinuity which is guaranteed to be ap proximately first 
order without overl ap ping oth er cfoeontinuities. ,\ s we 
:i hatl ,ee, t his all ows us to 11 se a particu lar techniqUl' 
callPd intra-scale inhibi tion to inhibi t t l1 e est im at ion 
proc1~dure in places where the necpssary c·<rnditions for 
est im at ion are not satisfied. 

-52-



·, 

I 
· ' 

Details of the Procedure 

The details and results that follow ar~~ for the 
~pecial domain of piecewise c t functions corrupted 
by additive wl:iite Gaussian noise. \Vr 11se ,/Ii order 
polynomials as our estimat ing functions to fac ilit ate 
both t l:ie least-squares es timation or the limits and tl:ie 
determinat ion of statist ical signilicance. 

Estimating the Limits 

We est im ate tl:ie function in 1'a1:b lrnlf-ueigl:i bour­
hood as follows. Define a lorn! rnordinate system with 
t be origin mid-way hP. tm~e n l wo C'On~~~rn ti v1~ sam pies . 
fo this way, the codlicients of the polynomials are tl:ie 
limits of the po lynomi als and their derirnr. ives at the 
origin. The leasHquares approximation of t b1~ two 
independent polynomial s is rnrried out as !'ollows. 

Let: 

}' be the column vec:tor of observat ion, for the e 
left half-neighbourl:iood: 

fr be the column vector of observations for the 
right half-neighbourhood: 

.\-e be the co lumn vector of coordinates for thP 
left half-neighbourhood: (-(2N - l )/2, 
-(2N - ;5 )/2, .. . , - :5/'J., - 1/2); 

.t,. be the co lumn vecto r of coord inates for the 
right half-neighbourhood: ( 1/2, 3/2, ... , 
('J..1\/ - 3)/2, (2N - l)/2); 

Ce be the column vector of unknown (noise) 

values !'or tl:ie left half-neighbo urhood: 

[',. be the column vc!'.tor of unknown (noi s1') 
values for the right half-neighhottrl:iood: 

O be a co lumn vP.ctor of S ze ros: 

T he a column vecto r of S ones: 

then the model for the est imate of the two independent 
nth order polynomials witl1 the origin detinPd at the 
center can be written as fol lows [oj: 

f?el = [~ ~ -~e ~o -~; ~:') · · · S) _;1n] beo 
lf;.J O 1 0 Xr O .\ ~ · · · O \ r bro 

0ft 
/Jr l 
bf') 
b,.2 

+ [~el 
Ur 

-53-

or 

Y= X lJ+(. 

The maximum-likelihood vector of parameters lJ 
can b1~ computed using the matrix product 

Since the coordinate system is detined locally, the 
matrix T = (X1_.'( )- l :<1 is tlie same for all point,. 
Thus, at each point , a given co1~lticicot or B is thr: 
inner-prodllCt Of rl C()il,S/0 1/t row or [ With tlW <a tllp lPd 
dat a f·. Tl1i s is Pqui rn lent to eo uvo lving; I he sampled 
dar a \1·i th t.he reverse or Ll1i s row H~ctor. a 1·l'ry p[Ji<"i°L· Ill 
com put at ion. 

For example. the clilJerP.oce i>Ptweeu tit<' left- ,rnd 
1·i g; ht-liand limits of the 1~s tim ate is (bro-hr0). Thi s is 
eq11i1·;1l1:nt to 1·oornlvin g the sam pl l'd dal a 11il h ({l -
T. )). illustrated in Fig11 re :i_ 

Verifying the Necessary Conditions 

The procedure l'or vr rifyiug I hilt rnndit ion, Cl 
;1ud C2 are met is two-fold. nu~ tiN 'i[(' P or th<' 
proc:edure app lies to the smallcsl balr-neighhourhood 
~ize .Vrrun as fol lows. F{rcall tl:iat WP havP con­
st rained our domain ~ucl:i that succ1•s, ivP di sco n­
tinuities are no close r than .\"min samples ;tpart. and 

that the C l f llllC tioo is ap proximatdy nrst order owr 
.\'

11
1! n contiguous samp les . Ci wn th is co nstrai ot. 

;1 half-neighbourhood or , ize .\,iin 1·an rontain ;11 

mo , L one discontinuity .. \Lo. by 1· hoo, ing l ~1 nrd1•r 
polynomials, condition C2 is ncc1· s~arily , at i~lied and 
JH'Pd not he ve rified. Thus. for a half-neighbourho od 
~izc or \nin' w P are left with r.hr er' po,sibilitib: 

1. there is uo disc ontinuity 11ithin 1.hP neig h­
bourho od. in wh ic: h rn,e th1-' 1',t im at ion 
procedure is vali d; 

2. there is one discontinui ty that is in the ee ntPr 
of the neighbourhood, in which case neither 
of the half-neighbourho ods contain di sc on­
tinuities and again the es timation procedure 
is valid ; or 

3. there is one di scontinuity within eitl1er the left 
or right half-neighbourhood (or both). 

See Figure ,[ for exampl es or thesr thrP.e cases . 
Since the estimates are only valid for ca:;es ( 1) and(~) 
above. what needs to he done is to inhibit thP est ima­
tion procedure in case (3). The observation that allows 



us to do this is that, all else being equal , the erro r in 
est imating the function in case (.3) wi ll be co nsiderab ly 
larger than in case (2). Thus, by choosing only those 
est im ates that are locally minimum in error (i.e., those 
est im ates that have smaller sum of' squared errors than 
those within a distance of :\run ~amp les). we inhibi t 
,i ll est imates that fall in to the third category . 

Figures :i(a) to .1(d) illustrar.e what c,rn happen 
if the verificat ion stage of the estim ation procedure i, 
le~ out. In Figure S(a), we have app lied tl1 P. est ima­
tion proced ure at every po int for a hal f-neigb.bo urhood 
, ize or ,Vmin = 4 using tirst order a.pproximat ions. 
and have highlighted all points when! t he difference 
betwee n the left- and right-band li mits were rnnsidered 
to be stati stically significant with ve rtical lines . .\'ote 
lb.at some singularities are surrounded by sevPral high­
lighted po ints. In Figure :"i( b). we have :i.p plied the 
verification procedure. which we call io tnHcale in­
hibition , eliminat ing es t imates !'o r case 1:l) ., ituatioos . 
\'ote that each singular ity now has only one hi gb.­
lighted point. 

The sec o[)d step in the procedure is app licab le to 
all neighbo urhoods whose lrnlf-neighbourhood size is 
greater than .\'min· By app lying tb.e same proced ure 
as !'or the ~mailer neighbourhoods, we can eli minate 
invalid esti mates for case (:~) situations ,ls before. 
However. there are two more cases that must also be 
dealt with: 

4. there is more than one disco ntinuity within 
one or the other half-neighbourb.ood: and 

5. even if there are no di scontinuities with in 
the neighbourhood, there is now no guarantee 
that a given order of' approximation is ap­
propriate for this larger ne ighbourhood size. 

lo. both cases, the ex pected value of the normal­
ized sum of squared errors wi ll be larger than the stan­
dard deviation of the Gaussian nois<~. By inhibiting 
es timates whose sum of squared errors is sigoilicant ly 
larger than an independent est imate or the standard 
deviation , we are left with valid P,t imates. 

'vVe mo get an approximately independent es­
timate or the ~tao.dare! deviation ,ls fo llows. Divide 
the leh half-neighbourhood into non-over lapp ing in­
tcrrnls or N mm samples. Let K denot e the number 
of such interval s that are valid according to step 1 of 
th is procedure. Let.;· denote the sum over these inter­
vals of the sum of squared errors. Because ,; is form ed 
using only valid es timates . . S·/ (A.-(.\mn - 2)) is an 

unbiased est im ator of the st andard deviation. Let \ 
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denote the sum of squared errors over t h(• larger hall'­
neighbourhood . . 5 and .;·rare two d1i -,quarPd random 
rnr iab les that are approximately indept-!o.deo.1. Thus. 
if t lw order of the po lynomial used at the larger D.l!igh­
homhood , ize is n. then the stat ist ic 

;·e/(N - (n + L) ) 

.;'/(K( Nmin - 2)) 

is approximately F(N - (n + l).K( ,V m,.n-2)) dis­

tri buted . Thus, we can rejer.t the hypothesis that 
the sum or squared <~rrors of the ~mailer and larger 
neighbourhoods are equal if the ,tat istic is larger 
than the 0.99 roo. 1:idence level or this distr ibution. 
The ,tnalogous test is done for tht-! right half­
ne ighbourhood. 

Figure .S( c) illustrat es what can happen if step 
2 of the procedure is omitt ed. In this 1:igure, we 
have applied tb.e est imation procedure at every po int 
!'or a half-neighbourhood size or .V = LG using 
second order approximations. We b.ave inhi bited all 
Pstirnates usin g intra- scale inhibition. and have hi gh­
lighted all points where the difference between the left­
and ri ght-hand limi ts were considered to be statisti ­
ci.J lly sign il:icant. _\ote that the third , ing i!l arit y i, 
not propP.r ly ident ilied. and that a po in t is high li gb.tPd 
where the function is clrarly ~moor h. fn [i igitrP :i(d) 
we have app li ed the se,:ond stt'p or the \'(' ri ti cat ion 
pror.Pdure. :\Jote that all , ingulnrit ies sPparatPd b_1· at 
leas t 16 samp les are now high lighted. and lb.at onl y 
, ing ul ariti es are bighligb.tPd. 

Determining Statistical Significance 

~laving co rnp11ted the nrnxirn11m-likclihood Vt! C­
tor of polynomial coetticients IJ. wr c·,10 determine 
11 hetb.er the coefficients are sign iticant ly different from 
eac h other. In particular. we are interes ted in seeing 
if the oth and 1st coe ffi cients are signil:icantly different 
from eac h other. This is done by ,ett ing up th ree 
hypotheses. and tes ting them in turn: they are: 

ff 1: beo = bro and b{L = br l: 

Hi beo = b,-o; 

H:3: bei = br L· 

If H1 is accepted, then both coefficients are rqual 
and no further testing is required. ff Hl is rejected. we 

go on to H2. If H2 is aw-!pted th en t.b.e oth eoPille ients 
are the same. and, as a coo seq uencr~ or the 1·eject ion 
of !-{ 1, the 1st coe tficients must he different. Ir f f.1 
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is rejected, we go on to H:3. Ir H:3 is ,H·erptrd. then 

the l st coefficients must be tb.e same, and again. as a 
consequence of the rejection ol' H1, the oth coefficients 
must be different. Finally, if H:3 is rejected, then both 
coeffic ients must be different. 

Hypothesis Hl can be tested by performing a 
least-squares tit to the constrained model [6]: 

+ [~~f.] 
[;,. 

.\"ote that in this constrained model. tlwre is one co m­
mon coeffic ient bo and one co mmon C'oetlkient bl . 
retlect ing the hypothesis that both bro = b,.0 ,1.ml 
bet = b,. 1. If we denote the sum of squarPd P. ITors 
resulting from the least-squarPs tit of this co nst rained 
model as S\, ·t b.en tb.e stat ist.i c 

__ t .s· l - sv~ __ _ 
.S·/(2N - ~(n + t )) 

fo llows the F(2,'J.!V-2(n+ l)) clistr ib11 tion. Tb.us. 

we rejeet Hl if the statistic is larger than the .\J9 
confidence level of tb.i s distribut ion . 

Similar ly, hypotheses H2 and H0 can be tested 
using co nstrained models reflecting the app ropriat r. 
equality in coefficients. 

Results 

We have demonstrated tb.e results of the 
procedure on a piecewise smooth funct ion with no ad­
ded no ise in Figure 5. In Figure 6 we illustrat~ the 
results of the procedure on the same function with 
added white Gaussian noise of standard deviat ion 2. 
Note that very few fal se discontinuities were found by 
the procedure , and that most discontinui ties that are 
visible to the eyr. were properly ident ified. 

Summary and Conclusions 

The local structure of im age int ensity discrrn­
tinui ties can be used to great advantage in the in ter­
pretat ion of images. Yet, the tec hniques tb.at have 
been advocated by other researchers for tindi ug discon-

-55-

tinuities cannot recover such st.r11c; t11rP . lnd~'1·d. t lwy 
a~s ume a predetc rmineri strnct 11re. and th i~ prod UC l's 
inadequate resul ts when ,tpp li rd to more grn1?ral 
domains. A new approac h is therefore! neeessary. and 
we have developed a techn ique !'or do ing preci se ly t l1i s 
in the reduced prob lem , p,tte or piPl'l'W isP. (' l one­
dimensional signals. Examp les lrnve demo nstrated the 
power of the techniciue. even in tbe prt)se nr:e of ,t con­
siderable amo um of twi sP. 

The general approach we usrd in develop ing 
1 he tec hnique came direct ly l'rom 1.tw rnatlwrnatic,il 
dl'tiuition of di sC"o t1tin11ity: a ruuct ion is dis1:onlinuo u~ 
at a po int if and ou ly if its left- aud ri ght-h and 
limits do not equal eac h other. We showed that r.h1? 
key to est. imating these limits is verifying that the 
necessary condi tions l'or est imation are sat istied (this 
must be done ror every estimation problem. anot her 
short coming or exist ing approac hes). \\'e reso lved the 
veriticat ion problem by 1~xamining, 1·asP by case. thosP 
, ituations in which the n<'cessary condit ions wo uld he 
violated. Thus, we wNe able to inhibit P, t imation 
in these situations throu gh the interact ion or cPrt.. iin 
error procedures over mult iple-s ized neighbou rhoods. 
In addition, multiple-sized neighbourhoods allowed 1'01· 
the use of many samp les for estimat ion (wh<'n ap­
propriate) to increase the reli ab ili ty ol' the 1·es ul ts. 
while at the same time accomodating closPly p,tt kcd 
di sco ntinuities. This produced ,tn al?;o rithrn whic h 
was very se nsitive to low co ntrast di sco11tiu11i t ies when 
li tt le or no no ise was present, and }'l't 1·arely prod utcd 
fal se discontinuiti es iu the prPsP nr:1 ' ol' largP amo un ts 
or uoise . 
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Figure l. .-\ simple sce ne illustrnt ing some or the type$ 
or image- forming processes that. rPsul t in im age 
in tensity discontinui ties. ri<'g ions CS eo nt;i i n 
bonndarics or cast shadows: rPgions .-\:i con­
tain boundaries of attrir hed , h,1do ws: reg ions 
0 contain oC"c lusion boundarit:s: and n'gions C 
contain complex co mbinat ions or im age- formin g 
proce~ses: 

Figure 1 (bl 
Intensity 
profile 
without 
cas t 
s had ow. 

Fig ur e 1 ( c ) 
IntPnsity 
prof i le 
with 
cast 
shadow. 

Figure .3. The convolution kernel for est imat ing the 
difference in coefficie nts beo - h,-o· 
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( C) 

Figure l. (a) A sampl ed piecewi~P c l fund iou. 
(b) The zero-cross in gs or I hP f .;1p laeian or tilt' 
Gaussian blurred 1'1mction !'or rJ = l.1 (central 
positive region of abo nt .J ,ampk~). )/ote that 
only the lirst 1wd tifth ZPro-nos., iugs corres pond 
to disco nt inui ties. (c) Sam r ,ls (h). with <J = 
:J (ce ntral positive r1_'gion or abou t lO samples) . 
;\iote that onl y the l:irst ze ro-n oss ing co rres ponds 
to a disc_:out inuitv. 

Casr Case 

·····+·· .... ····... (·I) 

··+····f } ··+··· ... ······ 

(.'i) 

I 

Case Case Case 
( l ) (~) (:l) 

'------------,----

Figure 4. An illustration of the various nt> ighbourhood 
cases. Cases ( l ) and (l) prov icl t> valid Ps t im ates , 
whereas the others do not . and hente the Ps­

timates must be iuliil>i tecl. 
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Figure 5. An illustrat ion or the need !'or Lhe various 
est imate inhibition procedures. The functi on 
is the same as in Figure ~. (a) r{esults of 
first order approximations over the smallest hall' 
neighbourhood size :\ . n = I without the 
inhibition procedure. ~ote that some discon­
tinuities are surrouned be several highlighted 
points. {b) Same as (a) with intra-scale inhibi­
tion applied . .Note that now eac h discontinuity is 
properly identified. ( c) Results or 
second order approximations over a hall' neigh­
bourhood size of N = l6 with intra-scale in­
hibition , but without inter-scale inhibition . ~ote 
that the neighbourhood abo ut the tbirct hi gh­
lighted po int is case (4) and the next is rn~r (:i), 
and therefore cannot be properly dealt with by 
intra-scale inhibition alone. {d) Same as (c) with 
the addition of inter-scale inhibition . .\otr that 
each discontinuity that is separated by at least 
16 samples is now properly ident itied. 
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Figure 6. f{esult s using all estimat P inhibition 
procedures on the samp led l'unct.ion ol' Figun! 
2 with added white Ca11ss ian noise or standard 
deviation 2. (a) The l'unetion with added noise. 
(b) Result of the procedure l'or .V = V . = 

· llll n 
I. (c) Result or tb.e prorn lure fo r .V = ~- (d) 
Result of the procedure l'or .V = lG. 
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ABSTRACT 

Receptive fields in the retina indicate the 
first measure ments taken over the (discrete) visual 
image. Why are they circular surround with an exci­
tatory/inhibitory structure? We hypothesize that they 
provide a representation of the visual information in 
a form suitable for transmission over the op tic nerve , 
a rather limited channel. The hypothesis is supported 
by a formsl scheme for reconstructing visual informa­
tion at the cortex . The scheme is both physiolo­
gically plausible , and leads to a number of predic­
tions about receptive field size, structure and hyper­
acuity that are supported. The existence of such a 
scheme suggests that the analysis of visual informa­
tion really begins in the cortex , a suggestion that 
stands in strong opposition to many current be liefs 
about 11 edge detection". 

We have developed a theory of image reconst­
ruction which explains precisel y how it is pos s ible 
that detailed visual information can be made avai l able 
to the cortex. The theory provides a s ingl e , consis­
tent role for much of the spatial processing along 
the X-pathway from the retina through the lateral 
geniculate nucleus to the visual cortex. Th e need 
for this information follows , in principle, from the 
precision with which we can interact with o ur visual 
environment [l]. Under the assumption that receptive 
fields carry measurements that can be represented by 
operator convolutions, the theory accounts for the 
following physiological observations: (i) retinal 
receptive fields have a center surround organization, 
with an excitatory center and inhibitory surround; 
as well as (ii) with a n inhibitory center and excita­
tory surround [2 ] . We are using the terms a s defined 
in [ 3 ], to stress the antagonist i c manner in which 
information is combined within a r eceptive field. 
(iii) At the cortex, receptive fields span a range of 
sizes [4]. The theory takes into account that (iv) 
n e urons have a limited capacity to carry information , 
and that (v) neurons along the X-pathway have a 
rather l ow spontaneous firing rate (5]. Finally, for 
truly accurate reconstructions the theory requires 
(vi) the presence of additional side lobes in certain 
cortical receptive fields [6;7]. Since these facts 
summarize most of what is known about the basic X­
pathway , the suggestion that the analysis of visual 
information begins in the co rtex becomes very much 
more plausible. 

The reconstruction scheme is based on a resto­
ration o f data obtained from receptive field measure­
ments. An essential feature of these measurements is 
the blurring or diffusion of information, which we 
shall model according to the heat equation . While 
the formal role of the heat equation will be intro ­
duced shortly, the intuition comes from the observa-
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tion that a unit impulse of heat diffuses into incre­
asingly larger Gauss ian distributions as time proceeds 
(Fig. 1). Such a (tempora l) spr ead will become ana­
lgous to the (s patial) extent of a receptive ,· ., ld. 

Mathematically , let f(x) denote the initial 
temperature distri bution as a function of the spatia l 

variable x £ mn. Then a solution to the heat equation 
u(x , t), t ~ 0 , satisfying 

u(x,0) = f (x) 

can be obtained from the convolution 

u(x , t) J K(x-x ' ,t) f(x ') dx ' 

lRn 

wh e re K(x ,t) is the " source " kernel [BJ 

Since the kernel acts as a blurring operator , we can 
regard the distributions u(x,t) as representing con­
tinuously coarser representations of the original 
data f(x) as t increases. In fact, assuming f(x) is 
bounded, u(x,t) as given above is analytic. It is 
the unique bounded soluti on to the heat equation 

t, u 

satisfying u(x,O) = f(x). Other (bounded) so lutions 
are technically possible , but the function u(x,t) 
given by c onvolution against the Gaussian kernel K i s 
the one that naturally occurs in physica l systems. 

Suppose initial image data were blurred by a 
Gaussian kernel . Is it possible to reproduce the 
original data? Specifically, given g(x) = u(x,T) , for 
some fixed T > O, i s it poss ible to solve the heat 
equation backwards to recover u(x,t) for o < t < 1? 

There are two separate aspects to the answer: 
whethe r recovery is possib l e in principle and whe the r 
it is possibl e in practice. In principle it can be 
shown that necessary and sufficient conditions for the 
existence of a solution to the heat equation , u(x,t), 

0 < t < T, satisfying u(x , 1) = g(x) , x £ IRn, are that 
g(;J be analytic , and that the extension of g(x) to an 
analytic function of several complex variables g(z), 

z £ en , satisfies certain growth conditions. Both of 
these conditions , analyticity are bounded growth , fit 
smooth l y into the vision context. 

Give n the existence of a backsolution , calcula­
ting it may still be impracti ca l. The difficulty is 



I 

I 

that the backward heat problem i s unstable; that is, 
a small change in the initial data g(x) can lead to an 
arbitrarily large change in u(x,t). No matter how 
well g(x) is approximated numerically, there will 
always exist examples where the resulting ca lculation 
for f(x) is arbitrarily far off. 

Nevertheless , John [9] has shown that , if a 
non-negative backsolution exists, then stable r e con­
struction of u(x,t) is possible for a .".. t .".. T , where 
a > O is fixed. Specifically , suppose that O .".. g(x) 
< µ, and that g(x) is sampled so that it can be re­
constructed to within accuracy£. Then an estimate 
u(x,t) can be formed using discrete kernels such that 
the error U(x,t) - u(x,t) , for a.".. t .".. T, is bounded 

by a constant (dependi ng on a ) times µl- G £0 . Here 0 
is a number between O and l, which implies that, e.g. , 
a twofold increase in the accuracy of r eproducing 
u(x,t) requires more than a twofold increase in the 
representational accuracy. The coefficients of this 
kernel are shown in Fig. 2. 

In s ummary, then, the essential restrictions 
amount to requiring that g(x) be bounded , that a non­
negative back solution exists, and that a solution 
is sought only back as far as some positive time 
t > a > 0. And , for numerical stability, we must 
represent g(x) as accurately as possible. 

The physiological interpre tation begins with 
the earlier points (i) and (ii): that receptive fie lds 
have an antagonistic center/surround organi zation. 
Such l ocal operations are useful in data coding, since 
they compress the required dynamic range of a channel 
(10,11]. They may also exist in primate visual 
systems for ~volutionary reasons. But , since they are 
modifying the initial light meas urements, they would 
seem to make reconstruction more difficult. Somehow 
their effects need to be undone. However , as we now 
show, given the form of these operators , we just need 
to add an extra step onto the reconstruction scheme. 

Circular surround receptive fields have been 
modeled by kernels given either as the difference 
of two Ga ussians (1 2, 13], or as the Laplacian of a 
Gaussian (14]. Although these kernels are distinct , 
we can interpret the former as a discrete ana log of 
the latter. This follows since the heat kernel K(x , t), 
a solution of the heat equation , satisfies 

.. l\K(x ,t) a at K(x,t) "' [K(x , t 1 ) -K(x ,t
2

) ] / 

(tl - t2) 

which is the difference of two Gaussians. We there­
fore take 

v(x,t) = Jl\K(x - x ', t) f(x ') dx ' 

mn 

as a continuous version of the initial measurements, 
where t parameterizes the effective size of the recep­
tive field. Note that v(x,t) is only available for 
t .?._ T, where T corresponds to the s ize of the smallest 
receptive field. Since 

v(x,t) l\ J K(x - x ', t) f(x ') dx' 
mn 

J K(x - x ', t) (l\f) (x') dx ' 
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v(x,t) can be interp r eted either as the Laplacian of 
the blurred intensity data , i.e., as l\u(x ,t), or as the 
bounded sol ution to the heat equation us ing the initial 
data llf(x). From the former interpretation and the 
fact that u(x,t) satisfi es the heat equation , we have 

a 
that v(x,t) = l\u (x,t) at u(x,t), so 

T 

-Lv(x , t)dt u(x , O) - u(x,T). 

Now, u(x,T) is nearly constant for large T, so the 
above integral can be used to recover f(x) modulo an 
additive constant . From the other inte rpretation of 
v(x,t), we see that v(x,t) is itself a so lution to the 
heat equation. Thus the values of v(x,t), for 
O .".. t .".. T, will have to be obtained by backsolving the 
heat equation using v(x ,,) as initial data. 

To discuss physiological realizations of these 
formulas , we must confront probl e ms of discretization 
and stability. The receptive field measurements v(x,t) 
are not continuous in t, but rather are given by the 
discrete approximation t = tk , tk+l ' ... , tm' with 

each t. > ,. The data are samp l ed spatially , and it 
i 

is likely that v (x,t) is sampl ed more coarsely in x for 
larger t, reflecting the more uniform variations of the 
smoothed data (15]. Values for v(x ,ti), t = t

1
, t

2
, 

... , tk-l ' with O < ti < T, will be obtained by back­

solving. An examination of John ' s coefficients for the 
backsolution kernel reveals the addition of decreasing 
s ide lobes for higher orders of approximation , as would 
be expected from the de-blurring of Gaussi ans (1 6 ] . 
The third order approximation agrees nicely with 
physiological observation (vi); see (6, fig. 9b]. The 
integral for recovering f(x) can be approximated by a 
weighted sum 

-Ia v(x,t) dt 
m 

I (ti - ti-l) v(x,ti) 
i =l 

thereby r equiring the different size operators (phy s io­
logical observation (iii)). It is especially inte res­
ting to note , with regard to thi s s um , that it is only 
the data fort near O that needs to be reconstructed , 
and it is precise ly these smaller operators (receptive 
fields) that have been obse rved to have the extra s ide 
l obes (6 ]; see also (17 ] for psychophysical support. 

The last remaining is s ue is stability . John ' s 
r es ul ts require that the backsolution be non-negative , 
but v(x,t) can be both positive and negative. There­
fore we shal l split the manner in which v (x , t) is 
represented, separating the positive and negative part& 
Recalling physiological observation (v), that X-pathway 
neurons have a low spontaneous firing rate, we intr6-
d uce a smooth approximation to the 11 positive part " 
function: 

<P (x) 

+ 
max [x , OJ 

for x < A, a saturation level; see Fig. 3. 
set <P (x) <j,+ (-x), and note that 

Similarly, 

for Ix I < A 

s ince <P is linear in the range in which it is used. We 
can then separate the receptive-field convolution data 
into 



and 

Note that this functional form implies that it is only 
the smal l convo l utions that are sent back from the 
retina , which is in agreement with the physiology 
[5; 18]. This formulation also suggests that there 
should on l y be a limited range over which X-cells 
behave linearly , which is also we l l known. Patterns 
q ualitatively matching these receptive fields are , 
it is further interesting to note, the ones to whic h 
our visual systems are the most sensitive [19]. Since 
v+ and v are both solutions to the heat equation 

with (essentially) non-negative data , both can be 
backsolved from t = T tot= t

1
, with t

1 
> 0 , in a 

stable fashion. The des ired data v(x,t.), as used 
before, can then be recovered from the aifference 

v(x,t) = v+(x,t) - v_(x,t). 

In summary, the reconstruction method involve s 
sampling -and trans mitting the receptive field con­
volutions v+(x,ti) and v_(x,ti) for small ti~ T, 

backsolution of v+(x,ti) and v_(x,ti) for ti < T, and 

(weighted) summing of all these measurements with the 
larger , smoothed convolutions. Note that these larger 
convolutions are obtained just by Gaussian blurring 
of smal l center surround r eceptive fields. The back­
solution is stable for both v+ and v p rovided recon-

struction is attempted only as far as some resolution 
level t > O, as would be expected from hyperacui ty 
data. 

Our proposal differs fundamentally from those 
that implicate the different size operators with 
notions of "edge detection" (14]. Qualitatively, 
this other approach asserts that physical events such 
as ref l ectance , depth , or illumination changes take 
place over different spatial " scales " , so that 
different size operators are necessary to capture 
them. Howeve r , this approach suffers from several 
problems. First, from photometric observations , it 
can be shown that the physical processes responsible 
for generating the intensity changes operate over 
many scales simultaneously (20] and non-linearly. 
Second, there is the problem of how to combine the 
information at the different scal es . Finally , there 
i s increasingly more psychophys ical and computational 
evidence that early vision in general, and anything 

i.like edge detection in particular , requires very 
precise information [l; 21; 22]. Nevertheless , 
attempts h~ve been made within this approach to use 
the zero-crossings of the different s ize operators 
as 11 e dge 11 locations, and diffusion equations have been 
used to study their migration across scales (20; 23 ]. 

While our method has some qualitative s imila­
rity to others based on the Shannon sampling theorem 
(e.g., (24 ] , and references cited therein), there are 

.fundamental differences. The spat ial s upport required 
for si n x/x reconstruction is larger than the local 
polynomials that we incorporated, raising serious 
questions a bout accuracy [25]. Also, the idea of 
backsolving to obtain the highest frequency data i s 
not there. Finally, one of the principle advantages 
of that scheme - - noise averaging in the larger 
receptive fields -- is present in our scheme as well. 

While our reconstruction method demonstrates 
the possibility of precise image reconstruction in 

p rinciple , it does not imply that it is necessarily 
taking place in practice. Perhaps only part of the 
scheme is utilized , such as just step (1) above, 
s ince this also amounts to an effective Gaussian 
de-blurring s trategy. Many sources of such blur exis t 
early in vision, from receptive field convolutions to 
motion smear (26 ] to physiological variation in 
neuronal conduction velocities. Or perhaps the recon­
s truction takes place only implicitly , within a sub­
sequent level of processing such as orientation 
se lection (21]. Ultimately, the phys i ology will 
decide. 
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Abstract - [n this paper, we gen,!rali ze thr path 
planning problem to that of the trajectory planning 
problem (TPP) in a t ime-varying environment. 'vVe 
present an algorithm to so lve a spec ial case of' the TPP 
- the fixed path TPP. [n thi s case. the path is a 
point set tixed in space and the aim is to determine 
the ve loc ity of a robot vehicle mo ving along this pat h 
l'rom an initial position to a tin al position whil e avoid­
ing moving obstaeles. The so lu tion is essentially equiv­
;1,lent to a (stat ic) 2-D path planning problem. Grap b 
,earc hing tec hniques are used to construct the velocity 
profil e. 

Introduction 

The search for a path connr.ct ing an initial po int 
with a tinal point while avoiding obstacles is known as 
the pat h planning problem (PPP) . The st ruct ure of 
a path planning problem is dependent on ap rior i con­
straints on the path and on the environm r. nt. Because 
of the co mplexity of the general problem [Reif 79, 
~c hwart z 82], researchers have concentrated on sub­
problems in which different aspects of the envi ronment 
are highly constrained. For example. many [Pnez 
70, Brooks 82) have concentrated on the problem of 
tinding paths through static , 2-dimensional worlds, 
and have discovered algorithms that are global and 
efficient in these worlds. 

In this paper , we approach the PPP from the 
other direction - that of planning trajectories through 
3-dimensional. t ime-varying environments. We call 
this the trajectory planning problem (TPP). This 
perspective (of time varying environments) on the PPP 
suggests different su b-problems than those that have 
already been addressed. We co ncentrate on a special 
case of' the TPP, call ed the fixed path TPP, in which 
the path of the moving object as a space curve is fixed 

and the trajectories of the moving obstac les are known. 
The problem. then. is to Lind the ve locity of the movin g 
object as a f'unc·tion of time along this <·urve. so that no 
co lli sions occ ur with the moving obstacles. We trans­
form the fixed path TPP in to 1rn equi valent problem 
of planning pat hs in a 2- D stat ic world . the static 2-D 
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PPP and solve it witb a graph search ~imilar to that 
iu thP ~-D PPP. 

The Trajectory Planning Problem (TPP) 

ThP TP P is formulated as foll ows: 

Ci 1·rn : 

.um : 

1. .\ moving obj ec t (robot). and 

2. Obstacl es moving alon g trajectori es (as giwn 
!'tmrt io ns of' time) are co mpl etely known. 

To fine! the trajectory of tbe rohot as a mapping 
I(t) from the time interval [t,;, t fl to f<l : i.e .. 

f (t): [ti. t JI -+ :r E £,;l. 

where E3 denotes the 3-D Euclidean space. 

~ote the diITerence betwee n the (stat ic) PPP case 
and the (t ime varying) TPP case. [n the former. the 
aim is to find the path as a point se t x in l,;3; in the 
lat ter, we are interested in the mapping J(t) as well 
as its range L. Intuiti vely, in tbe static case, once 
the path bas been found, the robot 's velocity along 
it does not matter for co llisions. [n the time- varying 
environment, however, it does matte r: of two different 
veloc ity functions on the same pat h, one may lead to 
a co llision and the other may not. 

The Fixed Path TPP 

The above definition , Hggest.s a uatttrrll , perial 
case of the TPP: 

Let the path be given as a space <'llrve. r. 
parameterized hy its arc lengt h ,. Find rhr 
mapping f(t) f'rom [ti . t f) -+ r( ., ) sud1 that 

the robot does not co llide with thf! obstacles. 

One may view this as follows: 

Given that the robot is constrained Lo move along 
a fixed pat h (e.g .. it moves on rail s which rm'determine 
th e pat h). tind the ve loc ity or the robot ,1,s a !'unction 
of timr such that co ll isions with t b.e movin g obstacl es 
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are avo ided. We call th is spec ial case the fixed path 
TPP. 

We now solve an idealized version of th is problem 
in which the robot is constrained to be a point object 
moving along the given space curve :r. 

A Transformation: 

From Fixed Path TPP to 2-D Static PPP 

.-\n objed moving in space sweeps out an effeet ive 
hyper-volume in space-t ime .. -\n intuitive solution to 
the tixed path TPP can be obtained by in tersect ing the 
swept volumes of the obstacles with the given path of 
the robot. These intersections wi ll provide time vary­
ing constraints for the robot 's position on the path. 

Let s_ = [si, s 11 be the segment of the curve on 

which the robot is constrained to move, with s(ti) = 
s i• and s(t 1) = sf' The trajectories of the obstacles 

are given as functions of time. To compute the inter­
section of the path x(s) with the volumes swept by the 
obstacles as they move around is a non trivial task. 
Since. in general. these intersections will be co mpli­
cated functions of time depending on: 

1. the shape or the obstacle. 

2. the trajectory or the ob~tacle. and 

3. the space curve x, i.e .. the pat h or the robot. 

As an approximat ion. tbr!sP intersections may be 
taken as a subsegment of the path bP ing unavailable 
during a subinterval of tim e. Let tk bP the time in stant 

when obstacle k to uches the path S<'gmrnt. and t1 k lw 
the time instant when it leaves the segment. During 
the whole interval [t k' t\], let the maximum ~llbseg­
ment of the fixed path .z:( s) occupied by the obstaci<' 
k be given by [sk,./kj. Once these intersections are 
avail ab le, they act as constraints on the mapping f(t). 
In other words, f(t) may not map the time subinter­
val [t k' t1 kl to the spat ial subsegment [s k• s' kl. This 
is illustrated in figure l(a). 

\ow consider the s-t plane. Since our approxima­
tions to the intersections are of' the form : 

subsrgment [ s k• s' kl is unavailable during the 
subinterval [t k,t1 kl, they will appear as rec­
tangles in the s-t plane. 

This is shown in figure l(b). AJ so. viewed as 
a graph in the s-t plane, the mapping ,( t) will be a 
curve. The necessary and sufficient condition !'or 
no-collision is that the intersection of t be curve, i.e., 
the graph of the mapping l(t), with these rectangular 
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obstacles, be null. This is analogous to the ~-D ~tat ic 
PPP. 

Thus. we have reduced the fixed path TPP 
prob lem to the following 2-D stat ir. problem: 

Given the ini tial point (\, t J and the fin al po in t 
(sf' t l), find a curve in the 8-t plane, avoiding; 

the rectangular obstacles (refer to ligure l( c) ). 

\ ote that ,l morP t'X,H:t c·ornputation llf t lw 
vo lum es swept by the moving obstacle~ will gin' ri ~e to 
more general shapes th an rect;111 gles (in the.,-/ pi,lfl t') 
,b , hown in figure l(d). 

\ ote that the velo<.:ity /!(l) = dr / dt may IH' 
ex pressed as l'(t) = (d.r/rJ.'.:.)(d.,/dt). [.'or a 
give u curvr .c. the qu antity d.r /cl, is h:1101111. 

This permits us to rest rict ourse ln •s ro c1 

simple vari abl e .-- instPad of' t he vPd or i:. 

for. det.i> rminin g d., / t!I m m pl Pl Pl~- il Prt-' rminP, 
11(t,). \[o n°ovPr. !drjd., I = l. Th errl'orP. 
lcL.r/dtl = ld0 /dtl ~ Vi,uu·. [u othPr 
words. Lhe s,rnH! Vma:c <·onstrnint holds for 
!d,'jdt !. \\"p Pmphasize that the ori ginal spacP 
(' urve .£ may be any curve in :3-D; we need 
a parameteri zation of the cnrvP 1: by it s arc 
lengt h s. Once the arc lengt li .s is known as 
a function of time. it may be eas il y mapped 
hac k to .r as a fun ct ion of time, ~ince .r(t) = 
r(~( t)). 

The Static 2-D PPP 

There exist several techniques to solve tlic , !.atic 
2- D PPP. e.g., (i) the visibility graph [Wang , -1. PPrez 
7\Jl, (ii) the generali zed conP [Brooks X2j. and (iii) the 
Voronoi diagram [O'Dunlaing 83J .. \ny of' these te('h­
niques may be used to solve the static ~- D PPP. whieb 
was obtained from the tixed path TPP. \Ve prrse nt an 
approach based on the visibility graph. First , we give a 
brief' overview of the vi sibili ty graph approac h to solv­
ing the static 2- D PPP. and then. extend it to solve 
the static 2- D PPP (in the s-t plane) corresponding to 
the fixed path TPP. 

The static 2-D PPP: 

Find a path for a point object from its ini tial 
position l to the tinal position F while avo id­
ing the polygonal obstacles. 

The necessary condition for the minimum 
length pat h is that it be rnmposed of ~traight li ne 
seg ments co nnecting a subse t of the vP rtices or the 
po lygonal obstacles [Wang , -1. Perez ,Uj. For a prool'. 
refer to [Kant 8-! J. Thi s ~-D (s l ati<') Pl'P i~ ,olrPd ,h 



follows: 

Consider the graph, C', wiLli the ,e t of nod<', 
N = !, Fu V. where / rnrrespouds Lo t lw initial 
point; F, to the fina l po int ; and V is the se t of vPr­
tites of the polygonal obstades. Const ru ct the edge 
~e t L of all the edges (n1, n;J such that the straight 

line connect ing node ni t.o node nJ docs not iut r rsert 

any of the obstacles. Thi s graph C(;V, L) is c::il led 
the visibility graph and the shortest co llision free 
(p hysical) path from the init ial point to the final point 
is given by the minimum cost (graph) path from node 
I to node F where the cost of an edge is given hy the 
Euclidean metric. 

The Fixed Path TPP Algorithm 

We have reduc ed th e ti xed path TPP rroh lPm to 
the following J-D static prob lem: 

Given the initial po int (s
1

, l) and the tinal point 
(s J, t f ), tind a curve in the s-t plane. joining 

these two points, while avoiding the rectan­
gu lar obstacles (refer to figure l( c)). 

The Constraints The visibility graph in the s-l 
plane has fallowing co nstraints: 

1. The first constraint is due to the fact that it is 
imposs ible to move backwards in time. This 
translates the graph to a directrd grap h since 
a node (sJ. tjl m,1y be accessible from anoth~~r 

node (sk: . tk:) only if tk < tJ . 

2. The sew nd constraint comes from the maxi­
mum velocity li mit. The vPlocity corresponds 
to the inverse slope lds/dtl in t.he s-t plane. 
Hence. an edge is valid if and on ly if the 
velocity corresponding to the edge is less than 
or equal to Vrnax. 

To accomodate Lbese two constraints, the 
visibility graph needs to be modified. \.Ve state the 
results here. For the corresponding proofs, refer to 
[Kant 84j . 

It is sufficient to prune all thosr Pdges wh ich cor­
respond to \·r.locities less Lban V1rw:i;. .\ min­
imum path sPar(' h ovrr the remaining edges 
will give the optimal path within the Vmax 
constraint. If such a path does not exist, it 
implies that there does not exist a collision­
free velocity protile to the goal node. 

Two nodes in the pruned visibility graph are co n-

uected by an ed~e if the correspondin~ ve loc ity (the 
inverse slope lds/dtJ ) is less than or equal to 1·11w1:. 
.\ minimum path search over tu.is grap h wi ll giv l! ri se 
to the opt imal path as shown in figure 2. :'-iotP that a 
straight li ne segment in the )-t plane will correspo nd 
to a co nstant speed motion. The distance hPtween 
two po ints (sJ, tjl and (sk, tk:) in the .,·-t plane wi ll 

correspond to / ((sk - sjl2 + (tk - tjl2) . This is 

equivalent to v( l + v2)(tk - t;) where v = (sk -

')/ (tk: - tjl, The optimal patb. in th is visibility 

~rapb corresponds to a velocity proti le that mini­
mizes the above cost funct ion over all poss ibl e ve loc ity 
protiles. Th is c·o :; t funct ion is rr lat,~d to the Pl! Prgy di ,­
~ipated. but. note I lrnt it drn', not ac<·otrnt for :; wit('h­
ing l'rnm otH' nfo!' ity rn luP to another. 

The Fixed Path TPP: Time as Cost Function 

.\.notber version of t hli tixcd path TPP is one 
iu which the final position. , r· is ,1wrilied ,lllcl the 

,1 im is to rPacb it in min imum· , ime. t
111

rn. In the . .:;-l 
plane. minimum timr. corresponds to minimizing path 
lengt h~ \\'itb res pect to a di!Ierent rnst function. i.e .. 
Lhe cost [(.~i ' ti], (s)' tjl] = (tJ - t.,). The goal node 

may lie anywherf' on the ve rtical line I .. (1·efer to fi gure 
:3) pass ing through the tinal position s f' \Ve ~LatP the 

result to obtain thP minimum tim P ,o l11ti on. For ,1 

prool'. rel'er 1.0 [ k,rnt 8 lj. 

For eac h node in I hP pntIH'd visibi li ty grap h (<1 s 
obtained in the previous ,ect ion). <'onstrt J<·t a pro lw 
(i.e .. a ray) witb. slope (Vmar 01· - Vina.r), [I' 1hi~ 
pro lw int ersects t lw vertical line L, without in trr~1-·<·1-
ing ,lily obstaclr fir st. i.e. , if th is node ('an .. ,f'f'. 1 hP 
line L. the point of in tPrsect ion with the line L. \\'ill 
be a new potential linal node (rel'r.r to figure:\ ). The 
vi sibility graph is augmented with these new poten­
tial final nodes. The node. that may be reached from 
the ini t ial node, and bas minimum time co-ordinate. is 
the required goal node; the corresponding time is the 
minimum time so lution to reach the final position s I' 

Velocity Profile : Smoothness Requirements 
Consider figure 2 . The optimal path (from node / to 
node F) in the s-t plane, corresponds to the velocity 
function shown in figure 4. The velocity profi le is dis­
cont inuous. This implies infinite acclerat ion. This or­
curs because straight li ne seg ment s wf're used to con­
nec t the vertices. This results in c:0 continuity. fn or­
der that ac<:leration lw Unitr. WP r(·'quirP ( ·2 l'o n­
tinuity. One ,1pproacl1 to 1·<~rnedy thi s i~ to 
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smoothly interpolate between the vcrticrs (thro ugh 
which the path in the :,-t plane pasm). [t is 
sufficient to use cubic splines f'or interpolation to as­
sure c2 continuity [De Boor 78J . The interpo­
lated function may not intersect the forhidden regions. 

Conclusion 

We generali zed the path planning problem to 
that of trajectory plannin g problem in a time-varying 
environment. An algori thm was developed to solve a 
spec ial case of the TPP - the fixed path TPP , where 
the path is a point se t lixeJ in space and the robot 
is an idealized point object. The algori t hm deter­
mines. a velocity proti le (along the fi xe<l pat h) for the 
robot such that there is no co lli sion wit h the obstacles. 
Generali zations of the ideas developed in this paper to 
deal with the more general TPPs are in preparat ion. 
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Figure l(a) Comp utat ion of r:onstrain ts for the rPlocity function . Tl.le olistad t-~ 
is a ci rcl e. ft is shown cross ing the pat h ,egmcnt [~ 1. - );l .\l I = tk . 

it to uches the path. and at l = t\. it !Paves the µnth. The maxim al 

subsegment occ upied by the c: ircle is ['k· ,'t,.]. To a lirst ,tpproximal iou. 

this sub segment , [sk. s\ ) is considered oc cupied or 1in,1rn il ab lc during the 

intPrval [tk, t1k)-
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Figure l(b) Tbe hashed portion. [sk. / 1J of th e , Pg ment ['1. -1-J. is un avail abl P 

during the time interval [tk .. t\ ). This is , hown in the ,-t plane as a 
rectangle. Thi s rectangle is a forbidd en region for the traj er·tory to µa ss 
through. 

-66-



.. I 

. I 

{ 

T 

> 

Figure l(c) A more exact compu tat ion of tb.e ~we pt vo lu mes co ttld giw ri~e 10 

more complicated sb.apes. in the --t pl,rne. e.g., an elli pse in the c>;i,;p of 
a circle <:ro s~ ing t b.e path segment. We are taking bo undi ng rec· 1. ,1n gul ar 
approximation to tbese sha.pes. 
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Figure l( d) Equi valence of the lixn l pat b. trajectory planni ng pro bl em to l he 
(static) 2-D pat h planning problem in the s-t plane, The b.orizou ta l axis 
is the arr. length and the vertical ,1xis is the time. The b.ashcd rec tangul ar 
regions (c omputed as in tig urn la and lb ) represe nt the 2- D obstad es 
through whi r h tb.e t raj ectory may not pass. 
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;:;-t plane. the inverse slope of an edge t:orresponds to the vPlocity of the 
robot. The edges corresponding to velocity greater than Vmo .r are pruned 
out. These edges are shown in dotted lines. Also the grap h is din,ctPd / as 
shown by the arrows) since one can not go back in time .. -\ minimum path 
search over the pruned graph gives the optimal path in the .s -t plane. The 
minimum path, from I to F, is shown in bold lines. 
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Figure 3 The final position sf is specified in thi s r.ase. The time when the robot 

reaches this position is to be minimized. It is determined by the intersection 
of a (one of many possible ones) trajectory with the vertical line l that 
passes through s J· The Vmax (and - Vmax) probes intersect ing the line 

l give ri se to potential final nodes. If a probe intersects an obstacle before 
it intersects the line l, no potential goal node is generated. Such probt)s 

are shown in dott ed lines . .'vlinimum time rnrrPspouds to the node that is 
reachable and bas minimum t coord inate. 
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Interpreting Range Data For A Mobile Robot 

Stan Letovsky 
Department ol Computer Science 

Yale University 
New Haven, Connecticut, 06520 

Abstract 

The Yale Spatial Reasoning Group has been developing 
perceptual and navigational strategies for use in 
conjunction with a Heathkit Hero-I mobile robot. This 
paper describes a strategy for recovering from sonar range 
data an approximate description ol the environment which 
generated it. 

1 Introduction 

Sonar rangelinders are common sensing devices in the 
current generation ol commercial mobile robots. A sonar 
rangefinder measures the elapsed time between the 
emission ol an ultrasonic pulse and the detection ol a 
refiected echo ol that pulse. This elapsed time is 
proportional to the distance between the sensor and the 
nearest rene~ting object. The technology is simple, cheap, 
and provides data in a form which is directly usable for 
some purposes ( eg., obstacle avoidance), in contrast to the 
considerable processing that must be done on, say, visual 
data, .in order to do anything useful. [8] A more advanced, 
and interesting, use ol sonar range data is in the 
construction ol cognitive maps. A cognitive map is a 
representation ol a physical environment, which can be 
used for navigation and route planning. Representations 
for cognitive maps have been explored by Davis [2) [3), 
Kuipers [4] and McDermott [6) . If sonar range data is to 
be used to construct a cognitive map, the raw range data 
must be interpreted to recover a description ol the 
environment that produced it. The interpretation process 
is analogous to Al theories ol vision [5], [l), in that it 
involves a computational inversion ol the physical 
processes that generated the "image". This paper 
describes one method for acquiring and interpreting range 
data. 

2 The Sonar "Image" 

The sonar rangelinder's view ol the world has several 
distinctive features. The first is its range limitation. 
When a sonar rangefinder takes a sample, the sonic pulse 
leaves the sensor and spreads out in a cone. If the beam is 
pointed horizontally, as is usual, the sensing is limited by 
the point where this cone intersects the ground. The 
distance to this point represents an upper limit on the 
distances which can be measured with the sensor. In the 
Hero robot, this distance is about 8 feet. 
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Secondly, there is an angular resolution issue. When a 
samp le is taken, there is no way to tell what the 
orientation of the point that produced the echo was, other 
than that it lay within the sonic cone. For HERO, this 
cone has a total angle of 30 degrees. Thus, ii a sample 
reads a 6 foot distance, it means that the nearest object in 
the direction that the sensor is pointing plus-or-minus 15 
degrees is 6 feet away. 

Finally , since the robot cannot change the vertical 
orientation of the sensor, the perception problem is 
considered to be 2-dimensional: the world consists only of 
open spaces and impassable boundaries, there are no steps 
or pits. 

The way the world appears to such a robot is illustrated 
in Fig.I . A sample environment is shown in thin lines, 
cons isting of a hallway with doorways and corners, and a 
desk. Superimposed on this scene is a possible sonar 
image of it. The robot, represented by a hexagon, stands 
in place and rotates a full 360 degrees, taking range 
samp les every 15 degrees. The value measured in each 
sample is shown as a point whose orientation from the 
robot is identical to the direction of the sensor when the 
sample was taken, and whose distance from the robot is 
equal to the distance measured. Points that were beyond 
the 8 foot sensing limit are shown as little circles at the 
limit; the other points are connected by thick line 
segments. 

3 Recovering The World Description 

Mathematically, we can describe the distance perceived 
by the rangefinder with the formula 

where 

BH 
P(O) = MIN D(iJ,) 

,J;=B-~ 

P(O) = perceived distance as a function of sensor 
orientation 

</> = beam semi-angle (15 degrees, for HERO) 

D( ip) = true distance as a function of orientation 



I 
·I 

. I 
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·. ·., 

This may be inverted as follows: 

D(IJ) ~ MAX( P(IJ.IP) , P(IJH) ) 

In words, the larger or the two perceived distances seen at 
IP degrees oil either side o( IJ give a near bound on the true 
distance to the point at IJ. This equation, here referred to 
as the back-transform, represents the mathematical 
inverse oC the simple sonar "image" formation process. 

The view oC the world which it generates is shown in 
Fig.2, which was formed Crom· the raw data in Fig.l using 
this equation. You will note that the reconstruction is not 
perfect; information is lost in the original encoding by 
taking the continuous MIN, and the back-transform 
cannot recreate this information. The back-transform is 
better at recovering convexities ( eg., the desk corner) than 
concavities (eg. , the doorway or the corner where the desk 
meets the wall). This knowledge can be put to use. It 
turns out that the inequality in the back-transform is a 
strict equality except when the robot is looking into a 
concavity; thus, perceived concavities indicate departures 
Crom completely accurate perception. 

One feature which distinguishes the back-transform 
Crom the sonar image can be seen Crom examin ing the lines 
that connect the sample points. In the sonar image, these 
lines describe a region that is completely Cree o( objects, so 
that if the robot stays within this region it will never 
bump into anything. In the back-transform this useful 
property is lost. The reason is that the back-transform is 
finding the true distance at particular points, and has 
nothing to SAY about the points in between them. So in 
those intervals where concentrating exclusively on the 
back-transform might lead the robot to bump into things, 
the sonar image still contains useful information. 

4 Implementation Notes 

The images in this paper, and the theory behind them, 
were developed using a simulator written in T on an 
Apollo workstation. When our HERO was assembled, we 
discovered that its rangeCinder performance Cell 
considerably short or the specs. Its data is or poor quality, 
often spurious, and extremely susceptible to environmental 
ultrasonic noise. Also, it has been suggested to me [9J that 
its results are a function or ane:le or incidence and surface 
texture. Due to these problems, this strategy was never 
successfully implemented on Hero. However, more recent 
work by Miller [7] shows promise for coping with these 
diCCiculties. 

5 Conclusion 

A sensing strategy and data-analysis technique has been 
described which permits approximate reconstruction oC the 
true description oC a 2-dimensional environment Crom 
sonar-range samples or that environment. Like perceptual 
methods developed for other senses, the technique recovers 
the original environment by inverting the physics or the 
sensing process. 
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Figure I: A hallway with desk, doorways, 

robot, and sonar "image ". 
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Figure 2: Back-transform of Fig. ! • 
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THE USE OF 
CAUSAL EXPLANATIONS IN LEARNING(a) 

David J. Atkinson and Steven Salzberg(b) 
Yale University 
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Department or Computer Science 
New Haven, Connecticut 06520 

Abstract - Models or learning in complex domains are 
faced with the difficult task or sorting through the masses 
or data which humans must examine to understand those 
domains. The use or a causal model is necessary to 
constrain the search process through these domains, where 
a causal model includes knowledge or the relationships 
between the fundamental events and objects in a given 
domain .. Causal knowledge is particularly useful in Al 
systems where the task is to predict future events in some 
complex domain. When a prediction fails, causal 
knowledge is used to examine the relevant data and create 
an explanation or the failure. This explanation then 
drives memory reorganization processes in the system. 
Two case studies provide examples or the use or causal 
knowledge in processing: FORECASTER, a program 
which predicts the weather, and HANDICAPPER, a 
program which predicts horse races. 

Why Explanations are Necessary 
In any real world domain, human experts know an 

enormous number or facts. Al researchers have orten in 
the past avoided such domains precisely because the 
number or facts is unmanageably large. Current 
programs, however, are beginning to tackle these types or 
domains ([17, [9], [8], [131), and new techniques are being 
developed to handle the new types or problems that are 
arising. 

Whether a program performs a task, predicts an 
event, or diagnoses a problem, it still will Cail at times. 
Failures are not a bane for Al systems, however, because 
they provide an opportunity to learn something new, in 
order to modify the behavior or the program when a 
similar situation occurs in the future [14]. The first 
question which a person or program must ask after a 
failure is, naturally, why did the failure occur! The 
answer must be discovered by examining what factors 
influenced the decision in the first place, and changing 
some or those factors or their relationships to one another. 

Take for example a model that predicts earthquakes. 
Two types or failures occur here, which are typical or Al 
prediction models: either an event happens which was not 
predicted, or an event is predicted and it does not happen. · 

(a) This work was supported in part by the U.S. Air 
Force Office or Scientific Research under contract 
F 49620-82-K-0010. 

(b) The order or names or the authors is not 
significant. 
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For earthquakes the consequences are much more serious 
in the former instance, but in general we want our models 
to respond to both types of failures. The problem that 
human experts have been struggling to solve is what 
events precede an earthquake. Unfortunately, there are 

. thousands or environmental events that might potentially 
cause an earthquake: other earthquakes, volcanic 
eruptions, movements or the tectonic plates, changes in 
sea level, underground atomic tests, sunspots, the 
alignment or the planets, the position or the moon, and so 

course. A recent New York Times articlr, described a 
theory held by some geophysicists that earthqua!'.es at 
widely separated places on the planet might be connected 
to each other. Io order to make such a claim, the events 
preceding each or the separate quakes must be traced 
back to some common event. What the geophysicist 
wants, at least after an earthquake occurs, is a model of 
geophysics that provides an explanation or the 
earthquake. An explanation consists of a sequence of 
events whose causal relationships are clearly understood. 
At the very least, explanation consists or identifying the 
plausible proximal causes of an event. or course, it is 
impossible to prove that any event really causes any 
other, but certain relationships must simply be axiomatic 
in any domain. Continental drift theory, for example, 
might be among the axiomatic rules in a model of 
earthquakes. While people typically prefer explanations of 
this form; i.e., based on unitary causation [6] [12], they 
also acknowledge (but less frequently act upon) 
explanations based on multiple causes [18). 

Explanations are necessary because without them we 
have no organized way of changing our models after 
failures. Learning in any complex domain is simply 
impossible if we have no knowledge to direct the search 
through the space or features that may have caused a 
failure [11]. lo our earthquake example, suppose we had 
twenty (not necessarily unrelated) geophysical events 
preceding a major quake. Without any knowledge to 
direct it, a model cannot distinguish between the 
hypothesis that any single event or any combination of 
events caused the quake. The number of combinations of 
twenty events is unmanageably large, so obviously we 
need to use whatever causal knowledge is available to 
build explanations. Although one could use a syntactic 
rule like "generate the shortest hypothesis" to avoid the 
hypothesis explosion problem, this rule fails for obvious 
reasons in any situation where a complex explanation is 
the best one. Suppose the correct reason for a given 
earthquake were a combination of five different factors : n 
program which generated the shortest explanation would 



generate (at least, if no otiler factors were known) thirty 
incorrect explanations before it reached the combination 
or all five factors. It is unlikely that such a program 
would ever have thirty similar earthquakes t0 :efine its 
model, so we clearly want to generate the correct 
explanation sooner. 

One more example should suffice to prove the 
necessity or explanations. Suppose the domain were the 
stock market, and the task were to predict the behavior or 
a certain computer company, call it CCC. Ir the stock 
goes down when it was expected to go up, one has to look 
at why it was expected to rise. There may have been 
numerous factors: perhaps the personnel are known to be 

good, and maybe a new product has gotten favorable 
reviews. The general climate for computers might be good 
as well, but the new product in this case was the principal 
reason for expecting the stock to :ise. Suppose, when the 
explanation process looked back over its decision, all the 
factors useg to make the prediction seemed sound. One or 
the factors about the marketplace, however, was that IBM 
was releasing a very similar product. Here is where causal 
knowledge can play a role. Why, one should ask, might a 
similar product on the market cause CCC's product to sell 
poorly! Causal knowledge about the marketplace includes 
the rule: 

If two products are equally good, 
and one product sel Is better than the other, 
the n the · company producing the better sel ler 
has better marketing strategies. 

The hypothesis which must be produced, then, is that 
IBM has better marketing strategies than CCC. Ir this is 
the case, then the new product will not sell well, and 
therefore the stock or CCC will not rise. By using the 
available causal knowledge, the model can focus on the 
source of the failure, and learn something new (about 
IBM) in the process. 

Having learned that IBM has better marketing 
abilities than CCC, the model should be reminded or this 
example by future, similar events. When another 
company comes along with a product, and IBM is also 
marketing that product, the model will know that IBM's 
product has a greater likelihood of selling well because or 
IBM's superior marketing ability. The reminding will 
occur because the entire episode above will be stored 
under indices that are used to process the episode [14] . 
The indices can be generalized so that the new knowledge 
can be used in more general situations: anytime two 
companies with similar products are competing, the model 
will look for the company with better marketing strategy, 
and predict that company's product will sell better. 

Without an explanation process, it would be 
impossible to learn the fact learned in the above example. 
All ol the factors contributing to the initial prediction 
would be cast in doubt, although in fact none of them 
were incorrect. The explanation involved hypothesizing a 
new factor, marketing strategy, and attributing the failure 
to it. A more inductive process without causal knowledge 
would be forced to choose some or all or the factors and 
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blame them for the failure, but it would simply be wrong 
to say, for example, that a good product should not lead 
to a rise in a company's stock. The explanation process 
singles out one line or reasoning which leads to plausible 
changes in the model of the domain. Because the p,.ocess 
uses causal knowledge, it avoids wrongly hypotb ,-. itiug 

that events which were believed to be connected are not. 
Furthermore, 'the hypotheses generated by explanations 
are not necessarily correct, but can be tested empirically, 
and can be revised in the light or future examples. Since 
pointers can be kept to previous episodes, the revision 
process can be designed to insure that a consistent model 
is maintained at all times. 

How Explanation is Done 

There are at least three primary purposes to 
explanation for which algorithms must be developed. 
First, as discussed above, explanation is a procedure which 
utilizes causal knowledge in order to limit the number of 
hypothetical causal factors relevant to a failure. Without 
the judicious application or causal knowledge about the 
domain in question, the number or speculations about the 
causes of a failure can be phenomenally large with the 
complexity ol the domain - and the real world is certainly 
complex. To test and verily this number or hypotheses in 
real world experience (i.e., not through experiences 
thoughtfully provided by a teacher) is computationally 
intractable given our present understanding. 

Explanations should improve 

Secondly, explanation procedures should allow 
prediction failures in certain circumstances to signal an 
orderly change in the causal model or the domain. 
Without this facility, explanations could never improve 
beyond those possible with any a pn'ori causal model of 
the domain in question. It is unlikely, however, that a 
complete causal model of all the domains or experience is 
innate. The explanations provided by humans clearly 
improve with experience in a given domain, and it is our 
contention that this is the resu lt or failure-driven 
modifications to memory . Ir we want our Al programs to 
improve in their understanding or a domain - especially if 
we want their understanding to improve beyond our own 
•• the re-organization and growth of causal models needs 
to be a focus or research. 

Avoiding future failures 

Finally, the most important function of explanation 
is to provide a mechanism whereby future expectation 
failures can be avoided. Having made an adequate 
explanation for a failure, and perhaps having reorganized 
some causal knowledge, the causal elements leading to the 
correct expectations must be identified in advance of any 
prediction failures. It is not enough to improve 
understanding or the reasons for an erroneous prediction if 
it cannot be avoided in the future. Hence we need to 
make failure- and explanation-driven modifications to the 
knowledge structures which represent and process events. 



Deduction ot miYing information 
In the CCC example in the previous section, the 

causal relation that superior marketing strategies are 
likely to result in higher product sales against a similar 
product is known, but the data about the marketing 
strategies of the companies in question is unknown. This 
defines one type of condition for explanation, i.e.; where 
the relevant causal relation is known, but the data which 
wou ld cause the relation to be applied in the current 
instance is unknown. In the absence of competing 
explanations, the deduction that IBM has superior 
marketing strategies provides a forthright explanation. 

Furthermore, the prediction which failed could have 
taken place in two different contexts regarding the 
information about marketing strategy. First, the 
processing structure responsible for the prediction could 
represent the fact that knowledge about marketing 
strategy is important in making a prediction about 
product sales, but the real data about IBM and CCC are 
unknown. The utility of making predictions from partial 
data in the absence of complete data is one of the 
motivations for frame based representations and content­
addressable memory ( e.g., [2]). The hypothesis is that 
what is known is sufficient to make the inference. In 
this case, however, the explanation process has shown that 
without the data about marketing strategy, an inference 
about future product sales is unreliable. Therefore, the 
current processing structure should itself be re-indexed 
such that data about marketing strategy is required before 
the structure is used for prediction. This effectively 
prevents a prediction failure from recurring. Finally, a 
representation of the current situation is constructed, and 
indexed from the current structure by a specification of 
the type of failure. 

Adding to incomplete causal models 
Suppose that at some later time, the episodic 

processing structure that we have been discussing is 
retrieved. This time, CCC is introducing a 
microcomputer which is again similar to another 
company's product, and it is known that CCC's 
marketing strategies are slightly superior to its 
competitor's (call them TEX). The prediction is made 
that CCC's product will sell more, but once again the 
prediction fails. A search of causal knowledge reveals that 
there are no additional rules to apply which can help 
identify elements in the current situation which may have 
caused the failure. However, since the current failure is 
similar to the previous one, a reminding occurs of the 
previous failure (14). 

The situation we are describing is one where a 
relevant causal relation has not been retrieved from the 

- 75 -

causal model of the domain, and it is unknown whether or 
not the causal factors relevant to the failure have been 
observed. The task of explanation processes in this case is 
to try to identify previously unknown potential causal 
factors in the current failure. It i8 in this situation that 
one utility of the reminding process is made apparent. An 
explanation procedure which may operate here compares 
the two episodic representations in order to find 
similarities and differences. Let us suppose that both IBM 
and TEX are located in the southwest, and CCC is 
located iu the northeastern part of the country. A 
hypothetical causal explanation is that location in the 
southwest is important (in the context of the other 
variables) for strong product sales. 

This causal explanation becomes a hypothesis about 
a new causal relation to add to the existing model of the 
domain. This process of case-based induction is related to 
the logical methods of discovering causal regularities 
called "eliminative in, i ·tion", first proposed by J.S. Mill 
[lOJ (and more recently described in [7]). Functionally, 
the hypothesis may serve in memory as part of an index 
to the episodic structure which represents a generalization 
of the two failure episodes. The matching of this index in 
future episodes provides a test of the hypothesis. 
Successful prediction of product sales based on the 
information supplied in this new processing structure 
signals that the explanation linking southwest location to 
product sales may be added to the causal model of the 
domain . This example should make clear the strong 
interdependence of the causal model of the domain and 
the structures in episodic memory which organize and 
predict events. 

To clarify things further, let us turn now to case 
studies of two programs that produce explanations as a 
result of failures, and use these explanations to improve 
future performance. 

Example: FORECASTER 
FORECASTER is a program which operates in the 

domain of weather prediction. The goals of the research 
of which the program is a part are to explore the initial 
develo, ,~ent of episodic and causal knowledge using 
explanation processes. The FORECASTER program 
processes synoptic weather reports obtained from a 
National Weather Service station and attempts to predict 
the future weather reports for that station. The program 
builds simple memory structures to represent short 
sequences of weather reports that it has seen where a 
typical report consists of about seventeen diffe;ent kinds 
of observations. These episodic structures are stored in 
memory using indices derived from the particular weather 
observations represented in the first report in the 
s tructure (e. ~., Tennerature 1~0, Vi s i ~ility 



poor). In particular, an index specifies the conditions 
which the program believes are causally sufficient for 
expecting the observations in the subsequent weather 
reports in one of these structures. 

When the program receives a new weather report, 
the indices to structures are checked. When an index has 
a match among the current observations, it causes the 
corresponding episodic structure to be retrieved and then 
used to make predictions about the next weather report 
from the given station. This process of matching new 
observations against indices is a process of judging when a 
new weather report is similar to one which has been 
experienced before. Ir the same causally relevant 
observations are present in the new weather report that 
were present in a previously experienced one, it is a 
natural inference that subsequent observations will also be 
the same. FORECASTER does not use causal knowledge 
to make predictions of individual observations, but rather 
of weather_ reports as a whole. 

One example of FORECASTER's explanation 
abilities occurred when it was processing the data from 
the Albany, New York weather station in November IQ83. 
It illustrates the most simple way in which the program 
hypothesizes and uses causal regularities in the weather 
reports it processes. In this case, an episodic memory 
structure was retrieved on the basis of several different 
observations, including the height of the cloud base, type 
of low clouds, .overcast sky, and visibility. However, the 
retrieved structure did not reflect all or the current 
observations. The temperature and dewpoint values were 
among those observations which were not matched; the 
temperature was slightly lower and the dewpoint was 
quite a bit lower than the corresponding values 
represented in the first report in the structure. However, 
because they were not part of the active index, they were 
not considered necessary to predict the subsequent 
observations in the structure. So, the program went 
ahead and predicted the next report from that station. 
The predictions included that the base of the clouds 
would be below 100 feet, and both the dew point and 
temperature would be around 2 degrees Celsius. 

When the next weather report was obtained, the 
program bad several failed predictions, including that the 
cloud base was about a hundred feet higher than 
expected. Like the CCC example above, an explanation 
strategy used by the program is to examine the supposed 
causal antecedents for the expectation. The most basic 
explanation for this failure is that the observed 
antecedents, i.e., those observations which were part of 
the active index, may not be causally sufficient for the 
prediction of the height of the cloud base. Some other 
observation, part of the first weather report in the 
structure, nust; t1ecessari l v he o~served '1efore t~1e 
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prediction can be made. Through the use or several 
heuristics to attribute causality (similar to Mill's methods 
of eliminative induction, cited above) and repeated 
observations of co-occurance [l], the program had by this 
date formed the hypothesis that the value or the dew 
point and the predicted height of the cloud base could be 
causally related. It had not yet learned that the 
temperature of the air is also a factor in this relationship 
(dew point and temperature together help to determine 
the saturation of the air, and thus the altitude where the 
air is cold enough such that condensation will occur). 
Among all the differences between the current weather 
report and the observations represented in the retrieved 
structure, this observed regularity allowed the program to 
focus on the difference in the dewpoint observation as a 
probable cause of the failure. 

To prevent a failure to accurately predict the height 
or the cloud base for similar reasons (i.e., an errant 
dewpoint observation) from occurring in the future when 
using the same structure, the current index to the 
structure was specialized. The program did this by 
adding the expected dcwpoint observation to the current 
index , thus making it a necessary condition for retrieval of 
the structure. In addition, to help future explanations a 
new episodic structure representing the actual weather 
data in this situation was indexed "underneath" the 
current structure by a specification of the failure to 
predict the height of th,i cloud base. Ir a similar failure 
were to occur in the future when using the current 
memory structure, tbeo the program would be reminded 
[14] or this instanc:~ or r, .ilure. 

Sometime in the future, let us suppose that the 
current weather report matches the dewpoint and other 
observations as specifie, · in the index that FORECASTER 
constructed . The sa, ne episodic structure would be 
retrieved once more. Again, the temperature fails to 
correspond to the I emperature represented in the 
structure but this is an insignificant difference from the 
point of view of the program. In this case, the prediction 
about the future height or the cloud base (among 15 other 
expectations) would again be made. 

Ir the prediction about the height of the cloud base 
were again to fail, then a reminding would occur of the 
previous failure. The program would once again examine 
the context of the failure to check whether the known 
causal antecedent observations were present (i.e., the 
dewpoint, overcast sky, and type of low clouds). In this 
case, the program discovers that they all were observed. 
In comparing the case of the previous failure and the 
current case of failure, the program would notice that in 
both instances the temperature observations were 
anomalous. However, many such similarities could exist, 
;;nv on P. of ·.-"1ich coulr re ., cancli ·!ate cau<se of the, 
failure. 



This set can be substantially reduced by eliminating the 
observations which are known from experience to be 
unnecessary for the predicted observation, and by using 
general domain knowledge to filter additional unlikely 
causal factors. This comparison-based explanation process 
reveals that the temperature value is likely to be an 
important causal antecedent or the height or the cloud 
base in addition to the dewpoint value. Re-indexing or 
the current structure would occur as before. 

Example: HANDICAPPER 
HANDICAPPER is a program which uses causal 

knowledge to constrain its hypothesis generation process 
in the domain or horse racing [I3J . It has the ability to 
recognize 35 different features for each horse in a race, 
and its goal is to pick the correct winners or races. When 
it picks incorrectly it generates an explanation or its 
failure . This explanation serves as a hypothesis which is 
then used _in future predictions if similar circumstances 
recur. 

The example to be discussed here occurred in a race 
in September 1082. The two horses favored by the 
program both had a feature called "early speed", meaning 
they usually jumped out to a lead early in a race. The 
race in question was a short race, and the program knows 
that early speed is a good feature in a short race, because 
often the other horses in the race do not have time to 
make up the distance they've lost at the beginning. In 
this race, however, another horse, which did not have 
early speed, beat both or the top horses predicted by 
HANDICAPPER. The task or the program was then to 
determine how, if possible, this latest horse could have 
defeated two seemingly better horses. Knowing that early 
speed is a good feature in short races, it would seem 
wrong to hypothesize the opposite, unless there was some 
causal knowledge that would tell the program otherwise. 

There were, in fact, three horses in this race with 
early speed, none or which won. HANDICAPPER knew 
that its original prediction was based in part on the fact 
that the horses it liked had early speed, so it proceeded to 
simulate the effect on each horse in the race or having 
three early speedsters. It knew that when one horse has 
early speed, other horses tend to run a little harder (i.e., 
use a little more energy) early in the race in order not to 
Call too Car behind. It also knew that horses with early 
speed run a different style or race from average 
thoroughbreds: they tend to use more or their energy in 
the beginning or the race, and then just hold onto their 
lead if possible through the middle stages and the fmish. 
Combining these two pieces or knowledge, the program 
discovered that when more than several horses with early 
speed are present, there is a chance that they will all use 
too much ener ny at the heq: inn inn a n '"l ~Ji e l-iefore the 
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finish. If this happens, it will allow a horse without early 
speed to defeat them all. For the race in question, this 
explanation seems adequate, so it is used as the 
explanation for the failure. A structure for races 
containing multiple early speedsters is then built, and this 
race is indexed under it. In future races with more than 
one early speed horse, this structure will be re-activated, 
and the advice it contains will prevent the program Crom 
using early speed as a predictor of a win. 

What the program has learned here is that two 
horses with early speed in the same race may tire each 
other out, causing both to lose. It did not know this in 
the beginning, and it was not designed to discover this 
single fact. In the beginning, it knew 

1. what style of race a horse with 
early speed runs 

2. how a horse with early speed affects other 
horses in the race 

but it had never considered how a horse with early speed 
might affect another horse with early speed, because such 
a situation had not occurred previously in its experience. 
By storing away this experience so that it will be recalled 
in similar future situations, the program avoids repeating 
its failure. 

Conclusion 

We have seen through this discussion and the case 
studies that followed the value or causal explanations in 
models or learning. The knowledge or how events in any 
domain are causally related allows our models to focus 
more precisely on the sources or error when their 
predictions fail. For AI prediction models, especially those 
in complex domains, it is essential that some means be 
employed to search through the enormous number or 
potentially relevant causes or any failure, to avoid the 
hypothesis explosion problem. We have seen how a causal 
model helps guide this search from the reasons for the 
initial prediction to the source or the error, and how new 
causal knowledge can be acquired. The explanations that 
are built as a result of failures improve the accuracy of 
the programs' domain models, and subsequently improve 
their abilities to make accurate predictions. 
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ABSTRACT 

A discovery system has been implemented which learns both 
declarative and procedural concepts in the domain of data 
structures, The s ys tem starts with a s mall initial knowledge 
base containing 1 st ruct ure ("lis t") , I operation ("search"), 
7 relations (such as 11 lessp 1

'. 
11 at om11

, 
11 memq 11

, etc,) , and 26 
he uristics , From this knowledge base, the heuri s tics are able 
to generate many new concepts, includ ing vanous kinds of 
ordered li s t s, t rees , and forests; several sorts of search , 
including tree_ search and binary searchi and many new 
relations s uch as "greaterp", "less-than-all ", "not - memq", 
etc, Heuristics cannot as yet be learned, but the sys t em has 
been designed with learning new heuri stics in mind , It may 
even eventually be possible to apply the discovery program to 
i tse lf, and thus automatically di scover new thin gs about. 
di scovery, 

I, Introduction 

Learning has finally begun to take its place as one of 
the cornerstones of artificial intelligence , Evidence for 
this includes the tecent publication of a collection of papers 
on learning (Michalski, Carbonell, and Mitchell [1'?::::3J>, the 
many papers presented at the 198:3 machine learning wor ks hop 
!IMLW [ 19:3:3 ) ), and the number of sessions devoted to the topic 
of lea rning at current AI conferences (e,g, I.JCAI [ 1'?::::;:J) , In 
these various collect ions a number of different categories of 
learning are identified including learn ing by analogy , 
learning from examples, concept learning, learning from 
observation, and discovery, Discovery is the topic of this 
paper, 

Specifically we are interes ted in automating the 
di s covery of computer science concepts , in particular the 
di scovery of concepts hav ing to do •..iith data st ructures and 
their manipulation, Discovering such concepts requi res the 
ability to learn procedural information (relations, 
operations> in addition to declarative information 
(structures), Some current work is concerned with the 
di scovery of computer science concepts le ,g, Lenat's [ 1 ?82b J 
general di scovery system EURISKO which has learned about 
aspects of LISP programming among other things), However, 
discovery in the domain of data structures is still an area 
ripe for further concentrated explorat ion, Being able to learn 
new kinds of structures le,g, li s ts, trees, etc,) and new 
kinds of procedures (especially search t echniques) is an 

·essential prerequisite to a di scovery program being able to 
discover new things about discovery programs, Moreover, data 
structures is a re latively s hallow area las compared to 
mat hema tics, say, which Lenat's [ l '?77 ) AM explored) , so it is 
even conceivab le that eventually new, useful computer science 
concepts could be discovered, 

Various ap proaches to discovery have been proposed over 
the years, notably the data man ipulation approach to 
scientific discovery of the BACON systems (Langley [ I ?:::OJ) and 
the heuristic search paradigm developed in systems like AM, 
EURISKO, and LEX (Mitchell [ 1983)), For our particular 
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application, the heuristic search approach is more appropriate 
s i'1ce the concepts being mani pulated are more procedural than 
the data driven approaches can read ily handle, In the 
heuristic search approach an initial know ledg e base of 
concepts (representing various "p r imi tive " data structures and 
procedures> are manipulated by a numb er of heuristics that 
s low ly extend thi s kno •..il edge base until new and interesting 
ccncepts emerge, 

In our system there are four different types of concepts: 
operat ions , relations, structures , and heuristics, The system 
is able to di scover ne,, operations, new relations, and new 
s tructures, The system current ly does not learn new 
heuristics, a lthoug h it has been des igned to make such an 
extension rela ti ve ly easy, Many systems (such as EURISKO, 
LEX , and SAGE !Lang ley [ 1983))) have explored the di sco·1ery of 
heuristics for var ious domains . Lenat [ 1 %:2a l e'1en proposes 
that the time is right for a H,eory of he uristics: 
"heuretics" , T~,e in s ights provided by th is body of research 
will hopefully prove to be useful ,vhen extending the curr ent 
sy ;tern to be ab le to discover heuri s ti cs for the data 
s tructures domai n, Such an extension will be crucial if 
discovery about discovery is to be ach ieved, 

2, Details of the Svstem 

In thi s section some of the details of the discovery 
sys tem will be discussed, Further elaboration can be found in 

Aref [1 ·'1::::3], Much as in AM, the four different types of 
concepts !operation s , relations, structures, and heuristics) 
are represented in frames, a different type of frame for each 
ca tegory of concept, 

Operation frames represent various processes that can be 
under t aken, Here is a simplified vers ion of a typical 
operation frame, 11 search11

: 

N ame : search 
Isa: operation 
Definition: 

Semantic: looks for an e lement in a structure 
Parameters! OB.J, LST 
Code : 

Precondition: OB.J is an atom; LST is not an atom 
Succeed: the first e lement of LST is an atomj and 

the first e lement of LST equals OBJ 
Fail: there are no elements in LST 
Recursive: search for OE.J in first e lement of LSTi 

search for OB.J in rest of LST 
Worth: 200 

{miscellaneous other slots are not s hown; code i s pseudo-code} 

The key s lots (and subslotsl are "Isa" and "Definition", 
The "Isa" slot merely places the frame appropriately in an 
"Isa" hierarchy, In the early stages of discovery only the 
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top levels of this hierarchy exist: the discovery process 
slowly deepens the hierarchy as these initial abstract frames 
are specialized, The "Definition" slot defines the meaning of 
t he concept represented by the frame, In an operation frame 
this slot has 3 subslots: "Semantic", a comment (in English! 
describing the action of the opera tion; "Parameters", a list 
of the parameters taken by the operation; and "Code", which 
actually contains the code that carries out the operation (for 
readability, the code shown here is pseudo-code: it is 
actually LISP code in the implemented system), 

"Code" breaks down into 4 important subparts , 
"Precondition" defines conditions which must be met by any 
arguments before the operation can be executed, "Succeed" and 
"Fail" are base conditions for t he recursion defining what it 
means to terminate successfully or not in the execution of the 
operation, "Recur sive" is the recursive step that is 
undertaken if the termination conditions are not met, 
Breaking down the action of an operation into parts allows the 
discovery process to manipulate each part separately and hence 
"understand " some of the subtleties underlying the s tructure 
of a program, 

The other 3 t ypes of frames are similar to operation 
frames, Relat ion frames represent predicates and are much 
like operation frames except that the "Code" subslot is 
s impler (no recursive definition is necessary), There is also 
an "Examples" slot that contains data structures for which the 
relation is true (e,g, pairs of numbers where the first is 
"lessp" the second), Here is a version of one s uch relation 
frame, 11 l essp 11 ! 

Name: lessp 
Isa: one-to-one 
Definition: 

Semantic: return true if the first number is less 
than the second number 

Parameter: NUM1, NUM2 
Code: 

Precondition: NUMI and NUM2 are numbers 
Relation: NUMI is less than NUM2 

Examples: (2 5) 1 (22 202 ), (73 83) 
Worth: 100 

Structure frames represent various data structures, In a 
structure frame the "Code" s lot is a recursive definition of 
the structure, broken down into slig htly different subparts 
than an operation frame, In addition there is an "Examples" 
s lot that is used to contain examples of the structure, 
Usually, these can be generated by the system from the 
definition: if for some discovered structure no examples can 
be generated, the structure can be rejected as not meaningful. 
The system's "list" frame is shown below: 

Name : list 
Isa: structure 
Definition: 

Semantic: a collection of non-repeated element s 
Parameter: L 
Code: 

Precondition: L is not an atom 
Termination: the first element is not an atom; and 

there are no more elements in L 
First-step: the first element is an atom; and 

the first element is not in the rest 
of L 

Recursive: the rest of L is a list 
Examples: (kxfup cs m 189 219 788 77 1)1 (777) 
Worth: 200 
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Heuristic frames are the driving force behind the 
discovery process in that they actually create the newly 
discovered frames, The "Code " slo t of a heuristic frame works 
,aith one (or more) frame(s) of other types, The action of the 
code is to generate a revised version of the frame(s) provided 
to it, perhaps indirectly through the agenda --- see below, 
Here is a simp lified version of the "add-relations" heuristic 
frame! 

Name: add-relation 
I~a: h-structure 
Definition: 

Semantic: if the current task is to add a relation, 

Code: 

and the structure has n't a specific type 
of relation, then add tasks to the 1genda 
to try to add each type of relation to n,e 
structure 

If-part: if the tas k is to add a relation to a 
s t ructure S 

Then-part: add to the agenda tasks to add relations 
to S which are not in S 

Worth: 50 

Here is an example of how the heuristic frames act in 
concert to produce the learning behaviour of the system, The 
"change-relation" heuri s tic" might start off by suggesting 
that the preconditions for each element of a "list" structure 
be "element is a number" rather than "e lement is an atom", 
This would result in a new concept , "list-of-numbers", being 
genera ted, If examples could be generated of "list-of-numbers" 
then the new frame could be added to the Isa hierarchy as a 
sub-concept qf "list", Next, the heuristic "add- relation" 
might insist that the relation "lessp" must hold bebieen each 
pair of elements in "list -of-numbers", Adding this restrictive 
relation would give an "ascending-ordered-list-of-numbers", 
assuming once again that examples could be generated, Another 
heuristic, "change-domain" might then suggest changing the 
preconditions on the parameters for "search" so that LST must 
be an "ascend ing-ordered-list-of-numbers", If the heuris tic 
a lso made minor changes (mostly trivial lexical changes) to 
the rest of the "Code", the frame could be successfully 
executed and a new concept "search-ascend ing-ordered-list-of­
numb ers " could be added as a sub-concept of "search", 

This is fairly typical of the kind of learning which goes 
on in the discovery system, Small modification s of various 
kinds to the "Code" parts of existing frames yield new frames, 
These new frames are further modified (sometimes involving 
references to other new frames), and so on, until starting ly 
different concepts can eventually evolve, Of course , there 
are many irrelevant steps and blind alleys along the road, 
There is also the chance that some heuristic can postulate 
many different possible modifications , Thus, there must be 
some way to handle multiple goals and to choose which goals 
are most promising, 

This is accomplished using an agenda mechanis m simi lar to 
that employed in AM, This agenda is a list of "tasks", each 
of the form 

<worth concept-to-be-modified suggested-heuristic 
(further-specification) ) 

arranged in descending order of the worth of the tasks, 
The concept-to-be-modified is the name of a frame that may be 
modifiable to get a new concept: the suggested- heuristic 
s hould be able to make the appropriate modifications, An 
optional further-specification can impose a limitation on the 
action of the suggested heuristic, An example of this might 



oe the "add - relation" heuristic which, in addition to trying 
to add "less p" to "list-of-numbers" might also consider adding 
"greaterp" or "equal", To do this, the tasks 

(worth! list-of-numbers add-relation lessp) 
(worth2 list-of-numbers add-re lation greaterp) 
(worth3 list-of-numbers add-relation equal) 

could be added to the agenda for later execution, 

The worth is an "interestingness" number that is used to 
order the tasks (the most interesting is tried first), The 
interestingness of a task is computed on the basis of the 
intrinsic worth of the concept-to-be-modified (,vhich is 
available in its worth slot) and the utility of the suggested­
heuristic (as specified in its worth slot), The worth values 
of the concepts in the initial knowledge base are assigned by 
the programmer, New concepts take their worth values from the 
worth value of the task that generated them, This can be 
further reduced if the new concept doesn't have enoug h 
e~amples, In any event the •,mrth of a new concept cannot 
exceed the worth of the concept from which it was built, This 
will guarantee that eventually the discovery program will 
terminate since as time goes on the worth of concepts will 
tend to O, Ultimately there will be no interesting tasks left 
on the agenda, 

3, Experimenting with the System 

The system has been fully implemented in FranzLisp, In 
the initial knowledge base , there were 1 operation ("search"), 
7 relations (11 numberp'', 11 atom 11

, 
11 1istp 11

, 
11 oddp 11

, 
11 lessp 11

, 

"alphaless" , and "memq"), 1 structure ("list"), and 26 
heuristic rules; The heuristics included the "change­
relation", "change-domain", and "add-relation" heuristics 
mentioned in the last section, and also included a number of 
other useful heuristics such as "invert- relation" (which could 
sugg est reversing a relation , e,g, to get "greaterp" from 
"less p"); "nesting" (•,i hich would allow a structure to be 
further parenthesized, e,g, to get trees from lists>: "divide­
domain" (which would divide the domain of applicability of an 
operation into 2 or :3 parts, especially useful for devising . 
binary search and various tree searches>; "add-testing " (w hich 
could add various boundary condition tests to an oper ation, 
e,g, to check for an element being less than the first element 
or greater than the last e lement); among many others , There 
were no heuri stics to generate new heuristics in this version 
of the system, 

Many runs were made of the system, fine tuning the 
initial worth values, adding in new heuristics, and making 
generalizations to various parts of the program, The final 
version of the system executed 800 tasks, built 400 frames, 
and succeeded in keeping 10 relations, 90 structures , and 60 
operations which it found interesting (i,e, s tructures for 
which is could find examples; operations and relations it 
could successfully execute), Approximately 20 CPU hours •,iere 
needed to achieve this level of discovery, 

Perhaps the most interesting discovery was "binary­
search", A skeletal vers ion of the Isa hierarchy of concepts 
generated in the discovery of "binary-search" (and the main 
heuristics used) is shown in Figure 1, The salient steps in 
the discovery process can be summarized in the following 
steps: 

-The system started with no tasks on the agenda, It 
added tasks to modify and extend its knowledge base, 

-It tried to extend "search" to a new domain, "lis t", 
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-The system tried to modify structures, It specified a 
particular structure "list ", It tried to modify "list" by 
changing a relation in the definition of "list", It changed 
the predicate "atom" to "numberp" and found a new concept 
11 1ist-of-numbers 11

• 

-After the system had spent some time in extend ing 
"search" to both "list" and "list-of-numbers" , it tried to 
modify "list-of-numbers", 

-By adding a re lation "less" to the "lis t-of-numbers" . 
definition , it discovered the concept "ascending-ordered-llst­
of-numbers 11

, 

-By extending "search" to the new domain "ascend ing ~ 
ordered-list-of-numbers " , the system built a new operation 
"searcr,-ascending-mdered- li s t-of-numbers", 

- Then, it divided the domain of "search-ascending­
ordered-list-of-numbers" into two parts, and built a new 
aper at ion "search-ordered- lis t-by-2-di visions ", 

- It modified the operation "search-ordered-list-by-2-
divisions" by adding a tes ting s tep so that the new operat ion 
tests for the desired element in the first part only if the 
fir s t e lement of the second part i s bigger than the desired 
element, i,e , the general idea of binary search, 

Here is an abridged version of the "binary-search" frame 
that ,,as concocted by the sys tem: 

Name: binary-search {name supplied by system user} 
Isa: search-ordered-list-by-2-divisions 

Definition : 
Semantic! {comment must be added by sys tem user} 
Parameters: OBJ ,LST 
Code! 

Precond ition: OBJ is an atom; 
LST is an ascending -ordered-Jist­
of-nu11,bers 

Succeed: the first element equals OBJ 
Fail: there are no elements in LST; or 

OBJ is Jess than the first e lement ; or 
the Jas t element is less than OBJ 

Recurs ive: binary-s earch for OBJ 
in fir s t half of li s t; 

binary- search for OBJ 
in secon d half of list 

Worth! 50 

A number of other recognizable relations, operations, and 
structures were discovered, In add ition to "binary-search", 
other ne•,i operations generated were "binary-search" (again - by 
another route), "tree-search", and "ordered-binary-tree­
search", Among the relations discovered were "greaterp", 
"evenp ", "a lphagreater", "less-than-all" (e,g, 1 is less-than-
all (2 6 5:3 25)) , 11 greater-than-all 11, 

11 not-memq 11
, and 11 not­

numberp", Interesting structures that were discovered include 
11 binary- list 1

\ 
11 ternary-list 11

, 
11 li s t-of-numbers 11

, 
11 ascending-

ordered-li st-of-numbers", "descending-ordered - Ii st-of­
numbers 11, 

11 ordered-tree 11
, "binary-tree", 11 binary-forest", and 

"forest ", The most widely useful heuristics in generating 
these concepts were "invert 11

, 
11 add- relation'\ "nesting", 

"change-domain", and 11 divide-domain 11. Figures 2, 3, and 4 
s how the interesting s tructures, relations, and operations 
discovered by the system , including the heuristics used to 
generate them, 
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4, Conclusion 

The discovery system has discovered a number of relevant 
concepts, both declarative and procedural, in an important 
area, data structures, The declarative concepts are learned 
through relatively straightforward manipulations of lists, 
The procedural concepts are learned through identifying 
different parts of a procedure (e,g, precondition step , 
recursive step, base steps of a recursion, etc,) and 
manipulating the code for each step separately, The 
particular heuristics used ta generate new concepts from aid 
(e,g. 11 nesting 11

, 
11 add-relation 11

, 
11 invert-relation 11

, etc.> 
suggest genetic relationships among the various data structure 
concepts, It is interesting that so few heuristics could be 
so useful. 

There are still shortcomings to the system, The 
interestingness criteria are fairly primitive and need to be 
refined ta cut down the number of irrelevant concepts 
generated, This might be done by more closely tying the data 
structures generated to the procedures that use them, and call 
a structure "interesting" only if it is useful ta some other 
procedure, Some of the heuristics are overly specific (e,g, 
"add-testing", _which adds tests to check for something being 
less than the fir s t element or bigger than the last, seems a 
bit "special purpose", although the AM system , for instance, 
has shown the usefulness of testing for extreme cases in the 
mathematics domain), Moreover, it is difficult to see how 
certain classes of concepts could be generated by these 
heuristics, For examp le, while it seems just possible that 
with a few additional heuristics something like sorting could 
be handled, but haw could hashing ever be discovered ·:· 

This raises an interesting question as to what algorithms 
and structures can potentially be generated by the current 
system, The power to modify existing structures and 
procedures lies primar ily in the heuristics, so in order to 
answer this question the full implications of the heuristics 
must be understood, Each of the current heuristics has been 
specifically chosen to lead the system from its initially 
simple ideas of linear lists and sequential searches to mare 
complex data structures and searches, Certainly, if run 
further, the system could, with little or no modification , use 
these heuristics to discover strange new data structures of 
limited utility (e,g, alternating pairs and triples of 
numbers , deeply nested structures, etc,) or varieties of 
sequential or binary search procedures, However, brand new 
heuristics would be necessary ta achieve a breakthrough into 
substantially different classes of structures, such as arrays, 
database architectures, networks and their affiliated 
procedures, 

Another aspect of the current approach is the breakdown 
of th_e "Code" slat into parts such as pre-condition, 
termination condition, if-part, then-part, recursive step, 
etc, . Ea.ch of these parts is manipulated separately by the 
heunshcs ta achieve revised procedural capability, Again, 
the particular kinds of code parts have been chosen with an 
eye ta producing complex structures and searching algorithms, 
and may not be fully appropriate in devising other procedures, 
espeoally for things like array manipulation which might 
require code parts appropriate far iteration rather than 
recursion, Even allowing the addition of different kinds of 
parts to the code slat in the current system, it would seem 
extremely difficult to evolve genetically from "list" and 
"search" ta iterative algorithms without additional heuristics 
and perhaps extra starting concepts as well, 

The biggest aid to further extension of the system would 
be achieving the ability ta generate new heuristics 
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autama• ically, The frame structure far heunst1cs and the 
procedure manipulation capabilities should make this possible 
without undue upheaval to the current architecture, Figuring 
out exactly what to modify when, though, will s till be a 
difficult task, hopefully one ameliorated some,vhat by other 
•,iark on heuristics (e ,g, Lenat [l";i:::2a,bl, Mitchell [1·;1:,:3), 
Langley [ 19:::3]), Once it can learn new heuristics , the 
discovery system s hould be ab le to learn ne•.v things about 
discovery, As it stands, the system is a promising start 
towards this goal. 
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in d u c ing r ul es or nd r11.i o r1:-- i r·orn g ro u nd Jri :-: 1;111 ,· 1 ·:-: . i>i , I. \', t ie n ~ 

I. he d o rn ,, i ri is il S ~LHT ll] d g<nr( ·,· ~ n <: d by ;H1 u 11<l (•1·ty i 1 ;!::( ~ r·c1 mn 1;l r. 

S c-! e [U J fo r fo un r.l ,:it.ior ia l wo rk, 11:1< 1 11 / f •.H· :1 1·1.: r.:en l s u r vey. 

The fle ld u f l L! <:t niin~ a nd i ridt ll! l. ive 1; 1F i.! r e n ee i1 1 11,1 : n 1~r· ; I[ t s 

:,; ur ve y e d i 11 I 7 J. T he ;i ;Jpr ::,; \ c h I :1k l: r1 t H : n ! l.111 •n i " 1.o 11 ' >1. 11 1;1 k ,.• 

s uc h ;1ssu 11 1µ Lio n s c ,.~ r1cu n11n~ t.t1 c d o ri rnin, ,H ld l.r , i~r,on: 

11 u i se, 

cu n s l.r·r1 i11l. s. µn:st1pposi l. i o11 s , t:l.c .. ,u1 d in s l L·o1d Lu <J d rl l'(· :,.: s U H; 

' 'l owC'r·- l evel" i s :HH!S of 1, :,u · r1 i11 g . 

Til e r• l,1 i m h ere i s t. h a l I.li e iss ues f , w (' d by pun· 

l ea r ni ng :-; y s l e rn s o1r e I.he sa rn e H.~ U10 :-:e l h :1. I. rt 1t 1sl. b e f; 1ce d 

by n.ny l e a rning sys l e rr1 or kn o wl ed gr~ ..ic q1 1i ...: 1l. i Dri ~y;,; Len1 ( o r 

e l se, on e w,1y or- rH 10t. h e r , c•xpl a in c d a\, ;1y ). 1;c ricc pun: 

.:)ysle rn s r e;, r e sc n t l.hc ho. ~i c o r css!? n l. i n l fc .tlur e s <H 11J 

pr in e ip lc s u f Je;u·n ing sys lr.: rn s i n g e 11 L!n1I. l Jed1ilp "i ..... Uif J1.: w h ,1t. 

~u r·p ri s in~ l y, i l i s nol ove r l y d i ffie ul t lo e x t.,.!fl d d pu n • S) s l.e rn 

o i L r ··.• ! ,. r· ( J11 ( ..? , \\ ' ., · 1 . J. ,ur· :J n: ,) ·-i!, 1; , 1 . . · · ,,;t i =.\. tl1 , . 

i,_,,,. .. . : \ , I ll ! .,. . q· ·,, . , ! 
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The rn,xt sect ion cons iders the general problem of 

torming and rna inl. ;iin ,ng a theory of a domain. Thi$ is 

(ollowcd by a di sc ussion of spec itlc issues and problems 

relal.ed lo introducing co nj ectur es. After this an a lgebra, 

thence logic, is presented for ex pn:ssing a theory of a 

doma in. The formal prope rties of lhis logic serve t.o 

preci se ly spec ify Lhe scl of pote n lictlly forrnabl e ,aonject ures , 

as well as pruvid<? a means of e nforcing Lhe cor,sislcncy of a 

t heo ry. l'hi s work is ex tende d lo deal with grou11J i11slances 

where the predicates may now lake sel .s as argume,r1l.$. 

J.astly , it is shown how a theory rn.1y be mapped into a w,ell­

-; pec 1fied knowledge repre::;cnL11"ion syslem. l1'ur the r d ei.a i ls 

,ind Pxl.ensio ns of lhis work n1ay be found in [61. 

'f'h,,ory Format.ion 

A theory of a domain will be 1,;ker, lo be simply a 

eo ns1 s lent set or eonject.ures co ncP rning a dornain. Sine e alt 

lhal can be known of a domain by a pure 1.hcory fr,rmal ion 

s yste m a re gcoun cl instances, a ll ge nera l st.alements 

(exctcpl.ing lo~ie:al t.ru lli s ) are , of nec ess ity, i:o nj eulurc. 

It is irnporl.ant lo clisti11guisl> Jorrning a theory fn>rn 

reasoning wil.hin one. Th e firs!. area dea ls with I.he is - ucs 

involved ln introducing conj,.~ ctur es (ln d rnointai ning Lhe 

cons1slc n,,y or a l.hcory. Since in forming conjectures one 

"goes be yond" the facls a l hand, thi s activ ily is la.rgely 11on­

deducl ive . Reasoning within a theory on th e otl 1e r l>,rnd is a 

primad ly deductive acl ivil.y; muc:h of cur r en l represent.al.ion 

research h as been concerned with what. in[c;rences may be 

drawn, how Lhese inferences may be d rawn, «nd how 

k now ledge may be sl rucl.ur e d l.o tJesL fac 1li.l al.c l1 1cse 

inferen<:cs. There is no r easo n I.lien why ,1 sysLem th,i l is 

wel l-su it.t,d lo p,er·fo r ming deduct. ions fr om a pi1rl.i cu lar 

lheory shou ld a ls o be we ll su it. eel to altering the conLe nls of 

the tl1 eo ry. Tl,us , for e xample, it is one 1.hing lo use a theory 

to pr edic t t he m otio n of known planets a n d Lh e e x islence of 

uns ee n planets; it is quile another to fo 1·rnul,1te a theory 

a boul how planets move . 

One pos si bility for representing conject ures is to use 

prototypes [11 ), [15). In such a case membership in the 

extension of a term is a graded affair, and is a matter of 

s imil ari ty to a representative member, or prototype. 'I'hus 

one might say that it is more "ravenlike" for a p.irticular 

raven l.o be black, rather than some olher co lour. I wis h 

how ever to expli c itly reject this ap proach, and instead deal 

with universal staternent.s which n,pn:senl (hypol h•·:s ised) 

laws governing a t.Jorr1 n.in. Thu s one wou ld rnit~c I.he st rongl'r 

claim th;at "all rnvens arc blo.1ck". '!'he ildv,rnl.age of lhis 

approach is lhat. il u l! Dws ct rnuch gre1' t e r de g ree, :, f overa ll 

kb syslerna li sal ion Lh rough I he inlen·clal.io11 •Jf prc,dic ,il.es , 

as we ll r1s ( . .Hirmitt.ing ,1 full logicdl ap µardl.us for· 1·(!<tsoning 

wi th conj ec:1 un,s. The proble m wil.h this l,tl.Lc r ,,pp r·•.rnch, o f 

cour:;e, is Lhat. one r arely, if ever , rtdl.ur a ll y l ! ll~: •>1uil.l! r·s 

cxcc µlionl es::; lc-J ws. Thu s the abuvt: ge ner ;l !i s t1! if')n LS 

''fa lsiti:eiJ" by UH: e .'<.i -:tc ner! uf an albino r ; 1\11_n; f r1ilin!:! Lh .:11. 

some mi1. lconle nt is ah,·uys li k~ .. ?ly to pa inl a rilvc11 n~rL 

fhe pr·oblen1s of ral iona li s ing a nd al1ow i11g exct!µt.ion . ..; 

is beyond I.he s<.:ofJ" of I.hi s paper; again I.Ile ,..,., d,,r· is 

rcft·rred to [0]. ~ll(li•:C lo ,ji.l)' however lhal in V(:fifyin~ <I 

sc.:ienlif ic law. f or exrt rnple "wa te r boil s n.t !OO'C", Ollt! n 1u sL 

rc,ly on a host of u11de1·l_vu1g dssu rnplion s, .suc l1 as lhe 

pre ss ure, is 7GO rnrll .. I he waler is pun, . l1 1c l.l1c:nnornder 

acelJralc, f.!I.•:. Such assurnµt ions lhen rnay l> e used, f!Vl!fl if 

unknown , to excu~e an exception. 

It. is inst.rue ti, e a lso lo specify 1. t«, prnp<>J'i.1vs lhal 

conJt:.ictures should have . To tH!gin w i th, Ucfore a Ct>r1 Jc:r.:l. ur 1 : 

i s f0r·med, there shou ld be a reason for· ;-;o doing, r1rid t.hus 

evidence in s upport of it.. Ev idence t. ht•fl r11 usl. ;1l so 

cli scri rn inal.e a rno11g l h e ot her feilsibk h)'pol.hcsc,s. On u,, , 
ot he,r hand a f11lsified conjecture sl1ou ld (sulJjecl l.o I.h e Hbovc, 

caveat conr.erni n i; exce ptions) be a b ar ... lorn,d. •\lso I.he, 

properties of a conJr.:c tur e shou l •I lH! l.hr:! s..i r:t<·. •., hcn~ver 

possible. as the corresponding "known" f•> r rnu la . ·:·11u s . for 

example , i f P a nd Q wt:re hypnl.hesisetJ to he <'quc, I, we would 

li ke lbis hypothesised eq ,wlily t.o be h ,1ve sirni t<1rly t.o 

standard ex l ens ional e quality . 

Clea rl y the sel o f r.on ject.ures musl be cDns isl. •,!TJI. wil.h 

whal 1s both known iiJl(J conjectured l.o be Lrue. Also, whi l" a 

conjecture can n ever be Ll e rnonslrated lo bt· Vue. I.ti c sel of 

conjectures s hould co nverge t. o I. he "true " so lu t.io ri, or 

idenl1 fy th·e under lying relations " in lhe l i rn i t " I !3 J. 'i olc 

lhoug h 1.hal for reaso n s of emc ie ncy we do r1' L want. l o know 

a ll l hat pot ent ially m ay be known -- lhat is the I.rut.ti values 

of a ll known predicates a p plied Lo ill! know n ind ividua ls . 
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lnlrodu eing Co n jcc lurcs 

Corr es po ndir, ~ 1. o teac h kn ow n µ1 ·,,d i ca le sy rnu ol I' i 11 

the dorn a in, W{ i wi ll h ave a se t ot· ir1di v idun l s t.h uL P is k i lo \, rt 

o f. I·' t! r i c: 1.! f o r f"! avh kn o w n P w e ca 11 s p el.! 1fy sc t. s P ;i nLI P 

by : 

I-'_ !<t ! I< - IJ(a )l 

The o p (1 r a l. o r· K is us in [ 9 ] rH1d rn a y bt~ r uo d d S " it is kr , ; \vn 

t haL" Thu s i..i. 11 inf o rmal.ion known a b o u l. P i s co n t.r1. 1n r~ d in / J 
' 

a nrl P . ,ir1d c;1n sa y : 

T twsu n o l : 1>r1:-- e l ear l y Al.' n eral i ~t; l.o /J igh : .. ~r- pl ,1.ce pred 1ci1l.(!S . 

:'rcd i•:a lt ·"i , vd1il e tJPP " f c:n~e i t : l! i L: l e ! t.0 r !-i will b e usr..·• l Lo 

-.; l.;1r1 0 f o r· wl1,d. i s kn o wn ,1bo ul. l.l w C: tfft t-s p o ndi ! l !; p r·c d icr1 t. e , 

v i z . t.h e se t. s T' Rnd P . Ft1/'U a ·r·1 r1 0 1T:> , I. h e l1 y µ o \. hr.·~i.-.;e d 

n :!a l.lon .tnd ,i p~! r ,it. io11 s ign s ,tJ' t ' n t, t.<1 inc d by sub sc r;p l i r: ~ a11 

"h" to !. h e ·.·o rrcs po n din g :.;e!. - Ul'.:or cl. i c ~ig n s . T t1us , for 

r, x il n rp l (,, whil e f'='l w rll " " ' " n ll rnt I' ,-., nd Q a n, 

(ex t f ·n~ i ona lt y) 1.:qt1i vi:1l t·! nL, (-J::: lt Q \\ 111 n 1ca n l. h ,1! P i11 1d Q ,1r e 

!1y po i.1 1csr,,r:d l. o 1; , ,.,q1.i, iJ l :, 11L. 

>i ow , we (·.-,n l' 0:1 j ect.u r •: l. h11 l P 11Hl Q an· t·q u ,11 wht : r1 

i) I.h e r e i:-: :-iOlll<! eviUe 11cc I. ·.) du su (i.e. / 1 

iHtd 

Q' I ¢ ) 

ii) i l is 11 ,, 1. k now n l.hn l P a nd 'l a r c nul e ,.1ua l ( ,. e . 

I' , ,, (,1 = :,I a nd I' _'• Q , = ¢). 

Cor1t. i r1u 111b!; i 11 11 ,t·! ::;,1 rn f.! .-:1; : r1n e r, w1 1 ~t: l. U 1e f o ll o ·.,ing 

•.:o n d i t ior:., f c) r· run ri ing con jeel.u r es. 

/J = h Q i (T p .-~ ;; t "/! ,:, , , [' 
I 

(, Q = ¢ ·" p ("\ Q ' = ¢ 

/J c h Q I IT I' 
I 

,- Q ' / <P A, !' t f\ Q = ¢ /\ p ('\ Q ' ",\ 

F c.h Q i :T I' 
I " c.1 ,_"/!¢ /\ p ' " , Q -- = ¢ 

/) ! I/ ; IT I-' ,., / ) - 'f 'I 
,, ~ n -, ,:, " p , ' (J ~ 1 

'l'he condili o n I' _ '',. Q _ / ¢ i s no t. includ,__, cl beca use , 

;1 ssumi11g ar, a ruilra ,·ily lar·ge uni ve r se of po l e nl. i ,dly 

k no w,,bl e indi v idu il l s, i i. Le li s u s no thi ng a bout Lhe 

r·c lali o n sliip l:cl1vr•e n I' and Q. Cl ea rly I. houg h ,rn y 1Sobe r ra11I. 

,:ppr o,1ch Lo fo rr11in g c onj teel. ura l r e la ti on s rr 11 rst al kc,s l 
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i rn: l ud e t t1e .t Oovp c: o r1 ,J ili o 11 s. l ·; ow ,.:v•! r U W':-=l ' d t: fi1 1il •)11 .. i •.: .i ,. I 

11 r; 11 · t0 d i;1 Le ly Lo µrobl f.•m:-;. Co11 s idt: r , for t'.'<i:lt11pl 1•, ' h r· ·,1:-il ' 

when, a l l I hil l. i s kn ow n ,,re i n s l.,,nc c•s I' ( ,,) . ()/a), ~/( I, ) ,:n·I 

l((b). c ,, rl .. ,11,ly l' =h Q ,ind Q=h I<. l;ut WC C,lrl ll OL for·111 '-'"' 

hyµoUH!sis / ' :.= h I<. The fH'Ui>IL· rn i 'i 11,n l dr..: c n n l i n i,: l.q l ltv 

,bovc dr •(i n i l.io n t.li e n ~ i:-; n o d i n ;r_; I. c:vir.h: rH't-! f 1 1r J>::: h. J<. Th (' 

o :·il y w;'!)' DUI. r) f l hi ~ •li l ..:: n!!T!d ( -.; lio r·I. ')( , ~1,111 il ;-1 irli 11.g 1..: , ,p: : r· ;i l1· 

k b's f o rt.h e d irTe r e 11t a lt.e , r1i:1L ivt~'i ) i s l. .:, l. (!S L o rH! of l l1 c kn own 

i ndi vi du a l s .1ga i n sl I.h e µ r- ed i c,1 1. L· :-i in qu l~~ l. i un :-;o th at 

l'V1,.ll! n Cr.! f o r· I.h e hy µ o th es i s rn ay IH· o Ol.airJr•d. TI H JS , in 11 1" 

;lbo,· ,.• e xr:1n 1p l e, if w,.: d e t. e rm i n u 1.11 ,d. f>(!J ) 1~ l.ru 1.) . ·., •. : 1 : rt 11 

,1 :-;s ,:d JJ= h ft If l>( b ) !.u rn ~ IJUI. t o h1.; t r u •: u.-1 ! Ii ~! uU11. r· '. 1,1 n d. 

we !111v e fa1 :-- ifi ed P= 1i Q a 11 d crt n n •p ( d C{! i1. by P c.:h \'i- 111 I t1i ;-; 

li 1U.•: r· l; HtW I.h e co 11j l :e l. urt):-i Pr h l~ c111 d Q = h I-< s l11. )l; ld y i 1 ·I ! 

]>~ 11 H. Dul.• . .'t·1niriifl £:; Uu.• t. nJl. h v1due o f l<( a ) :tl l D\\ :-, •) 11c .. 1f 

,.,it.li vr i •:·h II, or l ' 'h I< ( ,llld Q:: h I<) t.o '"' ;, -, <' r·l.cd. Th,· '."·' 

! h.J t in d i· .. 1d 11 :·tl s ca n .i ~,,·a fs be? l oc.il.l!d f r orri iJIT!O rl ~ 1!1~.' :-,;r.:t. c :· 

::oi 1~·l d C 1' i:1 L irn 1s J [l f11 (Til ! ll ~ r. urijc.• c l '.I/TS . '1' 11.i l. l ::i, •.HH.' 1r11;:::i 1l b1 ; 

s o n :•.:w!111I. n e cvou s l:_y /H" h c:-- i :-- i r1.:!, fu t . :.i1 •np[ , , 

(say, ,12) of ~ucil c n m rnon i 11 di v id1 1,·d .::; . In I i ii:--- p .q >~ ,· l h oug h I 

r:1m conc c, ·n e d ~t. r i c ll y wi! h I. h f.• f,.ir·r11, l l .i :.; p ,]cl.s of sl wh 

c o njec tur es ,ir1 U t.h1J ~ p r·,1!4t: 1,'d.i l ,.: t;r 1~1d 1. · r ·1!.r o n:-. l i ;n ·c !IO 

1rd.u1t.ive ly ir , l.rod u ceo. 

h 
p = (/' .I'') 

P-
' 

Q =(l>, ,,Q _,P ·- Q ,) 

!' ' Q = (/ ' , u Q,,P n Q ~, .. 

p n 
" 

Q = (fJ ' ' Q , . I ' -, Q 

Thus w e can fo r m c unj cct u r cs SllCh as 

Father_of 'h _l.,(o ther_of 

RavP. n c:-_ h /ih es 

) 

) 

( = /J ,-, 

/Ja.c: hr, lo r =, ,\fa.l e f\ ( 'nmarrie d . 

., h (} ) 

The l a ng uage co r-r cspo ndi ng l. o lit e set o f S<.>11t.ences wh ic h 

may be For m ed und er s l a n d<1rd r-ui •,s u f com pos it.i o n fro lTI I. he 

above opi, r al i o n s i s ,,;111( ,cJ HI.. 



Th!ese operations for th e rnosL p,,rt 

dltdlt>gqu:-..ly lo Lhe1r ~v l-Li n...!u r·,~t.ie c;ot1riler·1~i\rl-;. ! 'o r 

1 ~.(IH1qilt~. Ltw il~ :i lH.:ia l ivc: . 1i1d :unur1ulat.iv c law s hold. d"i du 

l l1c '.iistrib:Jlivc' law.-; nr,rl I)" ~'org ru i's luw..::. i 1owt"l t: r, 

1• 1.: l;iLlons invol v1:1g Lt1e hypoUll:siscd co rn('lt·rn ·. nl ,H't! 

f.Jt ·ub!c1i1,1'. i .. :. ;ind .l\ilny d<.' :; ,rabll! r·l·l :d i ·r1s do nol. work out .is 

t~xµe e t. e d. l•'or exri rnµl l!, ne ither 

(1-' c h Q) .> ( ·,. Q r h ' h p) no,· 

llo ld i11 ~"ncr ,11. r1t e r e.;so 11 fort.he ., " di fficull. ies is Ll 1<1 \. v:11ile 

~lrnn· cl pos it i,·,1 in s t c\nr:C's are 1"e4.ui r e d lo h y p o the sise 

1 :ql1.:llit:,· o r t!on l.ainn1ent. n·la t inn s , we wrJuid r equir ,-! :-- h.JP-!d 

11cga l iv(~ 1nslil n ces when considering the 11 e~, l l ions of 

pr·edic:1\.,•s. Thes e prub le, m s •.ii s,q:., pea r t. h en if wu ,Hid 

l' n Q J,I l.o lhl! defirii l iu 11 s o f lhe h) p•>U ,esis <.' d r·•·l,, t.i n n s. 

l'.owever, whi l t! thi s nx wou ld inde ed givr:: tJ :i ;1 ,.:1>ni p l emc· 11t. 

t h,d. eorn:':-i poridcd nt0re l'lose ly w ilh t.he set- l/ 11:vrr. ~it: tdt·a 

of ,_;. lfT1plc•rr1t:nl, ii 1:,; t •11Lir 1.: ly uns .. ti"3faetory in o l. lii:-~ r· 

,· ... !-- pl ~L: Ls. F'ir~L. it v i ol .. d.l!S I.he n -: 4llir e1 n en l ror· ,·viJ,.: n et·~ "il..! I. 

o ut prcJv1q usly, Lhnl ii. Sl r· v,.: t o disc r i rn inalf: J.rno ng t. li c 

'.'rJrrtp(d.ing tiypullH!Ses . J\l :; u, in order t.o cL1 iflt l.hal !.•No 

prc"! di ~:.11.P s r1re disju1nl. o r· lhal o rw contains I he ntla~r. !L is 

l.ola l ly u1H·easona!>le l.u rt!quin.· Lhut lhey ::; hurr : a co rn r11011 

11ugaliVt.' ns!,;\qee, as Lh e above so l11 tion would (h ·1 r1and 

T~h! resolution t o I h i s p1 ·o!Jl ern i s l.o s iriq ·l;: acc,.!pt 

I h ing s ,1s lht.: y il f' e . first. l.h r! id e ;i of complt ·rP ': fll. in SP L 

! h<!or j' is a n"t. e11tirely r·~put .. bh, 11olion [ 101. :-i,~, •rnd. I.h e 

eonjl:t:l. t.11· es t.1sswncd l )' co ncc r ~t 11;:\. un1I kind r: 1) tWt'pl s. and 

t hen is ~,,o ct n : ,"'\"on lo be!ievt· l.ltat. Uw <'".1r11ple1nc:nl. nf .' U L' li 

r1 c:011 1
.:

1.· pl. i s :1o t. 11.~elf c1 11r1l.u, ,d ktrn..J ~ 12J. Li.l~tly . 1 s h H· ,.: d 

r ~·~d!.i Vr ! inst.<HI C{; for two r>r ed icu t,_·s dues rwt !e ll .111 yli 11ng 

.dJfJUt how UH 1r c~ d .t: n :: ion ~ are relat.ed. Th e"e <.:('!1 ~1d•:ra l 1tH1 ~ 

.u ·r: f; UL o n a f i ··1r1 t! r·, for·ntill rooting in l he ne:d. :-.e1.:l i ~n1. 

A L~,gi r.! for (~onjL"cLures 

l'he c:c 11 lral id ""' of lhis sec:.ion a r e ,i s foll o w s . 

1'.xpress ions f ,,nned [r o m lhe h )' polhesise d uperillions s dlisfy 

rnany s l andanl algel.Jt'dic prope;rlies . ~·h us. for exa mple,, we 

.i r e guarnn t. ced t.nal C(0h (3 = (3 '\ o. fo r s uit.ab ly defi n e d "=". 

'l' h e ii lge b ra , ca llr, d l [L
0

, corr· cs po n di ,·,g lo I.h is syslem is 

1nvesligaled. By inlrodut,ing a n operalion ana logous to 

irnpl ical.iun, a co rres ponding propos i l.ional logic , l'L
1

, is 

<Jeri, e d. Thi s log ic cnn be u s ,,d l.o gui d e hypol h •,s 1s 

fo r ma l. io n in l ' L. n nd t.o erifo r r;e con<isli,ncy. 
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,· 
:--t = {f i rT n

1 
= (?

1 
·1rn 1 ,x -= (! 

"'s(JifTa, ' fJ, .ind /J. ·~ o 

,1 < (3 iii a <; {3 but. a / (3 

!Jefir1e: If I is lhe ~e t. of known i 11 d1\.' : rlu11 l s t.hi:!n lu·,\ 1.·r ;1r1,J 

uµµ er bounds f or I. ht: ~"Xpn::-,~ iur:~ of I I. tHT d, ·rt tll'd t,v 

0 =,,, (¢.[} 1 =,,, 11. ¢) 

l·'ol[n \, in~ ff"()rfl Lt1i s we ob lain: 

Ll • n. !I = {3 .,h a ,..- " h {J = {J ~' II ('( 

fl'\ ({J ·' h -Y): (a ,·h {JJ C\ '/ 

o ., f/1-,,h :I= <.o,, ,. (3)'.,h y 

,;, ' h ( u J h fl) = " '" ' h (a'\ 13) = ,, 

o "({I J h 71 = (a .. h (3) ·.,,. (C( • h ;,°I 

o. " (f3 ·\ 1 ) = (m,h (3) ' ',. (u · ,. y\ 

n ···· 11. n = a r.:n. h. o = ('< 

o \ ({3 ·,Jh (oJ'h ,)) = (u r· ,. {i) ' " ( c>'I, :,-) 

a '" /.II '\ (u -i" ')')) = (o uh (3) " (o.,h :· .\ 

0 ·.h O = 0 

a\ 1 = a 

a = .. h (X 

·,. (o 1h (3) = h r, r h ·h {3 

h (o ',. (3) = .. " a ,,, ",, (3 

, \:,....:()LI ti i".'P 

·\b..;nr pl i rJn 

!r !r ' t lf)1)l.•·11I 

l: 11 i ·., ll d s 

! n vo:iJl.i,,! 1 

Thi~ a l ~1·t,r·1.1 i s nearly, but. 110 L qutl". a Joo l L:. 11 1 ,,iQt1L r·,1. i'r, r· 1: 

r.>t' ,1 c:o rll p l t)rrir: n l. tr. re f ·..ir c: ,1 (' L ,,,1.•,i 1<·r• I 

anh · h r:1 = 0 an,! a l•ti. · 11. a.= 1. I u w( :··e r·. 110 :,ur. 11 1.•: c.r:t · r:1 

( pn :·;ut;ly) ,~ ros,..ibt(: h~·n· in .::!t:rl('r ,d. J'tl(· :- ) .-; I , 1r: ! 11;d ·., ,, d ·> 

obtain instedd has b ee n c:11\ lcd a lJ t: \ !orga n !;i t.I.Le e r~J or d 

4.ua s i,13oolean n lge, brd [ 13 J. 

A ply ope r ator. ), \\' hi l! 1t wi ll correspond lo irnp l ica l.iori 

i n fi l.
1 

is bound by t.ti" fol lo" ing post. uldl.es 1' 0,j: 

C( r h (o >(3) ·~ (3 

if on,. 7,,; (3 then y,;: (r:>.:>(3). 

The ftrsl postulale corresponds to modus po11e;ns. wl, i lc t.lH-, 

:<ec ond says l hal. Lhe ply is maximal arno ri g so lul. i,,;is l.o UH , 

flr sl.. 



Theorem: c.; ; fJ = (I - ((Ol.-{3.) v ((3 _ -u_}) , (3 _ -01_) 

Corresponding l o I.his .ilgebra, the fo llowing log ic is d e riv,, d: 

Al 

A2 

A3 

A4 

A5 

A6 

/\7 

AB 

/\9 

Ol :> (fJ ::> Ol) 

(Ol::,/(3 :ir)) :, ((o. ::>(3) :i (Ol::>rl) 

O!/\{J)o. 

Cf./\ {i :,(3 

a.:> ((3 :> (u /\ (3)) 

Ol::>(c.;\ / (3) 

(3 ::> (crv (J) 

(a.::>r) ::> ((/3 :>rJ ::> (0!,/{3 ::> r)) 

a = - - o.. 

Rule s o f Inf erence: 

MP 

Nil 

F'roml- c.; a n,! 1- n:::, (3 in fer 1-(3 . 

I- o. ) fJ iff I- ·{3 :; -- o. . 

The propos it.i onal conn ectivc;s ./\ , \/, ) and 

corr espond to the operations ' \ , u h, :> and - n in HL.
0

. The 

s ign 'I-' is given it s s t andard definition for provab il ity, whil e 

· II-' can br; denned by: 

De fin e : II- o. iff _a· 
in HL . 

a 

1. where o.' is the correspond ing formu la 

Th eo rem: 1- o. iff II- o.. 

Two proofs o f Lhis t heorem ilav <e been obtained. Th e 

f1rst link, the log ic hJ.
1 

with its (L indenbaum) a lgebra HL.
0 

Th e secc1nd treats HL
1 

as a thre,,-valued logic (wit.h 

:nt.e r me di a t e truth value "unknown"). Truth tab les fur the 

logic are llbla1ned, and t auto log ies a re shown to be t heo r e ms 

of H J.
1 

(and vi ce versa). F'rom I.his we get the easy resu lt: 

Coro ll ary: Hl,1 is decidable . 

Lastly we ge t : 

Theorem: If !o. 1, ···,an ! 1-(3 in HL1 and a 1' , ··· ,an ' , (3' are the 

corres po nding express ions o f HL, a n d a 1 ', ··· ,an' h ave 

been hypothesised, then known individuals may b e 

loca t ed whi ch will e ither 

i) provide evide n ce l o al low {J ' lo be 

hypothe s ised, or 

ii) fa ls ify o ne of a
1
' , · ·,an ' , 

Moreover, the proof of t hi s th eorem s h ows h ow suc h 

ind ividuals can be located in O(n) t ime. Thus while on ly a 

sma ll propor·l ion of the pote nl.i ally kn o 1n,b lc, ground 

instances typica lly a r e know n, t h t! .;bove resu lt. gu , r·,rn l. cc,s 

1.l1dt. inslanees can re"d il y be found Lo reso lve any 

i ri c.:c ,nsistenc ies. 

Thus v,:(-? can form and c nforc.:e lhe c nn sisl.e rwy or a set 

of conj1-~c ll!r·L's wh ic h currc~pond tu I. he sent.erwr:~ of 

JJoolean a lge,b r a, except lh al. we cannot refer l.o ,,bso lut.,a 

comp lcmi, nl s. l'ranslat,;d into propos it iona l lo~ic. I.his 

m l' ill"JS that. ,,e lose t he law o f the •s xcluded mi ddl e ,rnd proo f 

by conl.rad id ion. 

This log ic prov ides a rat h er ni ce so lu li.on Lo t.h,, so­

c;; ll e d paradox of co11finllii l ,on [:J ]. The par-adox a r i·"·' ' frnrn 

lhe c lai1 n t hrlt v.. hat ever ev ide nce supports a ~en(! r rd1~ ;d ion 

dlso supµort.s a ll logicnl eo n st!que nces of I.h e gerieral1 ,;;11 l.ior 1. 

Thus. for example c1 non- l>l uc.:k non-raven ::: uppo rl~ 

- Blrick (x) ) - .Rr1.ven. (x) a n d l.hll s (<mien (x) :· !ll<1.r:k (x ). 

('hi!-; 1n e,) ns t.hal a no n-bl ctck non - raven (e.g. I.h is pap, :r, or 

Juprl.P.r) p r ovides e v idenee for the asse r·lior, Lh.; l. :;I I r;, ,,e ns 

.i r e b lack. 

Tl1c p ,-traclox is r eso lved here, by r ep liic rng 

1-(o. ) (J) " ( - (J ::>·a ) by 

1-a:>(3 irT I- -(3 .) -a. 

Thu s, if ii. is the case that. a ll nwens are indcet!d black , l.ht,rt ii. 

is the case a lso for the c on t rapositive. 

further Rest1lt. s 

f his ~ec tion briefly sumrr1ari ses r1dUilio 11 al wurk that 

has been cc1rri e d out. rhi s wo r k breaks down inlo two 

subcntegor ies: th e se t or individu ,1. l s ovc-!r wh i l'h prt: di (:ales 

may range is ex len,kd t. o includ e sets. and t.l 1t! se t of 

(hypolhc s ist,d) operations is e .<pandcd. 

In t h e fir st case, in addit ion lo ground ins tances of the 

form rr1.ven (a ) o r above (a ,b ), insta nces suc h as 

sla.ck (!a 
1
,a 

2
,a 

3
0, or .~lack (S ) where S is d e fin e d l.o be 

!a 
1
,a

2
,a ), are permit te d . This how e ver leaves us wit. ii t.wo 

types of sets (or, pe ,·haps , "set- li k e objects"). F'irsl t.hc,re arc 

the finit e , kn own se ls which may now appear as pr e rl ic;; l e 

arguments. These include not. only collect io ns of prim iti ve 

individua ls , li ke )r,, 
1
,a. 

2
,a 

3
!, but. a lso may inc lude collect ions 

of predicate names, for example ! Red , Orange . Green I­

Th ese sets are ca ll e d reducible Second are the p r ed ica t e 

extensions. These may be e ither finite or in/inile ; how eve r 
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neither t.his, nor the ex t ens io ns Lhernselves , ca n ever· be 

known. All Lh a t can be known ts (from be for e ) t h e s ubs ets of 

known individui'lls that I. he predicate is and is not. k nown Lo 

be true of. This is expresse d by, for examp le, 

/?Hd = (Red•' Ned J . S uc h sets are c all e d irr~dw:ible. 

The se t of a llowab le reduc tb le a nd ir r educible sds, 

and t he inte r ac Lion betwe!!n the two types, a re s pecifieJ by 

modifying t h e Zerme lo-fraenke l axiomatic set t.h<-- ory. 

However, "hig he r-l eve l" ax ioms, i nc ludin_g the axio n• o f 

infinity, are not im:luded. This g ives us il n infinite univer se of 

k now ab le individua ls, but w he r r: no set hus an infi nite numbe r 

,, f known member , . In add itio 11 , Lhi ~ expanded sys t em is s t. ill 

decidab le . (The syste m ac'. uall y ,.,_,,nain s d ec idab le even" ilh 

a n axiorn of in fin it y. Ilow<'V<; r , it just Sel!med rnor!! 

convenie nL and naturcil l.o lirn iL Lhe uni ve rs e to "here diLar il y 

rln il e"" se l.s. Addit.ional ax ioms c ould, o f course, be ,id d e,1 l.o 

extend I.he sysL,rn1.} 

An imm e di ate benefiL of t h is ex t ension is t ha t it a llows 

"rneLa-<:onjecl.ures" about sets of co nj et:lurcs l. o be phrn , c d . 

Thus , for examp le , we can exp r ess the co nje cLure "f,:n all 

Lypes of bears , all indtv idu"l s o f a parLicu lar Lype ,i!"e 

co loured t.he s.a m e ". Thu s 

x E8ear_type ~·(3 y (y E' Co lour_type A(z )(z o: :.> z c:y })}. 

It is worth rn,t ing t houg h t.hat if we ,rns ume t hat. th e o nl y 

kinds of bears a r e the known o nes , tt, e n lhe ubove can be 

i:x pressed in Orst orde r· tenns, dnd t.hus all t ha t we 'v,, ga in ed 

is a somew hat. rrw re cumpuct not.al ion ,,r,d high"r dcg n ,e of 

kb sys l.e rriati sa ti o t1 . 

Ii) poL!te Lic,d set <>µernl. io n s c•, rre:,pon d ing to Lh e 

sl. andard domain, rt1nge, eonv e r·se, irn;-1gc rn1d con 1position 

operat ions O:re a lso defined for bin"ry µredi t: aL1cs (as well as 

ubvious ext.ens1(>ns to h ig her-p lace pre<l.icales). 

F'urlhermore, noLio ns ,correspond ing lo Lhc t.ra nsit iv e closur e 

o f a relaL io n. an d sels dose d under a pat"l ic ular binary 

re la tion are ;1 lso define d . Th is however do es n't a lter Lhe 

c·ela t. io ns l.h«t may be cxpn-,ssed; an d l.hus Lhe r esul Ls 

conce rning HI. tn Lh e pr·ev ious sec t.con still ap ply. How ever , it 

does increas , , t he indi vidu;i ls that may be ccfe rr e d Lo. Thus 

On or· ·' ., ~.,: k "' h ( 'n. . 

C, 
.'}11, I ~ \ C Uf .' ') · : I • i .:,t:. l':l . . :, ,:ilid L'. r1d t•· ' :·,,~ .~,n ··, J,:1 ;1 i11. 

'l'hus t.h e ilbove expresses t h e facts t haL if .;o rne lhing is 
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known t.o be On so mething els<>, Lb t> n 1.llese <>bJeds ar,., 

(known l.o be ) in Lhc tr-ans il.i ve c losure, o f On.· if .i piiir u f 

obi ec ts are lin ked by an On chai n, L11 en I.lie r1rst. is 

hypo thesised t.o b e Above I.he oth<:r; a nd a s l. ack of bl<><:ks is 

hypoth e,s is ed Lu be s u c h Lllat eve r y pc1ir of b l,,cks is in l.h, , 

lra ns it. ive cl os ure of On. 

l have not exami ne d the co rnpul. aL ional p r,, b ie rn s 

inv ol v<.~d in ror ming dfld rrwin l a ining I.he eons i sl. ' !llc..:y uf sui.:11 

conjectures. Uni i ke Lh e c;o nj eetures o f Lh c previous s,,c,Lior,. 

it is nol o bv Lou s ho w e ffk: ienl or ine(lk ie nt suc h pr·•>c..:er l Lff(!:--, 

would be, since t h e se t of for n rnb le im!iv iuuals l1i1 s bct: 11 

vas t.l y expanded. llowever, here .,s in the prnvi u us c,, s ,•,, 

decidab il ity is r e t a ine d. 

lfoi!Su11ing wi t h Conjecl.ural Kno;vl•.,dge 

Th e pr·cvious sec l. ion s dea lt with th<e probl e rn s o f 

consl. ru ct.ing a lheory of a dornain; thi s see l.ion surnrnaris es 

lhe iss u es a nd ap (.H'OiH; h e~ La k en in reaso ning wil h in d Lhcu r y. 

fl as icall y what we wc1.nL t.o do is take u I.h enry (wh ic h is 

entir e ly conj eclure ) and ., (1; x ii. to u kb whicl, corli.,iins 

~c nPr a.l a nd <Jr b i t.rary se nt ences . 

for thi s , I h ave l.ake n a n exis t c nl la ngll iJ.i;C , KL ISi a nd 

exL<>ncl e d it lo a ll ow se nte n ces th<>t are o nl y hypo i.11 <:s ised Lo 

b e tr ue ; Lhe res u lting la nguai;e is cu ll c u HK L. 111 b r id, Kl. is a 

log ical language Lh aL can rl'f c r b ot h t. o ap pli c.1l.io11 d o C11 a in s 

and to wltaL knowledge b<1ses rrnght know ,ibnuL such 

domain s . Thi s was accomp li s h ed by a dc!in g a s" n ll' 11i. ia l 

operator, K, to first order predicate ca lculus, where Ka co u ld 

be read as "a is known to be tru e ". A sema nti c a 11d i,rou f­

Lheoret ic a nalysis was providt!d fur t he lang u age (K L) ,is wel l 

as fur operations o f answer ing queries , acqu1 n11 g k now l r-~clgc 

and ass urning del"e1ulLs. 

The b,isic idea with HK L. i s t.h a t KL is ,,x l e nd cd by th e< 

ad di tion o f a senLentia l operator, ~' . where I !o c ,rn t,., read a s 

"a is co nj ectu r e d to be l. r u ~". Thus a di s t. irn: l. io n is rn a d c 

be l wee n wha t is s Lri c l.l y ,mo wn (K) a nd wh,1l is o n ly >'Jt"ccti sc 

(H). The semanLt c and i,roof-theoretic a n alyses o f Kl, 11rc 

ex t e nd ed app rop ria ll:ly ro ,~ FKl ,. 1•'o ll ow ln ~ fndn I his . 1L i .~. 

only pre dicates qua nt ifi e d over a r e I.h e known p r e di <:i!Les. 



HK I. a lso a llows a minor <!x l e ns ion lo de f,, ull t heories 

of reasoning. A se ntence s u c h as 'typ icall y birds fl y" might. 

be ex µr csse d in liKL as 

(flird(x) -" - K - vBird:i (x )) ::> vt)i rd :i (x) 

v'Bird:i (x) :i l"ly(x) 

wh e r e v'El i rd:i is int. e r pre 1 ed as "x inhe ril. s the i-lh ctcl a u l t 

prope rly o f Bird", or, in Reiler's nolation [14], as 

Bi rd(.i: ): F'J y(x ) 

l"ly(x) 
However, if one kn o ws t.hal somel. hing is c1 bird , a nd ii. is 

cons is l en t to be li eve I.hat il (lii, s, lh" besl that. o n e c;u1 r.,, llJ y 

do is hypothe sise that il fli es. Th us : 

(Bird(x) " - K - viii rd:;, (x )) .) l '. (v'liird:i (x )) 

or 

Bird(x ): Fly(x) 

r'(l"ly(x )) 
1/se of I.he operalor HI. hen is s;,nc l.i on<>d through HK!.. 

Th is pa p(!r has prcsen l ed a n approach lo aut ,J n Ori'l o us 

learning. The ~n<1jor c har;\c l. c ri <:. tic..: of t hi ~ npµruneh 1s 1 Ita l 

no th ing i-, assumed conc e rning I lie dornrtin LH· l. b•J tinJ e rl y ing 

represenLalion ~<' he rn e , except. Utdl lh e fo rrn er is ,\::iS l lr ll.l' d 

rl esc ribab le in l. er m s of pr<!dic·;i lr.,s <1nd ind,victu,d s , and t hat 

t h e lat.le<' ca n represe nt l h ese i nsl,rnces. The pn,d ic,1!.es are 

lake n ilS rirsl rang ing over· (p r i1r1 il1ve ) indi•, iduills, ,rnd Ii.Ile r 

ove r fin ite sets. 

Co nj ec tur al re lations rn ay be fo rn1ed <.1ceor·d1ng lo 

•, le mcnlary ev id e nc e coc,ditions, an d n e w hypol.hdi ca l s l?ls 

rnay b" crea l.f'<i 11 , ing I.h e set o f hypolhdi l'a l opl'1·al.io ns. The 

und e rly,r,g logic, 1-J L.
1

, is u sed lo e 11s ur <: I. h e cons is tentey uf a 

se t. o r conjccl.urcs. Al so I.be pr oulern o f res Loring consi st.e ncy 

,n lht! face or a •;ontli c ling ins l crnce is qu ile e(F:cient. Thi s 

logic al so prec ise,iy specific:; I.h e s<; t. o f leg ill f<.> r m'1b le 

conj ect ur es ; an ilxiomatic app r oac h to I.he e nli lies o f lhe 

sys t em t he p rim iti ve indivi duals and re d ucib le and 

irred ucib le scls -- a lso preci S<dy spec ifies l h e set of IP~al 

ind, v idu a ls. 

A nurn b e r o f irnpurl.ii n t ope n probl L'ms 1·•.! 11 1 1ln. 

f;e rt.a.inl) if t!, c .-:;ys tern !slob,: ir11oll:n 1e rd.,) d for r 1t, .:::.v, cl.'...tl 

wurlU s1t. :1a.t1on s, l.ltf!n issue s c,::, r:cerned with suc h s il .1 1:d !1>r1S 

11r.•r-!d t.o b e d t: ;..1l t ·.vi lh. !\t. .,n~! s . nl. I la-! prob l 1: m uf t! :<~· · p t. ions 

adm it. le d, a n d, more intpori.an tly, what. il m ea ns for 
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some thing lo b e an exce pt.ion M id how I. h is a(focts lh l! 

m ea ning of I.he vio la t ed rule. Also I.h e 1n <1tl.Pr of ci('f'inil.ion 

, ,.,,,ds to be a ddres sed. Given a collec lion o r con ji,cl.ures 

con cerning a sel of predicates , we nee d lo be ab le l. o sµcci fy 

a s ubset o f lhe predic;,,1.es as being pr imit.i v<!, and dcrlne I.he 

re maini ng pr e dil:ales i n t. ern1s o f t. h cse. Th is sy~tern,11.i;-;i ng 

of lhe kb a lso lei1ds Io a t.:o r1 :si Uer a l io n of lhe inl. r ocJucc ion of 

new Lerrn s. Thus, For e:rnmple, il wou ld be useful t.o tw ilble lo 

co nj ec t ure t.hal I. he c- liJss of p<!op le consis t s o f l.wo (u nk11uwn) 

subc lasses (say, ·'m ii le" a ri d ''fernal e ') b<i ~c d on oh.-·a~n:er.l 

sym metries of kin s hi p rela l.i o 11 s. 

~ incc Lhi s approach dea ls ex pli citly wiLh ~(! l. s ,-ind 

their i n l.crrela. li ons , ii. nwy provide il means for invcsl.i~ ,d 1r:~ 

lc•a rn ing with re s pec t. t.o I. hose sc h e me s lr-al dea l cxpl ,ci l I)' 

wi lh ela:;ses a nd conccµt.s, na1ric- ly Sf~rn an tie nets. Thi s wo ul d 

be in dir· e~:t con t.r·t'b i. wilh rnost. oUH!f sys l. e m s, which r1n: 

eo n ce rn•:.>d wilh ll!i.1 rnin g produc l.i on cult.: s , or a t. tier ~ut.: tt 

c onclit1 on/ 1.1ction pnl r·s . 
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ABSTRACT 
In this paper we examine the rcl.,tion betw ee n learning rrum e.1;i 111plcs ;ind 
the task of cu11crpt11<1I clusteri11~. We br;cfly rcvkw Mich.,lski and Stepp's 
work in this area. and present an ,11!ern a1~ ,1pproach b.ised on llu nt and 
Quinlan's metl10d fur le.irn ing disc rimi rw1io n netwo rks from examples. 
The new ap proach ire.its all ohse rved nbjects as positive instances. while 
unobserved objects arc treated as negative instances. with the latter being 
enumerated from known attributes and their v.i lues. This clustering 
method is more elegant than earlier ones. and genera tes simple 
classificat ion schemes that predict tl1e observed objects but none of the 
u nobservcd ones. 

INTIWIH JCT IO N 

The .ib ility to acquire new concepts is an essen tial aspect of intelligence. 
and the task ol' learn ing concepts from cx.irnplcs has been ex tensively 
studied hy resea rcher~, in m.ichine le;i rning. In tl1is parndigm, a tutor 
presents 1he learning system with a set ofpositil'e and nega ti ve instances of 
some concept (such as arch or chair). In tu rn, the system is expected to 
fonn some description of the concept tl1at allows it to correc tly classify 
nrturc instances as well as tlic presented ones. 

However, there arc many situations in wh ich one must lea rn concepts 
without tlie aid of a tutor. or without exp licit feedback of any kind. For 
instance. children acqu ire concepts li ke chair or dog before tliey know the 
associated wo rds. and scientists fonnu late ~1Xo nom ic schemes based on· 
obse rvational da~1. In fac t, biologists and s1a1 isticians have developed the 
techn iques of cluste r ana lysis and numerical taxonomy [l] tu aid in this 
process. and one can view these mctl1ods as automating tl1e process of 
concept formation. Such techniques accept a se t of objects with associated 
attribute-value pairs as in put, and produce a hierarchical classification 
scheme as output. with similar objects being placed in the same classes. 

One disadvantage of trad itional clustering mc!l1ods is tliat they defi ne 
classes extensionally - by giving a li st of members - rathe r than 
intensionally - by giving some description or rule used to assign class 
membership. in response to !l1is limitation. Michalski and Stepp [2] have 
explored the process of conceptual clustering, in which in tensional 
descriptions arc generated along with extensional defi nit ions. 13clow we 
brie fl y review tl1cir earlier work in tl1is challenging domain. In the 
remainde r of the paper. we present an approach to conceptual clustering 
that is qui te different from the one described by Michalski and Stepp. We 
de1cribe the method in terms of search through a space of classification 
trees. examine its behavior on two clustering tasks. and consider both the 
advantages and limitations of the approach. 

THE CONO:l' l'U\ L CL UST El! I NG TASK 

During the task of learn ing concepts from examples. explicit J'ccdback is 
provided with ca<:11 s.implc desc ription . In tl thcr words. !he input is divided 
into a se t of positive instances which exemplify Ilic w 11ccpt 10 be learned. 
and a set of 11cga1ive instances or counter-examples to the concept. In 
contrast, ;1 conceptual clustering system is simpl y given a set of objects and 
asked to group sim ilar ones toge ther. However. more subtle differe nces 
also exist be tween the two tasks. First, much of tl1c work on learning from 
exam ples has focused on co11iu11ctive concepts, in ·vh ich a conjunction of 
fea tures or relations defines the concept. In contrast, if one views tl1e 
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class irication tree produced during conceptual clustering as tl1 c "concept" 
10 be lea rned. then this w nccpt is always Ji;jrmclive. since mutually 
exclusive hranchcs arc in vo lved. Second. lea rning from exam ples usually 
requires a single level concept to be le.irned. wi th no suh-concepts being 
invol ved. However. the classi lication hierarchies generated during 
conceptual clustering often in vo lvc 111ultiple levels of desc ription. 

Despite tli c greate r complex ity of the concep tual clustering task. there 
arc also many similariti es 10 learning from examples, and it is natural to 
look for ways to app ly mctl1ods from thi s domain to the problem of 
concep tual cluster ing. In fact. thi s is precisely tlic approach wkcn by 
Michalski and Stepp with their CLUSTl-'R/2 sys1e 111 [2J. This program 
crnploycd a method fo r learn ing concepts from examples to dctcnninc the 
branches (or concepts) at each level in Ilic classification tree, starting at the 
top and wo rking downward. In order to do this, it req uired sets of positive 
and negat ive instances. and tl1csc we re in rc rrcd in Ilic fo llowing manner. 
Given Ilic goal of dividing tl1c observed objects into N disjoint classes, 
CL~STER/2 randoml y se lected N seed objec ts. The system treated each 
such seed as a positi ve instance of some concep t to be learned. and treated 
other seeds as negative instances. In !li is way, it arrived at a set of 
descriptions. each covering a differen t seed (but none of the other seeds). 
In add ition. each dc,;c ri ption al so covered a number of other (non-seed) 
observations, and these were assigned to the same class. 

llascd on these llcscrip1io11s. CI. USTEIU 2 produced a new set of seeds 
rerresc111ing 1hc ccnt r;i l tendency Ill' c,1c h uesc rip!illn: Lh;i! is. objec ts with 
1',ducs occurring in the cente r of tile accep1,i1,1~ r;inge were chosen as the 
new seeds. Using these as in put lo Ull' rnctliod l<,r lc:irning fnim cx, 11np les, 
Ilic system rcpe.i1cd the process de:,cribcd abo,·e. gc11er.1Ling a re vised set of 
descriptions. This ,1r,1tcgy conti 1n1,,d unt il th e seed objects stab ili zed. 
gi"ing .in 11ptim,d set or N disjoint class·: s. which bcca rnc brancl1es on the 
classifica tion tree. The system repeated th is process for different va lues of 
N. retaining the best classifica tion tree according 10 some user-specified 
criterion. ( 1.USTl'R/2 !lien appl ied the entire process recursively to each 
subse t of objects. add ing lower bcl branches to the classirication tree. 
When linished. the s;s1cm produced nut u11ly a hierarchica l clustering of 
the objects in 1cr111s lll' classes and s11hc"1sscs. but the ru les ii had used in 
making !liat clusteri ng. In summary. Michalski and Stcpp's system 
employed" mcu10d 1<,r k:rrning i'rom examples ,is a subroutine. using it to 
fmnndatc decision rules al c,rch level in the classi fi c:rlion hiera rchy. 

Other approac hes 10 the conrcptual cluste ring !ask arc possible. For 
inswncc. Lebowitz [J] has reported a concept forma tion s;sccrn tliat learns 
in an incremental fashion. rau1cr tl1an requiring all data at the outset. One 
can also imagi ne swning with specific suhclass~s. and working upwards to 
more general supcrclasscs. Wolff[4] has described such a "bottom-up" 
systc111 that opera tes in the domain of grammar learn ing, whi le Langley, 
7.ytkow, Bradshaw, and Simon [5] have desc ribed a sim ilar system that 
works in the domain of chem istry . Since each of tl1csc systems allow 
overlapping classes rather than requi ring disjoint groups, I} Fisher 
(personal commu nication) has suggested they be called concep tual 
clumping sys cc ms rather than clus1~ri ng systems. l n tl1is paper. we wi ll limit 
our attention to the problem of for ming disjo int classification schemes. 
Now that we have considered Michalsk i and Stcpp's approach to this task, 
Ice us turn to another mctliud that relics on a somewhat different mapping 
to lea'rning from examples. 



Table I. Four objects and their descriptions. 

NAME COLOR SHAPE SIZE 

OllJECT·l llLACK CIRCLE SMALL 

OllJECT·2 BLACK SQUARE MEDIUM 

OOJECT·l WHITE CIRCLE MEDIUM 

OBJECT·4 WHITE TRIANGLE LARGE 

CONSTRUCJ"ING lllSCRII\IINATION NETWORKS 

Some of the earliest work on lea rning fro m examples was ca rried out by 
Hun t. Marin. and Stone [6]. In their appnwch. a concept was viewed as a 
disc rimination network for pred icting positive and negative instances, and 
the concept learn ing wsk consisted of constructing this discrimination net. 
Their system (named CI.S) input two sets - one cont,1iriing· positive 
instances and one containing negative in st.1 nces - wi th each instance 
desc ribed as a conjunction of attrib ute-va lue pairs. The program began by 
finding the most discrim inating attri bute (accord ing to some evaluation 
function), and created separate branches for each of its values. CLS sorted 
instances down these branches, and applied the method rec ursively to each 
of the resulting subsets. generat ing new branches and further 
disc riminations. This process con tinued until every te rminal node in the 
tree contained either all posit ive instances or all negat ive in stances. 

Despite its early occurrence. this ar,rro:,ch was largely ignored by later 
machine learni ng researchers. There were probably two reasons for this 
abandonment: attc11tion shifted from all·at·oncc lea rning methods to 
incremental ones; and illtcntion shifted from attribute-value based 
concepts to relational ones. Hunt's method did not appear to generalize to 
either of these more difficult cases (though we shall sec that this is not 
quite true for the relational issue ). Desp ite these limitations, the approach 
has a number of advantages: it requires very little sea rch; it can acqu ire 
disjunctive concepts; and .it can be easily modified LO deal with noise. 
Qui nlan [7] has con tinued lo work within Hunt's original paradigm, using a 
difTcrent evaluation fu nctio n for directing search through the space of 
discrimination nets. and implementing a sampling approach that can deal 
with very large amounts of data. 

Hunt and Quinlan's approach to learning from examples is significant to 
conceptual clustering for a simple reason: the di sc rimination networks 
generated by the approach bear a striking resemblance LO the classification 
trees generated by conceptual clustering met110ds. In add ition, tJ1e mct11ud 
represents concepts in tcnns of a number of "levels". and when disjuncts 
occur, it generates trees wi th multiple branches al each le vel. In fac t, the 
only difficulty in using the method for conceptual clustering is the need for 
a division of data inlO positive and negative instances, and this is easily 
corrected. ln the conceptual clustering paradigm, only some of the possible 
objects arc act.ually observed, and these· can be treated as if they were 
positive instances. If t11c possible values of each allribute arc known, then it 
is simple to enumerate those objects which were not obse rved, and to 
in terpret them as negati ve instances. Given these two sets, one can 
construc t a discrimination network using Hunt and Quinlan's method. 
Only a single step is necessary to transform t11is network into an acccpuible 
classification tree, as we shall sec shortly. 

+ + + + 

The re lati on be tween the two tasks can be clarified with an example. 
T.ibk I pr~sc r11s desc riptions of Ji,ur objec ts in terms uf three attributes -
co lor (hlack ur 11hitc). slrnpc (circle. triangle. ur square) . and size (small, 
medium, or large). Since t11cre exist 2 x 3 x 3 = 18 possible objects, and 
only fo ur observed ubjec.ts (positi ve instances uf t11c "concept" lO be 
learned), we can infer t11al some 14 nega ti ve instances remain. If necessary, 
we could enumerate these negative insuinces. but in general this is not 
requ ired. The le ft part of Figure l prcscms a minimal discrimination 
network for summari zing t11esc observed and in ferred insuinces. The color 
attribute occurs at the top of t11c network, since it is most useful in 
distingui sh ing positi ve instances from negatives. The four terminal nodes 
wi th + ·s cover the observed positive ins~1nccs, while the re maining 
terminal nodes lead to t11c unobserved negative instances. 

In order to transfo rm a discriminat ion network into a classification tree, 
on ly one operation is required - we remove all branches t11 at lead only to 
negati ve instances. Applying this transformation to the network at the left 
of Figure I. we arrive at the classification tree on the right of the same 
figure. This tree has only fo ur tcnn inal nudes, each corresponding to one 
of t11e + nodes in the orig inal network. The resulting taxonomy specifics 
that there arc two basic classes of objects - black and white. However, 
each of these is furth er subdivided, t11c black objects into small circles and 
medium squares, and the white objec ts into medium circles and large 
triangles. Due to the manner of its construction, no unobserved object will 
be covered by t11is classification tree. Thus, the tree summarizes the 
observed objects, but docs not go beyond the data in the sense that it 
makes any predictions: we wi ll return LO t11is feature later in t11c paper. 

AN on:im EW OF DI SCON 

We have im plemented DI SCON. a conceptual clustering system t11at 
incorpora tes the method <lescrihcd above.• The program is based 011 an 
earlier system we constructed for lea rning from examples, and rt·4uired 
on ly minor mod ificativns for the conceptual clustering domain. The major 
di/Terence between DI SCON .ind the ea rli er systems li es in the ev,ilu ,,tion 
funct ion used to direc t search through Lile sp<1cc of discrimination 
networks. Al each point in t11c learning process. Hunt's system se lected t11e 
attribute whose values matched ll1 c most po~itive inswnces, wh ile 
Quinlan's mct11od incorpo rated a more sophisticated in format ion-based 
measure. Thus, both sys tems could be viewed as ca rrying out a best-fi rst 
search without h.1d up through ll1e space of poss ible networks. i\lthough 
these eva luation 1u ncti uns climinawd many unuc, irab lc networks from 
consider:il ion . th ey were not guaran teed lo find the simplest network (the 
one with the smallest num ber of nodes ) that summarized the daui. 
Disjuncti ve concepts were espec ially m,ublcsomc lo ll1is approach. and 
since t11 cse always occur in cuncep lual clustering tasks, we developed an 
alternate method for directing the search process. 

*D ISCON stands for Discrimination-based Conceptual Clustering 
System. D. Fisher has independently proposed a \Cry similar approach, 
and has implemented :innrher conceptual dustering system that shares 
many features with DI SCON [8]. 

Sm L 

• •o 
Figure I. /1. discrimination network and a classification tree. 
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Given a set of attributes. DISCON carries out a near-exhaustive look· 
ahead for each attribute, to determine the minima: subtrees possible for 
each l'aluc of an attribute. The numbers of nodes in these minimal subtrees 
arc counted, giving a score fo r each attribu te that corresponds to the 
evaluation functions used by llunt and Quinlan. The lowest scoring 
attribute is selected for use at the top level in the classifica ti on tree, and one 
branch is created fo r each of its possib:e values, except for those having no 
associa ted observations. One cm: ld then apply tl1is process recursively to 
determine lowe r parts of the tree. However. since DISCON determines tlle 
minimal subtrees during tllc look-ahead process, it takes advantage of tllis 
information, as we shall see directly. 

Sm Sq 

Shape Shape Size Size 

C Sq Sm M 

Figure 2. Searching the space of classification trees. 

Figure 2 presents a partial search tree for tile example considered earlier, 
in volving four nbserv,1tions and tile three at:ributcs rnlor. size , and sh:tpc. 
Note tl1at two types of iinc 11Cc1ir in the figure. llnld lines represent 
branches in the search tree. wh ile narrow lines represen t branches in 
classification trees that arc embedded with in tJ1 c search proces,. The reader 
should keep this distinction in mi nd as we dc~cri bc DISCON's search 
method. The system begins by con, idcring tile att ributes in their order of 
presentation: let us suppose tl1at color is considered first. In order to 
determine the score for this attribute. DISCON begins eonstrncting a 
classification tree with branches for tlle l'a lues black and white ; tl1ese 
branches arc shown wi th narrow li nes. The program must tJ1 en dctcnnine, 
for each of these branches. tlle si,.e of the minimal tree that covers tlle 
observa tions. In order to do this. it must actually construct tJ1c subtrees; let 
us suppose tl1at it deals with the black branch first. 

Since the two attributes size anJ shape rem ai n, DISCON must consider 
trees hascd on both choices. I .ct us Sdppusc tha t it consiue rs size first; tllis 
path is represen ted by U1e buld line labe led with this attribute. Now tlle 
system must constrnct a subtree based on tl1c va lues of size; however, since 
only small black objects and medium black objects have been observed, 
onl y branches for small and medium arc created. ;\t this point, only tlle 
shape attribute remains. so U1is path in the sea rch tree is taken in each case. 
Since only one observed object exists in these cases, only one new branch is 
necessary for each. Moreover. since these branch·cs cove r observed objects 
hut none of the potential but unobserved objects, th ey lead to terminal 
nodes. Upon conside ring the subtree based on shape. the program notes 
tllat it is no more complex U1a11 t11c· size subtree. and moves on to consider 
subtrees fur the value white. After determ ining tl1c min imal subtrees for 
both black and white, DISCON counts che number of nodes in these 
subtrees. giv ing a score of 11 for the color attribute. When tlle same 
process is applied to tl1e size and shape attributes (at tJ1e top level), each 
receives a score of 12. Accordingly, DISCON selects color as tl1e best 
attribute to use at the top of its classification tree. 

Earlier we suggested that tlle same process could be applied recursively, 
letting DI SCON dctenn inc the best attribute for the nex t level, and so on 
until termina l nodes were reached. However. note that the system must 
dctcnninc the minimal subtrees for the lo wer levels, during its 
compuwtion of the scores for tJ1e highest le ve l. DISCON wkcs advantage 
of this fact , and ac tuall y constn1cts c.ich of the poss ihlc subtrees during its 
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look -ahead process. However. U1c program connec ts Ll1c parent nodes only 
to tJ1~ 111i11i111al subtrees. so that larger structures arc effectively forgotten. 
As .i result, many subtrees arc wnstruc tcd before the higher levels are 
created, but only a few of these arc retained in the final taxonomy. which is 
the classi lication tree prese11tcd in Figure I. No te that the system docs not 
actually create a disc rimina tion network. and tJ1cn eliminate branches 
pointing tc> negative i11 st;111ccs: ra ther. it neve r bmhcrs to create tJ1csc 
branches in the first place. Despite its ap parent complex ity. tJ1e DISCON 
pmgram consists of some 75 lin es of Franz Lisp code. 

Ta hie 2. Descriptions uf four dinosaurs. 

NAME DIET LEGS DEFENSE IIIPS 

DRONTOSAURUS PLANTS FOUR StZE LIZARD 

TYltAN~OSAURUS MEAT TWO TEETH l.lZMD 

TR ICl:RATOPS PLA;o.:TS FOUR ARMOR DIRD 

TRACftODON PI.Ai'iTS TWO SPEED DIRD 

AN EXAi\ lPLE: CL,\SSIFYINC OINOSAURS 

Now that we have examined DISCON's method for constructing 
classificati on trees, let us consider its behavior on a more realistic example. 
/\s we noted earlie r, numerical clustering tec hniques have been used witllin 
biology to aid in the class ification process. antl one should be ab le to apply 
conceptual cluste ring mctJwJs here as well. We presented tJ1c system with 
descriptions of four dinosaurs. cac l1 hav ing four associated featu res, as 
shown in Table 2. The fcat~rcs were diet (either plants or meat), number of 
legs (either t110 or four) , mct11od of defense (size, armor, speed. or teeth), 
and type of hip-bones (either hird·like or lizard· li kc). These descriptions are 
somewhat wh imsical. since they are ratller removed from direct 
observations of fossils. but they wi ll serve for our purposes. 

DIET 

LEGS four 

DEFENSE 

HIPS lizard bird bird li zard 

brontosaurus trac hodon 

triceratops tyrannosaurus 

Figure 3. A taxonomic scheme for dinosaurs. 

The met.hod we hare described is guaranteed to find a classific:ation tree 
with the minimum numbe r of nodes. but it is quite possible that more tJ1an 
one minimal tree exists. In such cases. U1e tree generated by the system is 
determined by the order in which the u,er has listed the ;1ttributes. Other 
t11ings being equal . DISCON prefers attributes li sted earlier tu tJ1osc given 
later. For inst.Ince. given the observations in Table 2 and tJ1e attribute 
order numl,er of legs, di et , method or defense. and type or hi1,s. the system 
generates the classifica tion scheme shown in Figure 3. This divides tlle 
observed organ isms into two groups based on their diet. Only one meat· 
cater is observed. with two legs. teeth for defense. Jnd li zard- li ke hips. 
However. tllrcc plant-caters exist. so this group is further sub-divided on 
tJ1e basis of number of legs. On ly one biped exists. which uses speed for 
defense. and has bird-l ike hips. Since twn quad rupeds arc noted. th ese arc 
divided into two further groups. one using siLe for defense and with lizard· 
like hips. and the othe r with armor ltlr defense antl biru-like hips. Given 
the desc riptions in U1c table. this is ;1 perfectly reasonable taxonomy, antl 
some readers may hal'e arril'Cd at a very sim il ar one themselves. 
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figure 4 presenL~ a quite different 1,1xonomy, fo rmulated by the system 
when the attributes were presented in the reverse order - type of hips, 
method of defense, diet. and numhcr of legs. This scheme initially divides 
the organisms into two groups based on their type of hips, with two 
members of each class. The dinosaurs with bird· li ke hi ps arc both plant· 
eaters, but they are nirthcr subdivided on the basis of number of legs. The 
quadruped uses armor for defense, while the biped employs speed to the 
same end. The dinosaurs with liza rd-li ke hips arc divided into two 
subclasses based on diet, witl1 the plant-cater having four legs and using 
size for defense, and the meat-cater having two legs and using teeth for 
defense. This organizational scheme is very similar to that arrived at by 
paleontologists, who div ide dinosaurs into two major groups (Orn ithischia 
and Saurischia) based on the ir hip structures, and further divide these 
classes into groups similar to those shown in Figure 4. However. the 
generally accepted taxonomy is based on hundreds or organisms and many 
additional features. so U1e tree generated by our system should be taken 
with a grain of salt. Ncvrrthcless, this example docs reveal one potential 
application of our conceptual clustering method. 

HIPS 

DIET 

LEGS 

DEFENSE armor speed size teeth 

. triceratops brontosaurus 

trachodon trrannosaurus 

Figure 4. Another taxonomic scheme for dinosaurs. 

EVALUATION OFTIIE Al'Pl!OACH 

In the preceding pages, we described a method fo r generating 
classification trees that relics 011 viewing this ~tsk as a variant on learning 
from examples. Like Michalsk i :rnd Stepp's CLUSTER/2 program for 
taxonomy formation, the DISCON system also produces intensional 
descriptions t)f U1e classrs it funns, and so provides another viable 
approach to the wsk of conceptual clusteri ng. DISCON is based on Hunt's 
CLS and Quinlan's ID3 programs for genera ting discrimination networks, 
but docs not require an explicit set of positive and negative instances, as 
did these earlier systems. Instead, the program treats observed objects as 
positive instances. and trc.its lmobscrvcd objects as negative instances, 
inferring U1c latter from known attributes and th ei r values. 

One difficulty with this approach is ti1at DisCon's classification trees 
have nu predictive power. Although U1ey summarize the observed objects, 
they can never place a prc,iously unobserved object in an appropriate 
class. A natural solution to this problem presents itse lf. which we plan to 
implement in future versions of Uie system. Rather than attempting to 
construct a network that cum plctcly discriminates positive instances from 
the inferred negative instances. DisCon should cease to make distinc tions 
below a cer1,1in point. This cutoff might be s1,1 tcd in tenns of the depth of 
the classification tree. or a more sophisticated test might be used. For 
example, Quinlan's [7] "change in infonnation" measure could be 
employed to determine whcU1er further branches will provide sufficient 
improvement in discriminating power to· be worth including. If not, then 
no further distinctions need he made. 11iis proposal also has a beneficial 
side elfcc~ since it will keep DISCON from carrying out an exhaustive 
look-ahead. Instead. the system will need to look ahead only to the depth 
of the tree, and this will greatly improve U1e system's perfom1ance when 
many attributes arc involved. 
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DlSCON's approach to conceptual clustering should be applicable to 
any set of observations Uiat can be stat ed in terms uf attributes with 
symbolic values. One advantage of the CLUSTER/2 progra m over the 
curren t system is that the fonner can also handle observations involving 
numeric values and structured (or hierarchica l) values. However, DISCON 
has two major advan tages over Michalski and Stepp 's system - its 
simplicity and its efficiency. Although we do not have statistics to back up 
our claim, we believe that our approach to conceptual clustering is 
inherently more eftic icnt U1 an U1c earlier one. We also believe that the 
existing system can be extended to deal with numeric and structured values 
without a substan tial increase in either the program's complex ity or in the 
search it must ca rry out. When DI SCON has been extended in this 
manner. we will be able to run U1c system on the ~ame clustering 1,1sks 
reported by Michalsk i and Stepp [2], and compare the results of the two 
systems directl y. However. independe nt of quest ions about elegance and 
efficiency, we now have two distinct approaches to U1c problem of 
conceptual clustering, and thus the potential for a better unde rstanding of 
this fasc inating discovery task. 

One additional limitation of the current system should be correc ted in 
ft1wre vorsions. As it stands. DI SCON ca1:not de,11 with relations bwvee n 
objects. This ability could he included by providing the system with a list 
of n·ary pred icates. such as grl·;1tcr· tha11. G ive n such a !isl U1~ program 
could enumera te all poss ible relational tests, and then determ ine which of 
these were t.h e most usefu l. Some effort would be in volved in extending the 
sy,tem along this di111ension and those mentioned above, but taken 
together. they shou ld lead tu a simple yet robust tool fo r automati ng the 
process of conceptual clustering. 
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SOME ISSUES IN TRAINING LEARNING SYSTEMS AND AN 
AUTONOMOUS DESIGN 

David Coles and LarriJ Rendell 

De partmen t. of Computing ,rnd Information Science 
Un ivers ity of Gue lph 

Cue lph, Ontario, N t G 2W 1. CA;',,JADA 

':'rair.ing . is an important cor.s ideratior. ir. the opera ti or: c:f 
learrJng systems; introductior. of ir.appropriate lrai ni r:g 
data may cause inefficient, poss ib ly impoleP. l be haviour. 

This pape r presents a general lra ir.ing· me lr.od based 
on observation of current performance ca pa bi li ty . -;' he idea 
is lo sample sys t em perforr:iar.ce and ,e lecl lrainir.g pro b· 
lems taxing search lim it s. Expen r:i er,ls demons trate the 
uti lity of the approach in lerms of lime effic ienc y. 

1. CNTROD.UCTION 

Training methods used for indc.r,tive systems r.ave recently 
taken on greate r s ignificance with tt:e re-emergence of 
learning within Al. 

[nductive systems may general ly be decomposed into 
performance and learning ft.:r.r: tions. 1.- r.e performance ele­
ment (PE) u: teracts direc tly with an external er.vironment 
(e.g . problem ir:stances reqt.:iri r,g soldior:), wt,ile the leerr­
ir:g col.illterpart (LE) me.st ir,d uce or r efine a stra t egy for 
future action based or. perfcrmar,ce data Of t he several 
factors which influence learning e lemer.l behaviour, one is 
the quali ty of training problems preser. ted: h1gr.e r quality 
data proc:;essed by the PE er.ab le t r.e l.E lo extract more 
meaningful ir:formuticn, yie ldi ng greuler 1r.1provement ir: 
performance . 

One approach to iP.creasir:g information qua lity wo u ld 
be to presen t more complex training problems to the sys· 
tern. In practise, howeve r, ear ly performance ability is a 
limiting factor [ 4 ,5]. Generall y lher., learr.ir.g sys tems 
require prob lems comp lex eEcLgr, le p reser. l r.e w informa­
tion to the learning e lement , bul sti ll so lva ble wilr.ir. 
curre nt performance e lement capa bili t ies. 

This research was suppo rt ed by ar. :\SERC operat ing 
grad ar.d al'. NSERC summer schclarshp 
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2. CONSIDERATIONS 

Learr.ir.g ir.n1r:ably ir.corpora les scme search aclivily . An 
ef'ect ive lec1 r r.ir.g ~ys tem r.111st. limit search by usir.g a s tra­
t.egy cfl.er. r<'ferred t.c as a car. I.ml s lr uc t i.: r c (CS). [f the PE 
nf a sys t.en relies er, suer . . , s t.n.:c l ur e fe r g1;idar.ce, lher. 
•. r.e rnle of I l:e corrr1s pcr.di1· cr LI~ is l e r.iod ify the s truc lc.re 
, o ifclpro,·r• sLb,eq 1:cr.l pPd•Jrrna n ce( a) _ An autonomous 
lea rr: ir:g sysl.en req1.1rcs r.r: 1-.,.1:1u1: wterve r:li c r• ir: 1mprov· 
1r:g it.s ca pa bii il.ies. hs s pccif.c,s a n add 1licr.a l cor.1pcner; l: 
I.he inslance selector ( :·!?.Af\'ER) 1:11;st ir.de:per.der. lly gen­
e ra te prob lem ir.sL,r:ces l e l.r a1r. 1.1:e system ef:ec l ive ly. 
l··i_ rf.r:Pr, ."\ ,.:sek! :.r:;ir·, •r is geu, r,11 . ...r.ese reqt.:.i r er.ier, ts 
~:-wy ~estated r:ior e pr-'.\\::sely· 

l. :a be general. a tra1r:i!:g m,_,tJ·.od m1.;st be 1Edeper.de P.t 
of tr.e r.os t sysler.1 1, 1. e ils PE. a r:d assoc iated CS). [r, 
ef:ecl, a 'b lack bo.>( is req1iired ~- r. ,s wi ll be ela borat ed 
:;1_;bseq1.;er.l ly 

2. Ef'er,t 1ve lra inir,g affo rds ,lro r:g lea rr:ir.g abil ity al 
r.:cdera l e ccs l . ..\llr.c,.gr. ,, r;,1d:ar.1zed lrai r:er pr o­
vides full ador:cm,·. 11. r.1a:, r.c t prove as ef:eclive as 
exlerr:al passivr, r:w cir·s I! I (leg r. L.: r:1ar. '.ra ir:ir:g [4)J 
f'"i.:1·U:er. cos ts ie val•. a'ed 11· t 1r.1e .:ir.d space meast.:res) 
wt:icr. are excessive may ,_1· der-r11r.e any benefits of a 
r:wch1r.1zed trn11:er 

3. We h;vp s•.;ited t.r:al lria rr. ·1·>! ,vst.11r--,s re q1 :irc p rc bl er.1s 
ccr:1ple, er.ougt: I.a prese,:I. r_i,w 1r:fcrr.1al1or; to the 
learr.ir,g elemer.l., bul stil l so lvab le wilr.ir. ci.:rrenl PE 
Cd pab ilili es. !nilial pe rfcrr:1ar.ce is typ ica lly poor, since 
(ir. early 11r.si.:pervised lea rr :ir:g). tr.e cor.lro l slrucli.:re 
1s pri r:1i l ive a t best; beg ir.r.ir.g problems mt.:sl be sir:1· 
pie. llowc•.'er. ils perfcrr.iar.ce ir:1proves (due lo CS 
ref.r.emer.ts) , more dif"ici.:l t prcb!cr.,s are a pp rop ria t e. 
!r. s r.o rl. learr.ir:g is a Jyr.ar:1 1c process, a r.d requires ar. 
adaptive lrainir.g mecr.anisr:1. Mter es timating ci.:rrer.l 
PE performance abi li ty. tr.i s r.1e cha r.ism det.ermir.es ar. 
ilpp ropr iale level c f t.rair:ir.g prcbler.1 d iffi c 1l lly. 

0 1 .. r trair:ing meU:cd requ ires lwo 1:ieas1~res: a meas· 
,. re d dilficully fer lra1f' 1r.g prob lems, a r:d a meas1.2re of 
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performance for guaging current PE ab ili ty. Prob len 
difficulty can be quantified as the lengt h of the shorlt~l 
known solution path from initial to goal sta t es{b )_ Perfor­
mar.ce may be measured as the ni.:m ber of nodes developed 
(D) in find ing the goa l stale (fewer nodes deve loped mear.s 
better performance). As cost cons idera l ior.s impose a 
practical li m it on I.his search , define an 1,ppc!r bound on D 
as D-MAX (ex ternally ,pec if;edJ l!-MAX convenie r: t.l y 
quantifies PE obi li ty lim its. We W<JL;ld expect. Lr.a l a syst.E! rn 
could have no more informat ion presented lo its LE tr.an 
through a problem which requires exac tly [)-MAX states t.o 
be developed in reaching the goal; prob lems of greate r 
diff iculty r:iust recessarily exre c•d {)-MAX. r esu ltir:g ir.. r.o 
so lution. "'."o present a r:i ax ir:iL.r.1 cf idcrr:ialicn le Lr..e 
learning element then, trair:ir:g problems should resi.;lt in 
some D whicl: is s ligr.tly less t han {)-MAX 

1 RAl1'--ER est imates an appropriate leve l cf d if!'ici.; lt y 
for tra iniqf problems, based on real time samp lir:g of sys­
ter:i perforr:iance. A si.;itabl e dif'i(;ulty is or,e caL..s ir.g the 
perforr:iance element to develop s ligt: lly Fewer lhar: [}MA){ 

nodes ir: reac r.ir.g the goal stale. ·:r_1s traircir.g scr.er:ie is 
r:ot straigr. tfonvard, since n1riar.ce in performar:ce riay be 
large desp ite apparer.t s imilari ty cf samplP. data. Perfcr­
mance depends on t.he control strucl,~re (a more 1r: Forr71ed 
CS will perform be l t.er and r::1ore ur. iform ly while m: im p(! r ­
fect CS may be ur,ab le to deal with cer t. air, probl,!m 
ins tar.ces). Wh tie t.rJs large fiucluatior. coc ld be conp£,r.· 
sated by ir.cr:easir,g sar::1ple size . there are obvious limits 
imposed by c·ost. 

3. TRAINER M.ODur.E 

Essentia ll y TRAINER is a sar.1pling mecl;ar. ism which 
assesses the abi lity of a PE usir.g any codrol stn:cture. [ts 
operation invo lves a movab le window wh ich it erative ly 
approaches an upper bound on performance (D-MAX) Aft e r 
a sr.or t series of window placemen ts, a diff iculty (UIFF) is 
found which approxima tes U-M1L\'. Fie; 11re l ill11slrates t. he 
operat ion of the : RAINER modu le. 

(b) fo r mally, t his dif!' icult.y charcH:t(,nws scme r·egion in 

instance space [ 4]. Our t.rn1r, 11 1g 1;1ech.:1 r:ism requires 
some method of producing problems w1t r.in lhis reg ion. 
~-or some problem types, instances may be generat ed 
by makirig a number of rar.dor,1 moves away from t he 
goal stal e. However, other prob ler:is ure gCJverned by 
operators which are no l u111qee ly revers ibl e . Also. 
games typica lly contain a r:1...m ber of goal s t. a les. ln­
stances in t hese categories may be ger.erat,.'d by play­
ing comp lete games or solving p roblems, retu ining a lis t 
of nodes deve loped dur ing senrc h. and back ing up a 
number of stales t.o lhe desired d1fT 1c1illy. -ra ining PX­
iH,1ples may 1-,p ''f''Tt,,r "1:1: :·; ;;r.T,-rated 11srng this 
rne l r.od, or se lected fror.1 a set c;f prob lems ca ta lo~i:ed 
by d iffic 11lt y (ter med active instance selec tion in [2J) . 

l N(IJ.MAX) 

1-· ·-----·-- ·~ 

D 6 

,-----~ 

4 

LN{D) 

2 D 
0 

0 10 20 
DIF'F' 

Figure 1. TRAI NER OP ERATION . Given a c urren t CS , TRAJNER sam ­
ples PE a bility, discovering perform ance D as a fun c tion of pro b­
le m diffi c u lt y DIFF. The d es ired value of DIFF is that which results 
in D a pp rox imalin,t D-MAX. 

Tr..e r:1od1: le is Cllrrently applied l. o a da t.a-d r·iver. learr.ir:g 
system: PLS l (5]. PLS 1 prov ides a good les l ing envi ron­
merJ , as it requires pe rfor r:iar:,2e-ser.s itive tra ir. ing fo r 
stror,g learn ir.g behav iour (refe r l. o r.exl secli or. ) . 

:·o n, it. e rale . difi' ic 1;l t y (D!1°f) ar:d r:odes d eve lope d 
(D) a re r,ecessary r;-1eas1; n !s (an d a l'a l1.,e Few D- MAX is 
ass 1A;-1e d) . rni\ l\'ER r'l L:s t. :;e lec t. illl a ppropria t e ~e l of 
depth UIF'F prcblems 1vt:ich msull it' an c1p p rux 1r.ialio r: of 
D- MAX deve loped s l a tes CJ 1; r slrdlegy is l o a pproac h U­
!JA)..' in te r·ms of DIFF us ing a cor.sel"vati l'e unde res tir.ia l e. 
Regress ior, is csed fo r es t.i r:ia t ior. of D as a fur.cl io n of 
DIFF. ~· t:e ger·.era l a lgor itJ-.rn Fo llows · 
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I. Choose a range of difficu lty va lues centered about a 
centra l value (DJFF) · iq it,ia lly, this value is arbitrar ily 
sma ll . Generate (or se l!?cL) a number of problems al 
each edge of this 'win dow•(c), and refer these to lhe 
application system PE for solution, obtair.ing a n1easure 
of perforr.1ance (D) for \ lhe control stn.:.cture ir. each 
case(a)_ 

2. Use a least-squares fit and a (lcg·) linear model lo 
express D in terms of DI FF De termine a val1..:e c f D 
centered within the win<)ow. Take some (exlerl"al ly 
defined) fract ional step between lh is central valt:e and 
D-MAX , and transla t e into a r.e w value for D!FF . usi r:g 
parameters obtained from the reg r ession. 

3. Repeal these ste ps un til lhe l"eighbourr.ood of D·MAX is 
reached (P..g. wit.tin 907.,). The final va ll:e of Dlf'F' is lhe 
appropriat e training difficu lty for current PE a bility. ,\s 
the c ont ro l s truc ture improves, this diF.ict:lly level 
ir,creas~s un ti l t.he PE is capab le o f so lvi ng ra r.dor:i 
depth problems . 

The reason for us ing a progressive ser ies of wi!"dow 
placements is related to complexity ur.d ur.certair.t.y . If loo 
difficult a prob lem is attempted, no co rres pond ing va lue of 
D ca r: be found; this waste is ex pe r.s ive . Allerrw t.ive ly. fo r 
s imp le p rob lems. macc urac y of lr:e lif'.ea r mod e l a r:d 
significant variance in sample data may cause dfl ir.accu­
rate fil (step 2 )° Rather than extrapo lat ing a fina l va l,:e of 
DfFF bas ed ~n one sumple o f probl er:is. il is 1.ll.irn.11.<'ly 
n o r·e acc 11rale a r;d c ost-effec t.iv <' le l.c1kc• s r•,·c r,,I ir:t.,•rTwd i· 
a t e sam ples , so as r.ot to exceed f)-M,',X: a ll wir,do ws 1' .xce pl 
the last one or two approaching [}-MAX require rnsrgnrficanl 
resou rces . The qu estion of whether lr.e f RAlNUt Jr,s t.i ges 
ils cos t is examined ir: lhe followir·g s r•cl ion. 

4. RESULTS 

To measure the effect iveness of the TRAf'.'iER , it was com· 
pared with a manual proce dure for choos ir.g prob lem 
difficu lty us ing the fifteen-puzz le a rd I.he learning system 
PLS ! (5 ). This is an it e rative system so a static difficulty 
vector (SDV) was suppl ied. This vector def,nes a fixed pro· 
gression of problem difficulty over s 11ccess i,·e ileralio r,s . 
The S OY used was one found lo be effec tive in ex te ns ive 
human int eraction with PLS l. Of seve ra l tested, it pro· 
duced acceptab le learning characte rist ics over the 
greates t proport ion of runs. For the expe rimen ts. 36 trials 
were run for each of (i) 'i' RA!NER, and (ii) lhe SDV. 

Table 1 summarizes the results: 

(c) Draper and Smith (3J indic_a te lhal a s amp le disl~ib u· 
lia r:. with exc lus ive emphas is on end points of _a range 
n'?su lt s in lhP. sma lles t v,,riance in s lo pe d e l. e r m1nal 1on. 

(d) The actual num be r of problems is determined by l ~e 
s t a lis li ca l e rror of pe rforr:1anc e values sam pled (9ci% 
conr.der.ce is used ). 

(i) USING SDV 

(504,000 nodes) 

withn Ti % of bes t 

wilr.in 25 ~~ of bcsl 

(ii) USING TRAl~ER 

(870 000 r:cdes) 

within 75% c f best 

withn 25% of besl 

# Successful Expected Cost 

12 (33%) 42 ,000 

6 (16%) 

36(100%) 

27 (7 5%) 

8•1 .000 

24, 000 

32,000 

-:'a~ ie 1. w:~.~-:~1 ec.c:1 o~ :.:le :wo :.:aiIT::)8 t:nV.ron:r~e!1ts, ;,erfor:nance 
of resu i: ;:,g comroi s:~·Jc t•Jres is suod;vided i:,to t wo categories: 
wi : h;:, 75% a:id w:::1.: :1 25% o' per~o~rr.ance us::ig the bes~ known CS. 
Co!·.1:rJ1 one ,:,d:ca:es :!'le ffJ:noer successfui in each category (and 
corres .:0!1d ' :1r, ? C~•: e:1:,,ge ), wn;1e co\1:r.•1 : wo ;ndica:es the expect· 
ed cost :·:i nodes :·or a CS to demonstrate p~:fo:mance within the 
respec ti ve ca :egories. L'si.1g the SDV, 504,000 nodes were 
deve:opcd over 36 runs. W:iie use of T~A'.NE~ resul~ed !n a greater 
~1u:n~er of deve ;oped 'lodes (870,000), ~he proport ion of successes 
w,:......, d;u:i:at.:cc.L ;y :u~he ... , :-es·.1~~::1g in ~ower exp ec ted costs for each 

ca:egory . 

f~x perirnercts with TRAINER lo dale demonstrate con· 
s istenl ar.d inexpensive beha,·iour . [f with.in 25% o f best is 
categorized as strong learning behavio ur, the expected 
costs of achievir.g this us ing TRA[NER is 32.000 r.odes, a sav· 
ir.g of approximately 68% ove r I. he case whe re an SDV is 
used. This is significan t. 

Yel l.r. e stronges t su pport for use of TRA [NER lies in its 
provis ion o f cor.-1plete au tono my for t.he r.os t system. The 
effectiver.ess of e xternal lrair.in~ may be all ribul ed to 
e1<tensive kno wledge of sys tem performance ; suc h 
know ledge is expens ive lo acquire . By providing s tro ng 
lei1rr: ir:£( capab iliti es w1lh on ly modest rc)a l lir:ie machine 
<· c;s ls . ,.I\J\ l\1-:111)l1 m 1r:ale s 11'.i s o l.r.c!r cor·sidernble 1·xp,'l"Se . 
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5. CONCWSIONS 

The intent of this method is to present a maximum of new 
information to any lear r. iP.g systeCcl, while ab iding by its 
performance limilaticr.s. This is achieved by estioatir.g 
performance results in terms of trainir.g problem difficulty. 
Tra ini ng problems a re aulonomot.:s ly generated according 
to results cf perforr.1ance sam pling, ar.d rrc asst.:mptior.s 
are made a bout sys t er:i ca pability or operatior. . ~Ieasures 
of system performance (D) and problem diffict.:lty (DIFF') , 
and a limit or. D (D-!JAX) are the only reqc.ireoer,ts. Our 
method is effective and inexpensive, demonstrated by its 
current ir.iplemer.ta tion, and it is ger.era l er.ot.:gh le r.ave 
wide applicat ion within machir.e learning. 
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ABSTRACT: An application of Automatic Inductive 
Learning of Rules f rom Examp l es to Automatic Speech 
Recognition os described. An algorithm for 
incremental l earning i s proposed and preliminary 
result s are reported. 

l. Motivations and Relations with Previous Words 

A number of researches on Automatic Speech 
Recognition (ASR) have been carried out using a 
recognition model based on feature extraction and 
classification [DE MORI 83 ] and [B AHL 83 ] . With such 
an approach, the same set of features are extracted 
at fixed time intervals (typi ca lly every 10 msecs.) 
and class ifica tion is based on distances between 
feature patterns and prototypes [LEVINSON 81] or 
likelihoods computed from a markov mode l of a source 
of symbols generated by matchin g centisecond speech 
patterns and prototypes [BAHL 83]. 

These methods are usuall y speaker-dependent and 
are made speaker independent by clusteri ng prototypes 
among many speakers. The class ifi er i s not capable 
of making reliable decisions on phonemes or phonetic 
features, rather it may generate scored competing 
hypotheses that are co mbin ed together to form sco red 
word and sentence candidates. 
If the protocol exhibits enough redundancy it is 
likely that the cumulative score of the right 
candidate i s remarkab ly higher than the scores of 
co mpet ing candidates. 
If there i s little redundancy in the protocols, like 
in the case of co nnected letters or digits or in t he 
case of a l ex icon of more than 10 ,000 words, then it 
is important that amb iguiti es at the phonetic l eve l 
are solved before hypotheses are generated. For 
example, in the case of connected letters , in order 
to distinguish them between /p/ and /t/ the place 
of articu lation i s th e only distinctive feature and 
its detection may req uire the execution of specia l 
sensory procedures on a limited portion of t he s ignal 
with a time resolution finer tha n 10 msec . 

This suggested to introduce plans for hypotheses 
ge nerat ion and disambiguation [DE MORI 82]. 
Operators of these plans may trans l ate a description 
of acoustic properties in to more abstract descriptions 
or they may ext ra ct new useful properti es . Operators 
may contain t he execution of sensory procedures. 
Their applicatio n is conditioned by the verifi cat ion 
of some preconditions in t he database t hat conta in s 
al ready generated descriptions of the si gna l under 
analysis. 

The planning system is a network of plans. The 
input to the network is made of descr i ptions of 
acoustic properties obtained by hybrid (parametric 
and syntactic) pattern recoonition algorithms and 
t he outputs are hypotheses about phonetic features. 
A portion of the network for the generation of hy­
potheses about the phonetic feature "nonsonorant­
interrupted-consonant" (NI) i s s hown in Fi g. l. For 
more details on t he features used in thi s example see 
[DEMICHELIS 83]. Eac h box in Fig. l represents an 

operator capab l e of producing descr ipti ons of acoust ic 
properties of phonetic hypotheses. Preconditions for 
operator application are loqical expressions of pre­
dicates. Predicates are defined over re l at ions between 
acoustic propert ies. Both preconditi on expressions and 
predicate definitions are not know n a pr ior i and have 
to be learned . Furthermore, t he use of an operator in 
a plan is req ui red on ly if that operator i s t he most 
suited for producing descript ions t hat are required for 
eva luat ina preconditions of operators that have already 
been considered for buildin9 that pl an. So learni ng 
also involves building new sequences of operator appli­
cat ions when a feature is not correctly hypothes i zed. 
So far, most of the attent ion ha s been focused an 
learn ing and generating precondit ion re lations. Learn­
ing of plans has most ly b~en done with the interaction 
of a human expert. 

2. Learning Methodology 

Learning rules from examples ca n be seen as the 
process ofgeneralizinq descriptions af positive and 
ne9ative exampl es and previously l earned rul es to form 
new candidate ru l es. When apol i ed incrementally t hi~ 
metho do lo gy can produce results which depe nd on the 
order in which examp l es are supp li ed and on the occur­
ence of examp l es which are exceptions to t he relevant 
ru l es. Incremental l earning of rules has to come out 
wi th a set of rules t hat i s · the most cons i stent with 
the examp l es encountered so far. 

In order to all ow dynamic preservation of consis­
tency amo ng t he set of rules, an algorithm i s proposed 
which uses the Truth Maintenance System forma li sm 
[DOYL E 79 ] and whic h i s reminiscent of previous work 
by Whit eh ill [WHITEHI LL 80 ]. 

The cho ice of a description language for examples 
and ru l es along with that of the qeneralizin9 algorithms 
i s crit ica l in a learning system in the sense that it 
may or may not all ow the l earn ina of re l evant rules. 

A description language and rule aeneralization 
heuristics have been defined ba sed on knowledge about 
rule-based Automatic Speech Recognition (ASR). Thi s 
knowledge ha s been acquired with ~any years of exper i ­
ence. A re levant aspect of the learning system develc:P­
ped for ASR i s t hat aeneralization rules are not con­
strained by the Ma ximally Common General i zation proper­
ty introduced in [WH ITEHILL 80]. 

Positive and neaative facts used for l earning 
operators preconditions are described by t hei r relevant 
co ncept and a conjunction of pred i cate express ion s. 
Eac h predicate expres sion or se lector [MIC HALSKI 83] 
asserts that an acoustic property has been detected 
or t hat an acousti c parameter has been extracted with 
some spec i fied va lue. 

A genera li zation ru l e derives from two conjunct ions 
Cl and C2 a conjunction C3 that is more ge nera l than 
both Cl and C2, i.e. Cl => C3 and CZ => C3: 

The genera li zed rules themse lves are t he nodes of 
a TMS [DOYLE 79] . Each node represents a rule of 
left-hand- side (LHS) CONJ and right-hand-side (RHS) 
CONC, having a support list SL whose IN and OUT part 
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TABLE 1: the Learning Algorithm 

procedure LearnE xarnp le (EXAMPLE) 
NEWNODE := NIL 
For every node tl in ListOfNodes do 

ii RHS(N) = Concept(EXAMPLE) 
then 

beg in 
if MoreGeneralThan(LHS(N),Conjunction(EXAMPLE) 
then Push(EXAMPLE),PE(N)); 
if Equivalent(LHS(N),Conjunction(EXAMPLE)) 
then NEWNDDE := N 

end 
els e 

if Mo re Genera lThan ( LHS ( N) , Conjunction (EXAMPLE)) 
Then Push(EXAMPLE,NE(N)) ; 

unless NN # NIL do 
begi.n 

NN := MakeNode(Conjunction(EXAMPLE),Concept (EXAMPLE)) 
AddNode(NN) 

end 
if P(PE(NN),NE(NN)) and Everyin(In(SL(NN))) and EveryOut(Out(SL(NN))) 
then TruthMaintain{NN,in) el se TruthMaintain(NN,out) 

endproc 

procedure AddNode (NODE) 
for every node N in ListOfNodes do 

unless N = NODE do 
if RHS(N) = RHS(NODE) 
then 

case 
MoreGenera lThan(LHS(N) ,LHS(NODE) ) 

Push(NODE,In(SL(N))) 
MoreGeneralThan(LHS(NODE),LHS(N)) 

begin 
Push(N,In(SL(NODE))) 

else 

PE(NODE) := Union(PE(NODE) ,PE(N)) 
end 

begin 
NC := Generalize(LHS(NODE),LHS(N)),RHS(NODE))) 
AddNode(MakeNode(NC,RHS(NODE))) 

endproc 

end 
else 

case 
MoreGenera lThan ( LHS ( N), LHS (NODE)) 

Push(NODE,Out(SL(N))) 
MoreGeneralThan(LHS(NODE),LHS(N)) 

begin 
Push(N,Out(SL(NODE))) 
NE(NODE) := Union(NE(NODE) ,PE(N)) 

end 
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are respectively the li st of node s with RHS CONC and 
LHS l ess general than CO NJ and the li s t of nodes with 
RHS different of CONC and LH S l ess genera l than CONC. 
With each node are kept the li sts of cons i stent 
exdmples (PE for positive ev idence) and unconsistent 
examples (N E for negative ev idence). Lastly each node 
as a STATUS property which i s IN when t he correspo nd ­
enc e rule i s believed to be true and OUT otherwise. 
A node i s IN i .e. its STATU S i s IN if and onl y if al 1 
the nodes in the IN part and all t he nodes in the 
OUT part of its SL are respectively IN and OUT and 
t he numbers of exampl es in PE and NE sat i sfy a given 
predicate P (for exampl e NE ~ 2.PE). 

When a new exampl e i s l earned a new node is 
created i f neces sary and this node i s generalized with 
the ex i st ing ones to generate new no.des t hat are them­
se l ves generalized with other ones. Then the PE and 
NE of co ncerned nodes are updated and STATUS 
pro perti es are mod i f i ed when necessa ry and propagated 
through t he netwo rk in order to maintain consistency . 

-The stability of t hi s process i s guaranteed together 
by the definitions of SL and t he predi cate P. The 
algori thm i s descr ibed in Table l in a Pasca l -like 
form. 

For each concept enco un tered so far a character­
i stic rule is derived from the network of node s whose 
LHS i s the disjunction of LHSs of all IN nodes with 
corresponding RHS. 

3. Results and Conc l us ion 

With this method, precondition rules for ten 
operators have been learned fro m the prounounciation 
of 700 Ca nadia n posta l codes l eading to a very 
accurate generation of hypotheses about phonet ic 
features li ke NI. 

The following i s an exampl e of the precondition 
of t he operator that generates the hypotheses Ni : 

([AC2=MediumPeak ] [F3-Fl=[700 ,750 ]] [Burst=Detected ] 
[Buzz=NotDetected ] [Step=NotDetected]) 
([ACl=ShortDeepDip] [AC2= Lon gPeak] 
[A2=Al =[-0.5,0.0]] [Burst=NotDetec ted] 
[Step=NotDetected]) ([ACl =LongDeepDip] 
[AC2 =Lo ngPeak] [F2=[1200, l 300]] [F3-F2= [1600,l 70D ]] 
[F3Locu s-F3 vowel =[200,25D ]] [Burst=Detected] 
[Bu zz= No tDetected ]) [Step=Dete cted ] 

Database 

Contour Envelope nuzz Bar 

AC l , AC2 are morphology descr ip tions of the si gnal 
energy, Step i s a predi cate on the morpho l ogy 
description of the signal enve lope sampled every 
2.5 msecs . Fi are formant freque ncies, Ai are 
form~nts amplitude s extracted by the "prevocal ic 
transient analysis operato r". Burst and Buzz are 
predicate s defined over envelope and buzz 
descript ion s. 
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APPJ..YJNG Tl~MPORAL CONSTRAINTS TO Tm: PROBI.~:M OV 
~,·i,;1t~:OPSJS o~· Tl ME-V AHYING IMAG ~:RY 

Mi c h ae l Je nk in 

Depa rt.rn e 11l o r Cornpuler Sr.ic nce 
L ni ve r s iLy o f To r onto 

To r onto , Ont.a r·io .\t :,S 1 A4 

A noncoopern ti ve ,il go r il. hrn is presented fo r I h e 
pr ob le m o f I.h e s t c r eops is o f ti m e-va r ying im ngery . Th e, 
il lg oril.l1m inl."g r alcs Lwo p,·oblcrn~ ; Lh e proble m or 
s l.e r eops is and I. he prob le m o r I.racking o bjec t s 1.hro ugh l. irn c. 
Jfo the r tha n fin d ing I h r, int., , r sc d io n o f I.h e two proble m s t.o 
be m o r e d i ffic u l t. . i I. was fOlrn d t.l td l by so lv ing t. h e I. w o 
p(·obl e rns s i rn u lt.ancou s l y, a n d l. hu s i ncorporat. i n .g I.he s p al. 10-
t.c rnp o r a l co nl C:!X t. wil hin w l1i c h a se(-!ne exisl.s, sorne of t. h e 
ha rd subp r·oblern s be l o n ,gi ng to lhc probl Pr 11 s of s t. e r·cop:,; i s 
a rid Lc rn pora l c:or n !s ponrle nce eou! r\ be avoidr :rl . 

In l. e rrr1 s o f t.h1~ 1n o d1 ·I for l e rnp o r al s t.( !r eoµ.s is 
p r ese nle d in Lhi s pa p er I.l ie imJuced errecl. ,ir1d hys t eres is 
h a v e s impl e ex µl a n i'l li o n s ns " rcs u ll o f Lhc ,n ,, Li o n of U, e 
s l rele hi ng st imuli . IL is a r g u ed l.ha l I. h e di tncu lly a lgo r il.1 11n s 
fo r s l n. li c s t. l! r"l..! Ops i s h ave w il. h Lh e in d uced e ffec t .1 n d 
hys t eres i s c1 r e ~ r es ult of th• : ir l.cn1pur·a l nalu r·e. 

Th e a-lgor i Lh m r e li es o n ,1 g e r1t• 1·t-li smool hn l:~S 
ass urr1pl io n l o r1ss ig n bo l h Ui spdril.y an d ternpor a l ,r10.Lc,;hes. 
A s imµl e mod el of t h e m o t.i on o r Lhrce- cl irnens io n al µoints is 
u s e d t o g u i d e t h e rnatc hin~ proccs., a n d l. o i denli f y 
eund il.iona l rn a t. ches w h ic h v i ol<1te l. h e .1;c n 1.;:ra l srnoo l.hrH-!SS 
ass umpti o n . A prox im a l r ule i s used Lo rurl.l1c r rr,s t. r ict 
µ nss ibl e m a t c h es . 

The a lg orilhrn ha s lwe n Lesl <! d o n bot h sy nl. helic ,rnd 
r ea l ir1put se qu e n ces . Input seque n ees were c ho sen fron t 
thr ee- dim e n s io n a l moving l igh t. di sp lays an d fr o m "n,,·i l" 
g r ey-leve l d ig iti zed images. 

Jn l r od uel io n 

A b us i c p rob l ern in a n y rno l ion understanding vis i o n 
sys t e m is t hat. o f de t. e rrni n ing a le rn pora l cor r cspo nd <!ncc 
betw ee n obj ee t s . lndepc nde nt of th e d o m ain o r applica t io n , 
b e it hum a n body m o ti o n [llj, 11,im burg sl r eet sce nes [. lJ, o r 
huma n hear l s [1 5 ] in o r du r t. o a n a lyze I. h e rno l io n o f Lh e 
ob jec l s it is fir s t necessary lo determ ine I. he p o si ti o n o f 
o bjec l s in the sce n e as a f u nc t io n of Lime. In a perspective 
p r oj e elion o r the wo rld s u c h a corres pon d e nce can b e 
di fficu lt l o o b ta in unl ess so m e assumpt ion is made as lo 
e ilhe r I.he type o f o bj ec t. be ing o bse rv ed (s uch as be ing ri gid 
o r b e ing c om posed o f j o inted r ig id parts[ lo j) or t h e t y p e o r 
motion lhe o bj ec l can ex hi bi t [ 17]. Th e pro b le m a ri ses 
b eca use in a pe r s pec li ve vi e w tr u e objec t. lo cn l.i o n i s no t 
readily ava il a bl e . The hu rnun v isual sys l ern o v e r comes lh is 
probl e m in par t by u s i ng l wo im ages of lhe sce n e ra l he r t h an 
ju s t o n e . By co m b ining lhe l wo v iews dep lh infor m ation ca n 
1..., e co l.u in e d ..:.tnd Lhus ;HTlll" i i •:? po~: i 1: .:- 11 al in(o r rnal ion l !'i 

:1vai l.1 ble. Suc l i in ronn,1 1. iu n w,>:ll d si 11 1;1l ifv t.h · pr 1 >b l e rn t>f 
l , •!J:1·1r1ii1ing l f:frl f H H·, 1l 1·0(T• · ...:p• .r 1r!•• l'''' · 

Any a lgor ithm for s l creopsis h ils to face two crtl ica l 
desig n c hoices; what mo noc ul a r po int deser iptions are lo be 
used, a n d w h a t mec h a ni s m s a r e l o be u sed l o reso lve a n y 
a m b ig ui ly w ithin l h e pop ul n l. io n or possib le loca l ma t c h es. 
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When the s l c r eopsis p r ob lem is cx µ an d ecl to in c lu d e l. 1rn e­
va r y ing im age r y . l h c, ill g or ·il. hrn mus t also d eal wi t.It lh,• 
p r ob lem o r t rack ing I.he mon oc ul ar po inL c1"scr ipli o n s. ur l.l u: 
t. hn:c d irne n :,; i onii l des c: r iµ Lio n s whic h I.hey reprC'senl. l. hrr.H1"4t1 
t. i rn e. l n a d dtt.ion a C'ho i ce rnus l b e rn d d e <1s Lo th e u rdl: r· 1> f 
pn>c1.:ss i r1 g. l'e n 1po r a l rnaLchirig cou l d b e µe r·f ur rru: c.l b (:fon•. 
rlfler, or sirnul t uneous l y w i l h s l en•u p sis . 

I f s l.erc:ops i s is p{-: r· for rn c d a f t.er t l! rT1 µo r·;1 l 11 1a !. ci1i11g 

l.t ie 11 l. (-! rnpo r n l rr1c1 l c liin g rn u s l. Lake p l 1.1ce ln r1 1. wu 
di rrw 11 s i o r'.d l pers p ec t ive v i ew o f I Ile wur·l d . ~~il.l 1ot it. sorn e 
111 ol i u n o r objee t. ilSSt1 11 1pl. io n s rolnt.ion I n dvp l. h, ,HHl p l its li c 
de forrn a l. ion woul d µ1·cse11L d i fft(·ull pr otJl ,~rn s Lo su ch a 
sc h e m e. Allc: r n,11.ivcly, , r sl.en,opsis l. ilkcs µ lac" b1 ,f ,,n, 
l.<!rnp ora l n 1id c hiri g U I(' l. e rnpo r·a\ rri ;d.cl1ing i;-; t!as i e r· 11s il ca 11 

be pe rfon11 et.J in real worl d ~·o-o rd inal.l'S. L, rif n r· l. uri oJl( ! l )' l.h e 
s l. ereo psis pr o l>te 111 \\ o ul d 1. h t!n r ed uce l. o l. h;i l. u f so h ·i n g 
sl.a t.i e s l. e r eoscopic irr li l_!;l'~. l•'r o rn t.lH.! wo r·k o f \ l ;1r-r <.t ncl 
l'oggi o [9 j a nd Mily h c,v ilttd l.' r isby l tOJ W<' know I.hil l. 1·vcn 

wh en sop h is t ica l. 1.1 d 111unoeu l a r p r irni t. i vl' :O. suc h dS z(' r o­
crossin~s or ze r·o-c,;ross i11 gs i1rni peaks nn: , tvt;ti l ;1h/e t h ,: 
µr·o l>l c rn o f st.a.L ie s l C! n.!ops i s , s ve r·y di ff.c till . and us u a l ly 
e;u 111 ot l>e solve d wi t.h,> ul ,o n w .g l oUal rn ec twnis rn Lu t1:">:-; 1g r1 
fin a l d isµar il.i es . }J erf o rrni11 g slere op sis s i111u ll• lf n!o t1 :·il y wi t.ti 
l t-! mpora l rnale hing set:rns be s t rlS I.he lern pon1 l n 11·\ l c l ,ing Cclll 

be µe rfonn e d i n t"l.!fl l wo r! Li co~o rd inii l. es (t h u~ a vo i d ing I.h e 
prob l e rn of pcrspc!clivc rn a t. c hing) a n d rn u l io11 i n fu nn ;tl ion 
eo ul d be u se d Lo fu d .ti,: 1· lirn it. U1u p o~~i bl ,.! bi rn ,1.: 11l r1r 

rn a t ch ings. 

An a l guri lh rn us i11 g I. hi s app r·oac,; lt h os lH.!C ll µ r eviu t1 s l y 
d escr· ibedl6 ]. T his ap p roac h n 1dd e ee ,- Lain s ir1 1pl ifying 
ussurnpl. ions abo ul l h " r1a l. ure of I. he i11 p ul. whi,: h 11o ul d L, ,, 

cl i rfc ull t o ove r corne in ordnr lo npp ly t. h c algcn iU11 11 1.o re<i l 
i r11 age d a t a. The n. lgqr il.ilrn ass 11rn e ci Lh a l U 11.: r e wa s no 
ocelus ion . lha t-. all point.s \, en: vis i b l e i n 111 1 fr·,.1 11 1es. t1n d I Ii.ii. 
al l rual wo r'i d posit. i ons we 1·e know n a l so n w in1l i ;1l l im e. We 
base o ur · ;-i lgo r lt hrn on t. h c sdrnc un de r·\ying p,·irlt'iplt·s a s 
Je nkin [ OJ bu l pr esen t. o n e rno r e s ui tub !e l.o Uw o1 11 ,l!y sis o f 
r·eal wor ld irnagc•s. In pa r l.ietil; u · we ro u st. dva l \\ i i h l.lw 
pr ob lem of occ lus io n ; a rea l.u re vis ibl e by 0 ,1,, "Y" rn il y n o t be, 
vis i b l e by the othe r , a11 d p oin l s rn ay rnov e ouL of view o f U w 
e n l ir c v is io n sys l e rn . 

P syc ho log ica l Bas is 

We base d our a lgo ri t hm o n t h e as s umpl io n 1.h a l I.h e 
mot. ion u f un o bj ec t. be ing v iewed wo ul d obey a gc rH: r i1 1 
s m oolhn ess ass umptio n . 

The s m oo thness ass u rnpti o n ·was base d upon cer t a in 
be li e fs rr o m psyc h ology. The p r inc ipl e or leas t ac t. io n f 14] 
sugges t s lha l wh en we perce ive an o bject ilS m ov ing we I.e n d 
l o p erce ive il as m ov ing a long a palh Lh at. in so m e se n se i s 
I. h e s hor t est . s imples t or most d irec t. lfomaclla n cl r a n a n d 
An slis ' p rinc ip le of "v is u a l ined ia"[l :l] s ugges t s Lh at. wh e n 
i:. :1y i:.>bj•.!Cl 111uve ;-; iu · .. Hit! u i r L·r:livi1 ;;L urnfon11 •;f'lur;1! y v, ! 

t ,!nd to µcrr:l'ive il r:1:-: t'o nl. in11;1~1! its rnu t.i on ; 11 l. h r1l rl i r-v ~· l io n . 
l'l• •'"il! r :dt•:-· forrn"d ti ·:· h . • ..; is ('f ~>,tr "! ,..J,._)•) l 1111' l:..:-..:t": :· I inn 
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The temporal slereops is a lgorithm fo llows the bas ic 
s moothness assumpti on: c hanges in fe ature characteristics 
will be small a nd continuous. ln particular we ass um e that 
when observ ing lhe motion of an o bj ect (one that does no t 
disappear or is created), the object wil l be re lat ive ly 
unchang e d fr om o ne fr a m e to th e n e ,ct: 

1) The location of a g iven feature would be r e latively 
unchanged from o n e frame to the ne,cl. 

2 ) Th e three-dime nsional vector velocity of a given 
feature wou ld be r e la tiv e ly unchanged from one fr ame 
to the ne,cl. · 

3) The motion of obj ects h as t e mporal continuity , ie. the 
above two assumptions ho ld for sequentia l t ime 
in t ervals. 

The first l wo assumpt ions define how moving objects 
(those that are nol created or destroyed) acl loc a ll y in time, 
whi le the third s mooth ness assump tion says t h al. t he fir s t two 
will hold over Lemporally se quent ia l inputs, a nd a ll ow 
decisions to be made in lime. 

Ma ny algorithms for sta ti c s l e r eops is ex is t (see \faIT 
and Poggio [9] for a review). Marr and Poggio (91 id e ntify l.wo 
physical constraints in ord e r for the lefl and right view Lo be 
comb ined: 

Rl Uniquene ss. Eac h item fr o m eac h imag e can be 
assigned al most one disparity va lue. 

R2 Co ntinuity. Disparity va ries smoot hly a lmost 
everywhere . 

Unfort~nate ly R 1 fiat.ly con trad i els the us ual 
i nterprelation of Panum's Li rn it i ng Case ·(ie the 
interpretation that a feature in o ne e ye's image can be 
matched lo more tha n one feature in the other eye 's image ). 
Mayh ew and Frisby [10] h ave deve loped a be tt e r ru le of 
uniqueness: tha t a g iv e n point in space may ho ld at most one 
feature al a ny given t ime. 

z= O 
P(x,y,z) 

image plane 

Fig ure \ : Nonconvergenl Vision Sys tem. 

Ma rr and Pogg io [9] then u se lhe ir R2 t o a ll ow for a 
"pulling effect" _to make fin al disparity ass ig nme nts. As they 
point out there is rea ll y no e vide nce to s upport such "pulling" 
or global labe ll ing. Consider the s t a ndard "wedding cake" 
random. dot stereogram (see Crimson [ 4 J for an example ). 
When viewed s t ereoscopi cally one sees several distlnct 
layers wilh s ha rp boundar ies. If spati a l g lo bal constra ints 
are used to ass ign disparity v a lues us ing R2 a bove then o ne 
would expec t Lhe algorithm Lu produce srno•JI.I, bo.ir :d u r·ies 
,,et.w e en the layers due to cclge dfecc s . l11de ,_· d L1 11 s i., nn 
,<Tee•. whic.;.h is ob ~. !f'Vr·· ! \\ l it•n d. l _l?t:nL : 11 1::; '! :,i •,1; ,1w h 

pprc ,ac l .L's ur·.! lpµl:e d u LI. >~ ! ·µu ,, f : 1 (!r t: ,;.! r·l. .r:1. . !ii :-' 
" >11t., adil' I ior · 1s ;,, , t, 0 !" 1!! ,11·r; J . 11·n · '1!a. . i -1·~ ·I , n:.•, 
d ~nr , '.. hr :L:, u~ ;rtg : i1rn l r1, · !:q 1, 1l.1 t · !:; l <: v( t~ , : ... Jr1 <.;;!',1.ir , 

Th e Algorithm 

Fig ure s how s the basic geometry of lhe 
nonconvergent binoc u lar vision sys l e m . Th e two eyes o f lhe 
system are se parate d by a distance of 2e a nd a r e locd t. ed al 
pos it.i ons (-e ,O.f ) a nd (e ,O.f ) , loo king towards infinity in 
the m inus z dir ec tion. ( In F igu r e l th e y ax is ca n be 
c o n sid ere d l.o project o ut of t h e pla11e of I.he p<1per t o ward s 
the r eader.) By s imi lar tdang les it is easy l o s ho w lha l a 
point P = (x ,y ,z) on a n object will have a proj ec tion on lh e 
p la ne z = 0 (the im age plane) in the ri ght. an d le ft e ye' s c o­
ordinate sys t ems r e spect ive ly as: 

Xr = (x - eJ •_[ (la) 
J - z 

Yr = 'Jl.-~-L ( lb) 
I - z 

x, = (x + e ) • _[ 
I - z 

Yt = 'JL~_L 
I - z 

(2a) 

(2b) 

Where / is Lh e foc a l le ngth, and (x1 ,y1 ) and (xr ,Yr) a r e l he 
project.io ns o f t.h e pu int P in the le ft a nd r ighl eye v iews 
r es pect ive ly. 

Provided I. h a t Lhe point P is vis ibl e by bolh t he le fl 
a nd right eyes, Lh en lb e t hree- dime n s ional c o- ordinate o f P 
c an be r ec ons t ructe d from t h ese projec ti on s as: 

e . (xr + x , ) 
X - ----------- (3a ) 

x, - Xr 

2 • e . Yr 
y - --------- (3b) x, - Xr 

z = I - 2 • _ e _ • _/ (3c) x, - Xr 

by solving for x, y , and z in e qua ti ons ( 1) a nd (2). 

Le t L; and Rk be the co-ordina l es o f poinl j in the 
left eye. k in the righl. The va li d l.hr e e-di rnc nsional po inl 
wh ich can be c onstruc t ed from L; a nd Rk u s ing equation (3) 
wi ll be d enoted as [j ,k ] . 

All poss ibl e comb inat io ns of L; and Rk would r es ull in 
roughly n 2 possib le poi nt s from n r ea l po int s in three-s pace . 
Th e numbe r o f m a t c hings can be reduced by noling ce rta in 
geometric properties of t he nonconve rgent binoc ul a r v is ion 
syst. e m. 

From e quations ( 1) a nd (2 ) for a combination [l ,r ] to 
be va li d it must be lrue that the y c o-ordinate of l in lhe 
le ft eye (de noted as y (L1 )) mus t be equal to the y co­
ordina t e of r in t h e right eye (de n oted as y (Rr )). Thus from 
the geometry [l ,r ] wi ll be va lid o n ly if y ( Li ) = y (Rr ). for 
real image data, t hi s constraint sho uld be r e laxed. 

In a ddit ion, from equations. (l a ) a nd (2a) and as e is 
pos it ive , and as z must be negative, lhen for [ l ,r J t.o b e a 
valid combination x (L1 ) > x (R,. ). As the im age p la ne is not 
infinite in s ize as de picte d in Figure 1, lhe r e will be a 
minimum di s tance a po int can li e from the image p lane 
l,e[ure it bc c:o rn e: s vi s ib le to bolh eyes. In l he lim iting c:ase 
z (1.t .r)) = 0 is til e c loses t a poin t rnay li e tG I.l ie eyes uf Lh e 
•vs f •.>rn . In I his c11 s e, r (1 1 ) - x (R,) < 2P. fr om equati on (3). 

i, ·I r- ., (I ,.! 111 .· \ i r·1t1rn iHnt·lu;I_ ".J f ·Jc v i,ili u, ~ I J1. lw,.~ 1! 11 

,j \ .1•.'r) ,d 1/ (/. l 1
. 1r1 1I '.':!i. 7" : ( ) •.! L~ ,~ rr. ·:-,tr- il' '.. i 1Jr, t ,ri r. (Nr) n1 1d 

· Ii : ) ···::. u lt 1r1g ·1 1 1
: , , r-1: 1r ! c .. , i:-'.•.: r.J:· •' p-• le ft ,:. 1..J , ;g ld. ·-·:~· : 

.,, , "' :1' .i , , i..: t 1
• ., ;·_, ,. I , ·, I ., •· r• ,·f ,·u, , ,d 11-.:• 11,· ! hP f'nll,H\ i ,,, 

two const r a ints. 
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l y([,i) - y (/?r) ! <ry 

0 < x \/,, ) - x ( /(r ) < r • <; 2e 

("l~) 

( l b) 

l·'ig un: 2 s h o ws how U1 e par ~ni c l. ers Tz a nd 7"y r es trict ! h e 
-ci;: ion fo r p ossib le sp11l. ia l mat c h ings. Le t. the c;;n; Je 
rcpn~se nl sorn e feut ure ln l hc le fl eye 's i rn i-t.ge . !f we 
, upc,·imposc I. h e ldl. ,, n d rig ht im.,g es Lh un the.· recl.a ng11la r 
rt:g i o ri fonn cd by Tz: .ind -;-Y d<~no l es t. he region in l h e n ~ hl 
c:yc·~ view frorn wil.hin ,., h ich we! m i'l.y look fur poss ibl e 
! ll i.-ll.C : h f!s. 

~ · , 

<- - - - - - - - - - - -> 

,r 
' y 

v 

i"igure 2: Spal.ia l Co n s l.1· ;1i 1d s 0 11 \l 1-J l. c /1i r igs. 

' 
In r e li1t ion ship w i lh t ht·! hl!rna n v i :- 11 a l ~ys l •.! Il l , ! he! 

11onco n vergenl b inocu la r sys l, •rn i :; 1, l 1r11 it i ng Ci l SC in wl i i e h 
l. h<·! e y es ;ire rixc'? d o n a po int ..i n innnil(~ dislarie e fr-c> rn the·' 
v iC'~~: r . The c o '.1 s l r a i,1l s T z .1 nd Ty d,~nut.e t he f(! glu 11 · 0 f 
'..t1s_1o n for Uw b1noe uL1r sys l er 11 a nd cPr r e~ µond Lo JJi-Hi t. ii i's 
1 us 1ona. l r1 r er1 ir.1 lh c hu n1,1 n \·i~ u ;il :-,.,·s l e11 1. J{es ult.s f r-r>r,t 
Psyc l.10lu~y indi e, d.e l:hal dlh<1t1gh rn u t c h es must. b e lirr ;. !1 : d 
t.o I.his rt n '! a, i t: . is yos:-: ib l e lo h1vl' •no r".! l. h i trl o ri l· m :itch pe ,­
f t•dl t:n! fnJm •.,1 tUnn I hi s an~a. 

Th e probh ... ,n Ci1 /'I now bi.: s lnled rno r u f o r·n1ally; given 
P ,(l) l. o P,, (l ), lh ,., 1.1-, ree-d irrn ,n s ion ,, I local io n of u,e 
rea l u r·es al lirr, c I, I' ,(t ) l o I ',. (t ), t h e v()dor ve lC"t:il. 1< ·s o r 
l. h e s; irnl:': n puinl s -1.t Li n, c l_ and /, 1 Lo / .n, ari d N

I 
Lo /?n 

( .vhc ,·_c f.i d o<:s nol ri ,,ccss;1r1 ly c t ,1T e$ pond l.o Ir,) , UH, lefl 
·.i nd nght. eyl i v it.:ws c.,f t. h 1 ! po,11 1. s at the n,.'xt I irn e in! (· r·vrtl 
(dcn o l.e d i>y l + I ) , I. h t: problem is l.o fi11d mapp in i;s ') i :iv ,,V 

·nd .ir :.'\ ~N · wti,! r e ·V = i l, .... n i, :; u c h l.hot. f-Jt hos l o<.!i.d 1on 
i 1"1 (1. ) ,l"r {t)) a l l. im e t + I. \'o t ,, I. h at. Pi m ay l1 c1 v •., O, t o r 
rr1o r:<: _ µo.-.;s ibl e co r r e~ p o nding p< •i nls a t 1.irn t! l + I In 
,i dd1t1 0 11 . 1h e algor i l.hm rr• 11s t. ,· on s l.r-uc l a lis l o f poi11L s that 
hilve been ",,,.e ,,1, tl" er· lh ,11. rlppea ,· a l. t.i rn e t + I . f'orm ;d ly , 
ii . n 1t1 ::; I. nnd t.l1 c.• p oi nt s I h ell , 1r11 1; l (•nw nt. ~ of 
)/ t ,r J / t U, A r r {( A-3 1', ll,r ) =!;;,1 (-i), <{J,. (i)I( , 
,,· her r. . / , =!/. 1. · · J;,.J, H =•H 1, " · .l<n!. ' illd 
It ,r I =/,;, (i, ),:Pr (i )J if ll,c t. ,,o 1,o in ls c t ,1T es pond t.o ! h e 
s;urH' Lhr .;c- di rncns i or., d l o l :ct tiur1. 

Cer l c1 111 r esu lt s from Psyc h o logy sug ges l th n l. th e 
nu rnbcr of poss ibl e rr 1al.c h es in ;;, R ll d r.p r can be r csl ri c t. e d 
by c onside ring I.he • vtd oc ily a n d tl i sl.a11ce p<H'f"llnc t c r·s of I.h e 
p oi 11l. s . l·'rom work 011 apµa r e: 11 l fll ol ior, 1.7) ii. is c lea r llwl. 
s palial range lir11il s Lh c pow(:r of dl. Lrdc l. ion: "when I.h e 
d is l11nce bul.we e n Lh e c ir ,, les is incn,,ised l h e q ua lily o f 
mot.ion is so rn el. irru,s a (fodcd , so t.hal. rriainlc1ining the 
p e r ccpl ion of a srnoot.hly rnoving fig ure r11 ay r·equi r c somr.! 
c hange of inlc rv ;d s or of lh e fl ash duroli o n. " Ko ri.e ' s I.bird law 
o f apparenl mot io n ftl.J s t.a t es Lhal lh e ,nen, il sc in oplirnum 
diffe r e nc e in lirn 8 i s esse nt.i a ll y p ropo rt.i ori;i l Lu a n y incr·case 
in separn lio n in s pa ce , or e qui va le n t.l y , t.h ul I.h e c ril ica l lim e 
ine r cascs l ine a rl y wi lh dista nc e. Th e r e is a lso I.h e "v is u a l 
morne nl. um" e ffcd rcpo rl. e d by Ra mae h n ndninl I '.l I. Th us t. h,., 
ve lo c ily o r I. h e objecl is a lso ,a limil irig f;1cl.or in obje ct. 
Lrat' k ing. T hese I wo e un st. r<linl s e, trl be i n co rpora t ed within a 
ge n era l s rn ool.h11es s assumpt ion by tl erici i rig pr-etl il'alcs 
VP.l ~Jcily a nd d'i. s lance which lirnil rnt' rnber·ship i n -:P t ilnd r.fJr 
as ; 

di.s I rmr. f! (1, , j ,k ) = ; I'; (l ) - / J .k J < r <I 

i 
vehci.ly (i, .j ,k ) = i V, (l ) 

II J ,k I - e, (I l l · 
-------{7,::;------ < -;- u U>1> ) 

w h e r·e 'i,.c.,·1: is t.h c irit. 1.~ r· sl.irnulus l i rne i r1L c r v <1I, Un! 11o l ..t l.io11 
<L d l ·no l. 1 :s I.tu: lc rig l1 1 1>f t h <· vc·•· l o r n,, .t fl d 7"",1 r1 r1 d -;-

11 
,-ir·r~ 

e o n s t.ru 1nl.s li rni l in g I.h e di sLu1 cc il tl o Lljl!CL c a 11 r11o v1.: . , : 1it.J I Ill · 
c:ha ri ~c i11 ,: r!loe il. y iHl ol>juc:l r: i1n ex hil>1 L rltir ·irii; ii ~ i v •.'n 
fr~drri e. C'l1;H·1te t e r is lic s of f flLHllJCul.ir pr·i rnit iv(:-:\ lial it/"{' t ist: r.l 
1.u n: s l ri c t c ornbinal.io n s of !"l .r J coul d 1·d so tJ,, lJ :-:c d I n 
r·e s ! r·i c t .p1 il rld ,; r . 

C:} r1s i der t.lH~ 1 (!S l.r icliu n of U H! Lr rtc kin g p1 ·o !J l (· rn I.'> 
1.w o di rn, ·ns inns . l·'igun~ ~3 sh ow s how U w v.i l11 t..:s of " 1 ;1 111! -v 

r·1.._;,s\Tict I ltc ;>ossib l c rnot.ions o f a rt objec l being l.r;i ck L·r.J. l '!i,• 
:--r n Lll l e ir c: le rnovin g fro rn le ft t.o r i.!:{hL n ?pt· t •s c· 11t. ~ L11c 1rJr1t.irn 1 
o f t he f( !a l.u r e b eing lr·a c k l.:' d. St 1ppose \\C a 1·L' l r <1ck 1n!:{ 11 

fr o rn i t. ~ sc•:o n d µos il i on it n d I.ha t. i l h ;1s a co n s l.Hr il vc: l1 H·d v 
T he c: ir r: l e \\' il h r ad iu :; r ,j s h ows I. h e n~~10 11 ,v h1cl1 l'Un s l r, 1ir1.­
r h(: obje,· l.' s ncxl pu<:,] l1 on u sing c q\1 ;tli o n U)c.i ). Tht! ol>j(TI l 1r1-.; 
l ;ee ri n ··-il. r·i,.· l c d fr o r11 rnovi ng n 1o r· 1:: tha n a Ui~I drl l: l! 1.1 
bclwc•c rt fr·;unc-?s. 

The cir· c l t wil.1 1 n ,d ius -;v n·:--1. r i r·ts :IH! ~"~ i on in wt,ic ti 
l hr. oiJJ"C'l. 1nJ.y movu bas(:d 0 11 ! h t: !Tld ., irrui rn c: l1 ,1 r1!_{t ' i11 
ve l uc ily 1H1 nl>j ec l. r11.iy ucllkn; o h•.> t.w,.-: ec 1 fr ,.1r 11c s. T!11s 1s I tJ,. 
!:;t)OrrH: l.r1 cr.il inLl · r pn ·I a Li 11r1 o f eq111 d.iuri {:i b) . l'hC! l'i n : I ~! i:--: 

(' (! Ill n: c..J al Lh c µrTdi 1 ·l. c d l oc ation o f t tic fva t. un~ in I hr · rH!xl 
r,·,u11 e .i n d li i1 s r t1 dit1 s 'v . ;\:,; bul!1 I.Ill.! di .. •-; lo.n.ce .i11d uel~H: 11.y 
pn .... l i ca l l ~S r1 1usl. /\ o l d w e 11t.:e d look fr> r v al i d rno1Lch ('-; ordy i1 1 

I he in l. i...: r :-<..: el.ion u f l.h l''i(! l.\\' l> n .!g i o n s . 

l·'i gurc :.1: \.ftJ l. ion Cons t. ri1i nl.s l >Jl \.1;1 1.ch i 11g . 

In t hn~e (J1rncns i o11s U :e circle s be, ·on 1~· sp tH!n!:--: ilf 1Ll 

va li d n 1d l.c /J c::; r;u longe r .J.n:~ n !sl.ril'l.ed lo UH! µl ,1r11:i. J'rw 
i r1t. L•rscl'l.ion or L;ll' I.\, o s phe n ~s (wh ich co rf' es po11d 1.o th e t. wo 
ei r C'l •~s rr 1cri l. io n 11 d i.:.bov c! ) chdin es t.he r egio n for poss ibl e 
rn al r!hes. 

The Vdlt i r::s of Ta a n d Tv m us l be sc i. so t.hc1l. I.h e.: 
rnotion of the objc:cl y ou wis h I o Lr· ;H.:k do('S n o t. vi ol.:1.l.1! 
riisl (1ncP. a nd vel ~1cUy. In the lirnil i n g case I.he lw o s plw n: ., 
m u st al. lcas l O\'er lap s o l. haL , t is possi ble I.a s ,11.is fy Uir · 
t:o ml i ti crn s for a va li d m a teh. 

The s mool11ness a~s umplion p e nn it.s sh ar p I.urn s. a n d 
even for· a n o bject l.o dlirnge il s tl i r et:l. ion (sec J·'iguns '.l ). 
:n 1e r· e i s i1 l.r·ad c-o fT bc Lwt·!c n cha nge in d i n n.: t.i o n i1J1 d c hange! 
• n SP~ I?. ·· c;:i, ,.,n rj /Ip ,., h :, .. r• I rn;,v .- :::i ,j;,-. -~11 r i:· ~1;\f!.!;'' i i <.: , f irpr> I iqn 

btd. o nl ' .. b,· rc:~~·h .i! · ~ ti. ..; ·,fH.:P d . '-:' ir~1; 1, ir ~>' an oLJ!'('\. 111. t y 

"h;: ;~,· 11~· :-·pt·t•d . Dt!l twly i:y rn•>vini; !fl a s 11 11 1i ur· r/1n-c11n,1. 

T 1 dlH I Tv rlcnric n1. ~l.hr...•r11 ,11.L1..: i1 ll y I.h e (;011d il. i o11!'- o f th u 
s rn ool.h rH·s s ilSS lHnpliDn f ur a :--: irn~ID inl (·r~t.i rr11 dt1s i rd.(· r·va l. 
:\n obj cel will be · sait.i l o -;a li s f v I.he 'll' r ;·d srnuol. hr H:ss 

ass urnpl.1 o n f r>r· a g iven frarnc if r t; r LhiJI . <t ' l'l e ii sr1ti ~ll c::-; t.h e 
predicat.e: s (l'i,...,· /.,1r1. r:e a ri d 1;e lncdy. 
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·I 

Unless t.h e silualio,1 is 1rl<!al, or l he va lues or T,. ' y, 

1 0 , and T v arc c:hosen so as Lo unreasonab ly co ns I.rain I he 
problem Lhere wil l .,L il l be ,1 large number o f pos, d,l e 
<! Ornhinal.ions [I ,r J a ntl possib le mappings rtJt and rfJ,. In 
s l a ti c slereo psis, even wi' h , uph1sticated m ,rnoc,1la r 
prirniliv es sui..:h as zero-cross ings [ 91 or zero-cross 111gs a nd 
peaks [ 11.lj, not. all local mal cilcs wil l hav e been re d uced. A 
r,o m111on ,1pproach has bee n Lo 11se "g loba l spaL ,a l r e laxal io n 
prncc,ss ( in a possibly Jimil.ed manner) t o assig n nna l 
disparity va lu t!S. 1\s it h.is been shown ear l ie r, I his is no t. a n 
. ,Ltractive approach. 

One poss ibl e appro,11,h "uuld be Lo app ly some so r·t. o r 
rel axa lion on Lhe vec l or velociL} values of I he fcaL ,we s. 
:<uch a n u pprnacil wou ld have a psyc h olo!,iCdl basis in I he 
r·u le c>f co mmon fale. 'l'h er·e "oulcl be sorn<' di([icull ies wilh 
11on-r·ig id obj• !t:L~ ;a,ti wi th seer1r!::; c onl,.11ni11g rnu re Lhan une 
o bje,;L m o ving wit.h dirTcrenL veloc i l ies. This wo,lid, howt·vc, r, 
be an inleresling ;'ll.ar t ing puird for fuLure n :sea,·c h. 

lfo lh e r· Lh ,rn us e a n y so r·L of glob11l m ec h anism t.o 
d e lennine the final sµa lio1l and Lernpora l co r r"s pond e rii:cs , 
decisions are matlc local l r in Lhe , pa t ia l dimens ion but iJre 
rnade late.r in I.he Lernµor,d di me n sio n. A ve r y simple m•idel 
fo r lhe rnulion o[ tli r ee~Uin1e n sional fectl ures was 
c.;o nsl ruc:Led. !Jy cu nside r i11g pr):,;sib le l.t 1 n1por a l ,·ornbiriill in ns 
o f rn 0tio r1 ilypolhes es inr,or, ,;is l. cnc ics c,111 be idenl.ified. 'l' l><os" 
1nco11s i slt.'.?nc i es can lie u~cd lo loca ll y lrirn hypoU1e Sl.'s t.o 
d c t ennine U-1<• correc;l spa I i al 1ir 1ti ternporal n 1.1.Lches. 

for I.he purpos<!S of Lhi s di :;eussio n let L'ir·eles 
,.,, µr csenL reat ur es. Onc of th e ro l low ing labels (sec l·' ig tni: ~) 
t:<1n be idcnl11\ed wilil Lhc be Lwt::!C II fr ,1me rn u l. io n fo r 1·...ie h 
poinl.: 

CREATE 

JJf.11.TH 

'l 'llACK 

:-; JJLIT 

Th r, point is crciJ Led rrotr t I.hr: void. 

The po,nt disa ppears. 

Th e point rnoves frorn otn1 fr 11nu lo I.he nex t 

Th e pni11t 1.rnder·go<·:-. fi ~s ion to become l.wo or rn u r·e 
point. s ,r1 Lhe n ex L frdrne. 

In addi lion Lwo or r11ore poirit.s i 11 one fran1e rn ay have 
1. h e su rTJl! ca ri d ida.te poi 11L for I rit e kin~ in lhc riext.. f'hus 
b ranc hes of S PJ,11' ,rnd TltACK Jab8llings m,1y a lso be 
, tl e n t.it\ed as MP.RCE: hypol.lt cs is . 

------0 
S Pl,IT cru:,\'l'E 

0--0 0-----
J'RACK DE.:ATH 

Figure 4: \! olion hypotheses 

In ,\ w •, rld wilh perfect" rno11ucult1r ft•at.t.re t!c ti .•t l LH·s 

: tw set. of 1.rnck in ~ hypnlh :~es \l'Ot1IU be rru 1cti ~irnµl1: r. :' .. .:. r\O 
p1.? rf1·cl n1onGt:ll lar fe ol urC' dc l (?c:ter ex is t s i l is qlJJLe po-;:-,1b le 
1 il aL ::i l'LIT and M!:RG J·: hypo l h,·s es .ire nol j ust. I.he n,su : t of 
poor 111alc:hing, but. Lh,il Llw rnonoci tl a r feiltures do S JJJ.I T ,nil 
\1t:RC:E.:. 'J',1ke a s heet o f rdl ec' ive rrtil l.cria l ;rnd bc rd i l :,, ,ck 
,l nd forlh. l.he spl'c:ular r·e (l(!el.iur i will rn(>Ve il !on~ l.lH · ~lirfoJCI.! 

•>f t h(! rn at.erial. sp lit. Li ng .ind fus in~. A rno11oc ul.i r prir1t1l.ive 
t h c1L is sens il1vc Lo pei·1k!-i in U11.! int (!nsi ly o f Lhe in1<l ~e w c uld 
r;, ,d U11,L lhe mo11oe11 l,1r pr irnit ,vcs Jo S P J.1'1' ,rnd Ml·:l{c..;J :. JI . 
wo ul d be incorrec!. t.o 1·cm ovc, S JJJ, IT ct ntl ME:liC J,; l,y µoi. hesis i11 
o1 rea l world npp li cat io n s1rnply b(!Cause rnosl. r e:1 l \~,i r-ld 
· ibj e ,; I s do not undergo Lhesc p•fccl:-:. 

l'u .--.s iUlc l,1helL11~:-- .ir, . 1.::-::::-1r(1 
\,; .. pni ·1 l /"\ (t ,1:, 

ru1 1t)':.-s . 1.1d 1.1t = )rl .r Ii tr ,·, r .... _ '( 
1i.slr1nc1:(i,l.r) 1E'" ' ·( I. r)). ·1 · 11 /Jti/.) 1. 

, '1:i1 1 (H:'1 wit.•, d ··1 ~.\C '\ t .J. 1 ci: 
. it Ii : ~:·1 · i.l t' · , b:: I 1111.; i ! 'ft 

:J 1·:ATl 11 .. ,·!l.11g · f './ :.: 0. 
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1 ./l eol:nls Luc 1:l~ rt1 Le 1· •Jl pu.-,:') .. h 1_· 1J 1~ ,. 1~>1 1 
t1y p ot. h es{-'!S fo r a !;iven µ01nl /Jt. lf l Af1. l = 1 I he n thcJ'f! i s 

only one mo t. ion hyp•Ji.11esis ro r Lite 1:·,i nt I',, ,ind ii. c,1 n be 
., ssoc ial. c,d 1111.h d Tli,\CK lc1be lli ng. i ',I, I > l I. hurt l.h ,: 
point P, 11 ,,s compe l.iri g mol io n hypoi.11 •,ses. M. l.ltis poinl. il is 
not. possible I.a tlcl.crrnirw if Lhe poi11L ,,elunlly s plit s inl.o Lwo 
or rnore µo i11l.s , or if sorill' of t he possib le rnoLion hypo! IH!se s 
,,re inva li d . Jr I .\!, ; = 0 Lh e n Lhc, poi nL / \ 11,,s " " P'·"" ble 
rnol.ion hypotheses. Tlli s poi nt is said tu hav e di e d. \•' i 11r1!ly. 
so rn e co rnbin at.ions [l ,r j will not. tiuve bee n c,1r1t.iid11l t:s for 
;H1y po int. Pt. These poiril s a r e co n sid,! r cd for c.: r· e;d.ion 
hypolhescs. 

Let P, (l) be a poss ibly empl.y ,el of po1nls for •., hi c h 
boLh motion a nd po sil.ional infonnalion is known. l·:xd.rnine 
lhe moriucular prin1iliv cs for the n ext. fr21rne .tnd eon~ l.rucl 
al l possible ,n a t c hes [I ,r J. F'rorn P, (t }, I', ( l ), and [l ,r I ni l 
pos s ible molion hypoU• · ··•,s accortl ing to Lile rnod<"l give n 
above can be con s l.n,c l. c R<JL h er Lh a n dec idi rt g Lh e cor r ecL 
m alc hes al Lhis poinL, assume (Lcrnp,nari ly) l.haL all o r I.h e 
matches arc correct. Th us eaeh possible m c.1 1. c h 
P1. (l) ... [l ,r / is co n sid ered Lo give r·ise to a new µo i r1l at. 
Urn e t + l. The process o f cxtun i11ing I.he rnonoculur 1r1 pul i:-; 
r e pe ated ror t. ime t + 2 a nd a l l labe llings ,,r e Lh e n 
co nsi d ered. Thu s lhcr e are doubl e rnappi ngs of Lh e ror m 
P, (t) -• [l ,r J • [t ·,r ·J. 

The a lgo ri t h m ass um es Lhnl. eve ry po~s ibl e rn a l. clti nis 
/J, (I ) ··• [I ,r J is eorrecl. Th is assu mplion is l l1e pr<"di•.: l. io 11 
make by I.he predict ion phnse or lhe algo nL1 1rn. l·'o r enc l! 
possible rnat.c h Pi ( l ) -} jl .r I a pu inl ( wiLb c orrc!-ipondiru~ 
posi lion al a nd ve loe ily parilrnel.c r s) is co ns l.ruc t cd. TIH' 
c onslructcd poinls am temporarily assumed l.o b<' v,1Jid al. 
tim e t + 1. Poss ib le rnalchings arc Lh e n consider·e d be t W(! C-'! ri 
Lhc conslructed point. a t. tim e l + 1 am! al l poinls 
co n sLrucLab le from lhe monocular fealure s µresenl.e•I Lo Lhe 
algor ilh rn a t t im e l + 2. lnconsisl.enci es belween Lhr .> 
mapping P, ( l) -• [l ,r] and [ l ,r J _, [ I ·,r ·1 a r e used by I.he 
Les t p h ase of the ulgor· i tltm to r es lri c l. t h e dollb le map p i r1 gs 
and to d eci d e on the correct m apping Pi (t ) -• [l ,r ). 

The r e are t.wo problems wil.hin Lhe ge ne ra l probl<.:m of 
s ter eo ps is or time-varying image ,-y . The tir s L is L1111 L I. h e r<! 
may be g hosts ar isi n~ from the probl e m of s lali c .slereopsis, 
and the second is Lltat while t rac k ing po inls TRACK Lype 
resu lts are prefe rabl e t.o SPLIT. Co ns id e r the t ,·,wki ng 
prob lem alone ror a rnomenl; assume LhaL Lh e motion of Lh e 
fealures obey a general smoothness ass u,nplion , l. h l'rt l.tw 
poin ts will move smooth ly from o n e fram e to I. he next. .. ·\ 
prob lem will a ri se on ly when for a given frame Lh•.' re ,·xisls 
mor e tha n one candidate point for tr· dc k ing. If Lhe im:orTecl. 
c ho ices ar ise d ,1e to no ise (or fro m some olher rnndom 
so urce s uch as Lhe acc idental a lignrnenL o r Lnw f,,al.u n ,s in 
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an image), then one would expec t that a lthough the y sa tisfy 
the smoothness ass umption for the current fr a m e. they will 
not sa ti sfy it. for a sequence of frames. A large class of these 
Ly pes o f e rrors could be e liminated by s imply e xamining the 
"matching potential" of the points for the next frame. If the 
points are truly i nva li d then they s hould di e o ut as I. here will 
be no m a t c hes for these points in futur e fr ames whic h d o 
sa tisfy t he s moothness a~sumplion. Whe n discontinuities a r e 
µresent in the rrotion of the features (such tha t the motion 
vio lates t h e gene r al s moothness assumption) , t he po ints will 
d ie. Onc e the dis,~onlinuily e nds lhe points will be recreated 
a nd tracked corr ec tly. 

In o r de r lo trim the possible matche s il seems t hat 
thes e are two cases of interest; whe n a CREATE la be l is 
followed by a DE:ATH la be l, a nd wh e n one branch of a S PLIT 
!~be lling is fo ll cwe d by a DEATH la b e l. The hypothes is 
r ed u c tion is s um m a r. ze d be low (see t ab le I). 

T hi~ hypDl hese::i t.r imn ting ca n be .IP.rrt ,nst ra ted 
_;:{r3p htc, d ly <,L'r;;:, igu n.!s ~J . G, ,,nd 7 ). T~ iere d f C I wo ·: nlr ies in 
' . ..iblc a. 1 ·.vh , ·~ iJ r"! ir :c o nsisteri t w!l.h th~ g c ner II sn100 Lhri e s~ 
.J S::i ' :rnp! 1ui1. l'h ·~--~ ··r.1n b e u s1:•d lo e ! i rn1 · ·d.l.1.: µ1y.:s 1bl e 

rnal.chin~ .-i ( 1 re,1 i lb rn tl'." Ci:O~T rndlch i;i~ :;\ Tt .~ fi r st is 
wht11 a v 1\.t.:.;,\ 1 L tl.i b t:! l tug l :i ,ulioweu uy a i.JbA l l. Ldbe l l tng . 
Suc h a n occurrence is d e pi clP. d in F'ig ure 5 . Some ac cide nta l 

Current Next 

DEATH CREATE TRACK SPLIT 
DEATH . . . . 
CREATE GHOST . CREATE CREATE 
TRACK TRACK . TRACK TRACK 
SPLIT GHOST . SPLIT SPLIT 

Table I : Hypoth e sis r e duct ion. 

com b ination i) f monocula r feature:,; ha :-; giv e n rtse to a va lid 
t hre e -dimensio n al point in on,, frame which the n di sappear s 
in the next. This "c reat ion" o f rn object. is co nsidered lo be a 
(; HO ST lu be ll ing u nd it. is remov e d fr-om t h e li s t of val id 
liypo t.hescs . 

-------0------~ 
f'igur e 5: ::REATE h ll owed by DEX f' H. 

The second inco nsis tency occ urs whe n a bra n c h o f a 
SPLIT la b e lling is follow e d by a DEATH la b e ll ing. Such an 
occur rence is displaye d in F'igure 6. One branc h of the t hree 
way SPLIT is s hown t o have a DEATH la be ll ing in the fo ll owing 
fr ame whil e a ll other br anc hes have TRA~ K labe llings. The 
se t of hypolheses is trim m e d by c ons ideri ng the branc h o f 
the S PLIT that was foll o we d by a DE:ATH labe lling as a GHOST, 
a nd removi ng it from the li s t o f hypothe s es. In pe rforming 
this operatio n the n umber of brnnc hes of lhe given SP LIT 
labell ing has be en r e d uce d by one. 

Th e r e is a noth er possibility when tt·irnming bran c hes 
of a S PLIT labe lling (see figure 7). In Lhis case a ll b ut one of 
the branc hes of a S PLIT labe lling a r e fo ll ow e d by DEATH 
labe ls . When the se b ranches a r e remove d I. h e r e r e mains a 
S PLIT label with o nly o ne bra nch. Conside r th e value o f M; . 
It wi ll h a ve been r ed uced from the c onditi on I M, I > 1 to 
I M, ! = 1. The SP LIT la belling of thi s node is r ep laced by 

TRACK to r e flec t the new va lue of ; M; · 
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F'igure 6: SPLIT followed by DE:ATH. 

This trtmming follows f r om the genera l smooth ne ss 
assu mpt ion . Wh e n a label is ide ntified a s a GHOST it is 
r e mov e d fr om the list of pos s ible labe ls. Thus il is poss ibl e 
that in reduc ing a SP LIT la bel t hat there exis ts a different 
b r anch o f t he S P LIT whic h has be en rerluced due to t rimmin cr 
to a TRACK. This 1s a ve r y desirab le res ult. · ~ 

l0 igure ? : Red u c ing SPLIT to TRACK. 

At t his sl.age t he final c orresponde nces must b e 
detc,rmine d . All s urv iv ing la be ls have been found lo sa tisfy 
the ge ne ra l s moothness assumption. F'or a ll , exct-, pt S PL,IT 
label lings , final trac king and di s pa rily ass ignm c, nts have now 
bee n obta ine d . f'o r SP LIT la bellings a ftna l res tri ction can be 
m a d e to furt he r r· educe S PLIT labe ls l.o TRACK. or lo r e duc e 
t. · \t: 1urn bc t· Jl br ·nc l .0.:- 1. ·1 th ::.· ':, Pl.ii' labe lli 1,~. 

As mentioned earli e r, di sta nce limits t.he e ffect of 
a ttract io n for motion c orr es ponde nce. This effect is most 
a ppa r e nt when a SPLIT la b e lling is being conside r ed. Kolers 
[7 ] r e po r te d two e xperime nts whic h s howed tha t in a SfJ LIT 
s itua tion the pres e nce of near po in ts r e duce d t he attract.ion . 
o f fa r ones. Th is can be u s e d as a final c ons traint to r emove 
so m e competing S PLJT br a nch es . Remove c ompeting SP LIT 
branc hes tha t lie a t a dis tance g reater t ha n some nxed 
m ultipl e k o f the distance t hat. the minimum di s t a nce S PLIT 
b ranch li es frnm lhe father point in the prev ious frame. Thi s 
has the adde d affect of favou r ing no mot io n hypotheses for 
s t a tio na r y points having a stationary candidate point fo r 
lrac king. · 

Th e us e of k to remove br i'l nches of SPLIT la be lling 
wi ll not reduce all S PLIT labe ls to TRACK . Setti ng t he value of 
k t o l will r e duc e most S PL IT labe ls , but any point whi ch 
sp lit s inlo two e quidista nt points will not be r e duce d Lo a 
TRACK labe lli ng. It is not clear that a ll SP LIT labe lling , s h o uld 
b e r e duce d , a s so me inputs m ay exhibit object s which 
undergo fts s ion, and S PLIT labe ls must be r e taine d if t hese 
po ints are to be corr ectly I. rac ked. 
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Th, p r o xim ily r·u le us "d t.o o bta in tln al m atches is 
ch,pe'1 d e nL upo n Lhe mot.i o n of I he c a nd,da l e feaL ure wi t h t. he 
, rn ,1l lesl po ss ibl e d isp lac em ent.. Tr· imrning is perfo rm e d in 
le rrn s of multip les o f the s h or Lcst dista nce . ,\ s t hi s t ,1kes 
, nL o ,·1cco11nt inp u Ls wiLh d ifferent. spee d s . or dilTeren t. ir,Le r · 
s l. irwilus int p r· vals , Lhe choice o f I,; wi ll not be d epend e nt 
u pon. •c11 her U,e ve loc ity o f I lie f,.,at ures . or I.he leng t h of 
1nle c-:-,Li r11 11iu s inll! rv a l. 

F'i ::?: ur·e ~ ~h ows hO\\ t. h t~ '. .. Ju'= or k t :- ll .::5r> d Lo r e r~1o v e 
"' PL! l' tH' ,Hl chcs . i·' igun~ 8 shu .,· ::-, cc point ir: Orl (~ f r ame with 
,l rrow.:, s l ·rJ wi ng v al id :-:: !J!.\T h r· a·1c h C's lll :.J~ ll ed A thro ugh D in 
1 lie r·~ ·x t r.n1. n H ! . ~ uµpo:; e 1 tlil t. ! he va lu e n f k W,d 2 . Then as 
,Ill bra nches t. hat. lie c.L d · l.ist.c-.r1ce ~ r ec.L ler t. ha n k ti rn es the 
i\ ls t (, ncL' t.o l he nea r· L· :;.; t :i r a nch are elirnir1a l. er.i , tile n oUe:,, 
l ,1 be l le d !J and D wo u ld b e t.nn11 n e d .. 

F:.i ,. h c f 1. h~ rn odul e:-- irtl f'f'rll'l. in a c y c llc ~ashi o n. l'h e 
1-cs u lt".s of t h e d t:cis to n cn odtd l! bec orne Lhe on..si:-; o f I. h e 
pr·e d tc l. iGn rn odul( i for· the r1ext fn1me o f p roc·=ss tng. T hus 
1 hi s 1~ a ;,,;rr1nl l ~ lose d ,:; ys! ern wh ic h oU:jen:(is t he rnoll o n of 

I he f. •,1lures ,tlld buil d, up ,Ill obse r ve r o ri e n t e d 2 i· l) s kdc h 

1)f l ii '.! rr to t. io n o f UP.~ obj ec t s o ve r t irn e. Th e sket.ch i s 
: e rnp u ra l ly li m ite d in Lha L it holds info rma ti o n •.>rtl y fo r Lwo 
•.H" ( i 11di n ·r.~Lly Lhr oug h rnot.1o n i :1[or r!l dli 1J n) t. h r ee fra,nes. 

Vd j~)n ,ii l o f LhP A.nc d de c i~ i t,ns l-:a v e been rr1c,de front 
t 1n1e l l,:l l i rne l + I, thr.~ po in ts t hat were tn1c ke d to. o r 
•.; r eal ·! d .i\, Li, rie t + t . bL' Co rn e t he poinl s For wt itc h Lrackin ~ 
, ., f'l ' (Utr• ·ci. The val dcs o f I', ,me! 1·; nr c up da t e d. with 
1.: r eatc(i ;: .·1ints give n c..1n 1ni lio1 ! · i..: l oc· ity c1f 1.er·o. 

Th e al gonl1 1m ekes 11,,t weig ht aga lllst ME:RGF; 
!.y pot.h1<s· s e ·,cepl. t.h ;i L ir co n -, is t. e-,c ,es ar ~ us ,,d to reduce 
I. he I •JI.al 11urnbe r o f possib le r11 atch ine;s, and t hus indirec tly 
U,e '-1 !- :r,c; F: h : po ll :<sses ,1r t· n : Tl!•Jv ed. Tl,e r e a ppear lo be Lwo 
l! h oic-•os ; ·1L h i:r Lr•.,a t " \ I FRCr: ,is ,im pl y be ing c1 mapping t.o 
·non: U1 (i n 01 1c point hd.vi r1g lh f:.~ s,une phy•,ncal loc ,, Liori~ or 
,\ct. u a !l y rr w r ge t he po i n t s \ 1J for· rn o nl y c. :-w ~i11gle point . 

Why is• his ,1 pr ,)blen1? t 'ons1de r t. he , ·ase of tw o poin t s 
,it. th {: s, 1; r1c dr_•pt h mo ving u l co n~lanl V1:' ioc1ly di. cigh l a ngles 
i1,1vi11g a frarnc i n whi c h the r e exis t s a si n~le point o f 

i n l e r sec-1.in n. Depe nding upon the r e p ruse nl a t i0 n o f a \l r: RG E, 
d iff«r e n L e ff r, cts wil l b e p e r ce ived by I. he algorithm. If mo r e 
Lhan o n e point is ,il lo we d Lo occupy the sa m e phys ical 
locat ion ctL Lhe s ,,rne Lim e t h e n U1 e r e is n u probl em as eac h 
poi nt wil l be seer 1 to r.· ,, nt i nu e in a ~tr a ig ht line . If po inls a r r.::! 
fo r ce d to rnv rge I h en lhe veloc it5 o f I he mergc,d po int must. 
be compuLed . It is n<> i. obv io us how Lh is s hould b e, done. a nd 
depe nding o n the c ho ice diffen, nt l!ffe ct.s will be pe r ce ivc,d. 

:\eithe r appro,1ch see m s t o be p«rt i,, ul ar ly al.t.rndiv e . 
Aside fr o m I. he physica l impossib ility o f hdv ing m o,·e lhe1n 
o ne po int occupy tb e ,arne phys ical loeaLion c1 t. I. he s.H11t, 

Lim e th e r e are o ther probl e m s in a ll owing \I F:RCl·:s :.o b P. 

Lreated as s imp le TllACK hypoth es is . l: nl <.: ss lh e r110L i• >r1 is 

ac t ua lly a TRACK a nd not c1 \fE:RC E: there wi l l be I wo oo in ls [or 
I. racking Lh at wi ll be indi s t ingui shd ble by Lhe aigo r .. '.hm ; t hey 
wil l have ide nti c a l vu loc i ty a nd moL ,o n pdnornel c r· s. !'tu , 
woul d no l be d es1 r·db le . T he o_l h er c h otce i:; u noJ t l r ,1 1 :t.i \e for· 
r ea.,on s U,aL have air·eil d y been ,n enl ion ,,d. Wha l is ,·.,a ll,­
<.lesi r e d is ,in appnuc h that has Lh e advc1 n 1 ages of bo lh 
sc he me s , bul with none of Lh e i r probl e m s. r: ,e p r ob l, ·m is 
1 his; if v.h d e I.racking points are m e r g e d t og c Lhi, r·. (;,ss11min~ 
.som e fu ncti o n to obl. ,11n the velocity o f t he n e w point ). s hal. 
proc ess s h ou ld be u se d in Lhe fol lowing frM11 « Lo :-; rL,I T I.he, 
point. a parl 1f the merge was r ea ll y a l'Ulii s io n '? If m ore l. hc1 n 
o n e poi nt is a ll owe d t o t>ccupy t.h e sil rn e p h y s ical loc ,1Lio ri 
how a r e po ir,t.s tn1 e! y rn e r·g ed t. oge t.her o nc e a Lr·u e rnc rgc ha-; 
bee 11 d e i.e ct. e d'? 

This prob l" m WdS solved by allow in g \,\E;RCEd p oints t.0 

b1c m ult iple po in ts in i.ha L more t.ha n o n e po int. may havl! tt, ,, 
s a rr< e physica l lo ,aa Li u 11 provided they have d iffernnt. v"!ociL ,· 
µart1me l. e r s. Wh 1~ne v c: r Lwo (o r rno r e ) poi n t s !1ave id e1it.1cdt 
pos ,L io n s in lhe s1:<· sp,1ce (P, ,Py, !-', .V, ,Vy . V,) a true \ 11·:w; ,- : 
was ass urncJ to hdvr : take n place (<ls t.h e poi r1 Ls c <1n nql. L,· 
d 1st ingu1s he d by I.h e s ys l. e ni ). Ol h er wi sl! the p•> inL s c1 r· ,a 
c o n si de r cd Lo b e, d ist incl . Th is h as Lhe ,1dvnn Ln~e U1n t 11 
:-; o lvcs bu t. h p rob ie rn ~ \\'tl houl havi ng t.o n -·rnc rnbe r: ··s µPc ial' 
points that rnr1y {ur rnay n ot h ("tve) iJ l-'e n rnen~ e J Lo~ ·-· 1 h er-. 

E: ,per imen t al lfosu l Ls 

F'igures 9, lO. :n d t I sho w lhe <.1ct.i o n or i :1c! -il~(H' t t. hrn 
on ;1 thr ee-d 1mci1:i ior -1 1 n 10 vi ng li';{hl o i sp!.t y 01· Lw o cot ,i dinr:: 
he xngons. The rnov ing lig hts o uU ! ne l. wo hex :1-4 'Jll'.'l , 
,t. uttonary o n e :L he u ne ·. >n lbe le ft ) . lH 1d oqe rno\ ,!l f:! di. 
c u n:-:l ant velocily fron1 le f t l. o r ig ht .. In 0rd1-~r· t. o ll e lp r.1. v 1c w et· 
tl i :·di r1gu is h be tw e n n I he t wo hex.:gon s t. h r: tn1Jv ing he:-.:r1go n 
has ,i n ,tdd i llon.1l rro1r k er loca l e d a t. i t.s ce n t. re. F'iguc e 9 
shows th e seacC'h w indow dP t. en~1ine d f nirn ~t is tnn c e ,ind 
ve lo city n p pli ed to u11e f1· a m e of I. he inp ul The value>s o f , 1 
a nd Tv w e r e ta ke n r.o b e equal. ,Hid l h e µ r ev ious fr· .in 1e 's 
n1ot.ion wc1s 1nark·~·d wi t.h whit, : l ine :-i. I' ti e rf.1rk e r· grPy r e ~ions 
de lineate the r egio ns i n wh ich o n e o f d -is t an.ce d11d 11pl :,r:Uy 
ho ld, wi lh thr.! br1g hle r n ~g . oJ n s f l'pre5e n l.L11g t. he tr 
1 nl". ersec t. io n. Nole ! l1d t for t he :-i lal1onac-y pr> inls Uit· l.wo 
r egio ns coin c, ide. 

Figure 9 :iea r c h ,f in d o w. 

F'igu r ~ LO s hows t he a lgo riLhm iden l. if yir,g a pot,,nti a l 
l' RACK la bell ing. As l!ac h pote nt ial labelling is ide ntifie d lhe 
di sp lay is u pda t e d. ~ ole that a prev io u s Tl lAC K la be lli ng h as 
,1lready been ident ifie d for a d iffe r e n t pnir u f po ints 
( indicated by t he wh ile line ). Figur e l l s lt u ws I.he ac ti o n o f 
Lhe t rim phc1se o f Lhl! a.l goril.hrn a s a ppli ed Lo" s l. en,oscopic 
gh o - t f,ir med ft·orn I. he ac cidemn l , illig"'n c riL o r Lh, l.w o 
he xc1 gon s . The ste r e osco pic ghost "<1s t! l i rrnn a. t. ,-,d '" lhc 
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c r eation oft.he ghost a nd it' s s ubsequent movement violated 
the smoot hness ass umption. 

f i<;u r e I 0: ldenl ifying Pol.en l. ia l Labe ls . 

l·' ig ure 11.: Removing -i t e r oosco p ic Cho.s t.s. 

The algo ri thm h rls a lso bee n a ppli ed to rP a l wor ld data. 
.. \ digitiz e d ste r eos copic fil m was <:reat e d o f d s ma l l t.ov beat.. 
The \! ornv e <: o p P. r 'lto r [ l l / was ap pli e d to ear. h fn, m:e. ,1nd 
the po in l s ddect,,d by th e ope rat.or wern used as inpu t t.o the 
tra cking d lgor it hrn (se e Figu r e 12) . F' igu r e t3 ~hows t.h e 
trac king o f t he fe ill.u r e ;,o ints identified by the morave c 
o perdlor. The t r ac kl'd poi n ts we r e tr a n sformed to t h e s;Hn e 
p e r specl.ive •: ie w as I.he image of t he boat. in Figu r e 12 , and 
lhe n supe r impos e d on t h e image. 

figure 12: :\!or avec Response. 

fig ur e 13: Track ing Crn.-·- tevel Image s . 

Oi scu :-,slon 

W,· have presented ,rn algo r :1. hm fo r the s l. e r e opsis of 
time varying imagery . The a lgorit hm w,1s ba se d on a ge ne ra l 
s moothn es s assumpt,on; a fea t ure poin t wil l r ema in 
re la t ivel y unchanged fr om one fra m e to '. he next . l'he 
,ilgorithm is c ons e rval eve ,n t.h a t pr·ov id e d I.hat. I.he features 
be ing sat. ,sfy t.he gener a l smooth n ess assumptio n and a 
p r'.lximi t y co nstra int. t h e n t he co rrect matc hes wil l be 
included in t he tra c kin 1; ot,se1·ved by the a lg o rithm. 
Competeing ir,atches a r e e l,minateci tf they ( i ) violate t h e 
ge neral smoothness assun~ption ove r he next two [rarne s . o r 
( ii ) vio la t e the prox im , t.y t"j le. 

The ,1 lgorithm utiliz es spat io- t empora l cont.ext 
<.: o ns l.r aints, and La ke ,, a wait ,1 nd see a ppr oac h to bo th t h ~ 
l.e mµ o r a l matching and stereopsis problems. The atgorilt1 m 
pe rforms the s hort rang e m a t c hing func tion , in I. h at i f a 
g iven o bj ect leavE:s the sys t e m view and then r e l.urns the two 
o bj e cts wi ll not be ,dent,fied as b e ing th e same. It is ass um e d 
!.hat Lhere ex ists some long range m atch ing function to 
, nt e rpre t t h e results of the l. e rr,por a l s t e reopsis a lgor ithm . 

Hys t eresis is th o.:- ~! fl e et. : hat i 'a n 1:rn'.s (us i11 nal ,\ r e;::i cnn 
IJC e.d.c nd ed on cE.: fusion !t r, s b l' t: n o btn1n P. d .. \ l go r i chrn!-: fo r 
-. t. a li e sl ~ r eo p s i s h i-tV L! L.· e d I. h i s a:i d. t.>c1si .., fur glc,bul 
·r1eehani~1ns in '"' t.e ri ·oµs ,::; . :1 s t rnp l t•r· i r·ie rprc t. a tion fi n 
: 1.:rrr.;; o f I.he i •!r11 1:0 r rl l s t. C' r·•·oµ qs -1 1 ~ori l.hrn i 1:, U: 1..d I he va l u •:' 
qf Tr. d i ffe rs for c n:nt 0 11 ,,nd mot.:c n hyp 1>Lh1. :·:es In 
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particula r for the motion hypothesis there is a broader 
h o ri zo nla l range a llowed for [1 ,r ). In t e rms of a gene r a l 
s moothness princi ple s uch a favouring of a motion 
hypothe sis is jus tified in that the temporal co ntinuity o f a n 
o bj ec t i s more d es ireable than h av ing to destroy the object 
a nd then re-create it. 

A s imilar inte pretation exists for the induced ef!ect of 
ve r t ica l disparities. The value of r y can be r e laxe d for 
motio n hypothesis . Again in terms o f a ge n e r a l smoothne s s 
co nst ra int s u c h a n a pproac h is just ifie d . 

In order lo modify the t em po r a l stereopsis a lgorithm 
s o tha t it would e xhibit e xpansion of the [usional a r ea o n ce 
fu s ion h a d been o btaine d, it was necessar y l o introduce two 
new parameters: e, a nd ey into t h e a lgorithm. e, a nd ey 

denote the fusi onal r eg ion onc e fu s ion has been obtained. As 
the fusi o n a l region s hould ex pa nd for motion hypol. heses , 
e, ;;, r , Mtd P. y ;,, r y, where r , a nd ' y d e note thu fus io n a l 
r egio n for c r e a tion t ype hypothes es (see Figure l4) . 

r-------------------------, 

I __ _ 

~--··------------

i·'igure 1,1: Cr eation and Motio n Fus io n ,\rea,; 

Co n e! us ions 

We h a ve d ev elope d a s patia ll y noncooperative 
a lgorithm fo r the st,ar eops is a n d trac king of lime va r y ing 
ste r e oscopic im,1ge r y. We h ave a r g u ed I. hat by Pnforci n ~ 
t. e rnporc1l c •rnsi , t e rn: ic,s base d o n r es ults from huma n 
p s yc hology both s t e ,·cuscop ic ghos t s a nd invd lid te mporal 
,natc hes cn n be 1, liminated. Our a lgorithm .: o rr ec tl y 
inle r p r els Pc1 nurn' s !.i rni l. ing Case in t hat we al low fo r more 
t han one rTl clte h fo r t l l; iv e n rno nucular fea t ure. anU we have 
s ug 5esl<.:d I.hat. I he induce d e CTect a nd hyste r es is a r e no l 
e ff ecl.s o r s tat ic s t , •r c opsis but. ra the r r es u lt [r o m the 
r e l rt xdlion o f spat.i.d c.::o ns tt ·a in ls in ord e r to rn a inlain 
t e mporal st,· r eoµs is. 
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Abstract 

The problem posed in this paper is the desc ription of 
planar curves at varying levels of detail. Five necessary 
conditions arc imposed on any cand id at e solu tion method . 
Two candidate methods are rejected. A new method th at 
uses w_ell-known Gaussian s~oothing techn_iques but applies 
them m a path-based coordmate system 1s described. Dy 
smoothing . with respect to a path-length parameter the 
difficulties of other methods are overcome. An example 
shows how the method extracts th e major features of a 
curve, at varying levels of detail, based on segmentation at 
zeroes of the curvature, K. The method satisfi es the five 
necessary criteria. 

1. The Problem: Detail and Scale 
Achieving a proper notion of detail in a domain is a 

prerequisite for the construction of us eful descr iptions of 
domam elements. Such descriptions allow, for example, 
efficient coarse-to-fine matching. Io vision, the problem of 
image detail· is often reduced to the prob lem of scale. One 
approach to that problem extracts the locations of zero­
crossings in the second derivative of the Gaussian-smoothed 
signal, varying the width of the Gaussian kernel to obtain 
multip le descriptions of the signal. This method has been 
used to extract " edge" elements at different spatial frequen­
cies in an image intensity function I( x,y) of two ind ependent 
variables [l] . It has also been used to perform automatic 
peak selection in histograms [2] and generalized to extract a 
new description, the scale space image, of signals that are 
functions of one variable [3]. 

Here, we are concerned with the problem of detai l at a 
higher level in the visual system for the description of edges 
and other contours rather than for the extraction of edge 
locations from sensory data. We pose the problem of scale­
based descriptions of J?lanar curves. In our cooperative 
interpretation project [4J, we are faced with the task of, for 
example, matching shorelines, roads and rivers extracted 
from aerial and satellite imagery, at varying scales, and 
from sketched maps. To do this successfully for a shoreline, 
say, we want to extract scale-based descriptions of it as an 
alternating 5equence of headlands and bays. 

2. NecessaJ7 Conditions on Any Method 

In artificial intelligence, we ortcn sett le for sufficiency 
condit ions, simply finding n. method that will do the job. A 
more powerful methodolo(D' specifies criteria thn.t any ade­
quate solution method must satisfy . Here, we propose five 
such criteria. 

Criterion 1 The method must be computational, prefer­
ab ly using local support techniques. 

Criterion f1 The method must produce essentially the same 
resu lt regard less of the coordinn.te system 
imposed on the curve. This implies that the 
descr iptions must be well-behaved under rota­
tion, translation, reflection and uniform expan-

Criterion 8 

Criterion 4 

Criterion 5 

sion of the coo rdinate system (or th e curve 
itself) . 

It must not be ill-condition ed. Small chan ges 
in th e curve should not cause large changes in 
its descriptions. 

The descriptions should correspond to human 
performance on the task . 

The method must not require arbitrary choices 
that affect th e descriptions. 

These criteria may not all be easy to justify or trivial 
to verify; however, if accepted, they impose strin gent 
requirements on the class of all acceptable methods. 

Our first cand id at e method was based on the detail 
hierarchy for c.u rv es used in the Mapsee project s in ce its ori­
gin [5,6]. That hierarchy is a binary tree or straight lin e 
approximations to the curve. The initial approximation 
joins the end points. Subseci.uent approximations recursively 
refine the initial approximat10n by breaking the approxima­
tion at the point on th e curve farthest from th e straight line 
joining its end points. 

This method violates criterion 3. Ir two point.s are 
roughly equidistant outliers from the current approxi mation 
then a small movement or one of them could cause a large 
change in t.he description . Criterion 5 is also violated. Ir 
the curve is closed then a purely arbitrary choice of end 
points is required which has a drastic effect on the descrip­
tion. 

A second candidate method considers the curve to be a 
function or one variable y(x). Ir that function is mul­
tivalued, break it into several piecewise sin gle-valu ed func· 
tions. 1 hen app ly Witkin's techniques [3] to y(x) to ex tract 
smoothed functions and mark the points of inf'l ec tion. The 
problems with that method would includ e the hand lin g of 
the boundary cond itions at the end or each break in the 
curve. Even if those serious problems were solved the 
method would still not satisfy criterion 2. For example, 
after a reflection , of t he coordinate sys tem (or the curve) 
through the line y = x the method woul d not produce essen­
tiaHy t~e same result. Smoothing x(y ) with respect to y is 
quite different from smoothmg y(x) with respect to x. Simi­
lar arguments apply to rotation transformat10ns. 

These considerations suggest using a description based 
on curvature [7,8/ but one that is elaborated to analyze the 
curve at varying evels of detail in scale space. 

3. A Method 
To satisfy criterion 2, we have to use a path-based 

coordinate system for a curve C. Consider the parameteri­
zation 

C = {(x (t) ,y (t)) I t € [O,I]} 

In this section we consider only closed curves so 

x (O) ~ x(l ) and y(O) = y(l) . 
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. I 

The parameter t is a linear function of s, the path 
lenih along the curve from (x(O),y(O)), scaled to ran~e over 
[0

1
1. x(t) and y(t) may be considered defined over (-co,oo) 

wit periodic behaviour: 

z(l+l) = z(t) and !,{1+1) = !,{I) 

The met.hod requires smoothing the functions x(t) and 
y(t) by convolution with a Gaussian kernel or width <1. 

00 -(!-•)' 

Define ,\'( t,<1) = z( I) © g( t,<1) = J z( u) ~ e 2112 du 
<1V 21r 

-00 

and define Y{ l,u) similarly. 
The smoothed curve C11 is simply: 

C11 = {(X{t,<1), Y{t,<1)) I t £ [0,11} . 

Notice that C - C0 ... Jim C11• 
11-0 

The points or particular interest on C11 are the points 
or inflection. The curvature IC of a planar curve at a point 
on the curve is the inverse or the radius or curvature or an 
osculatin~ circle tangent at that point with its sign indicat­
ing the direction of curvature. Define 

y' = ±1.. y" "' !..J.. 
d.r dr 

Then 

,_ = _.....,Y'-'-' --
( l+( y' )2)3/2 

The zeroes of IC are of interest. Since to obtain c" we 
are smoothing x(t) and y(t), it is cumbersome to return to 
the image domain to compute y' (x) and y" ( x), in order to 
compute IC; moreover, there would be dilriculties when 
y -. oo or y" ... oo and when y(x) is multivalued. 
Accordingly we wish to express IC purely as a function of 
derivatives or x(t) and y(t). Those derivatives can then be 
computed directly using appropriate masks. Define 

Then 

and 

. d.r .. Jl.r 
X=i-- r::2-

dt dt2 

. dy 
11=­dt 

y'(x) - ~ 

dy' 
1111 (:r) - -- "" d.r 

.r 

d [ y I 
dt x 

x 

.r y- y .r 

(x2+/)3/2 

i: y- ii, 
:r3 

. ~ .. 
In the smoothed curve X{ l,u) - a ' , ) 1(,u), ..\1/,<1) 
. . t 

and Y{ l,<1) are needed to compute 1C(t,<1) . They can be 
obtained c!irectly from x(t) and y(t) using, 

.\l I u) _ aX(t,u) _ iJ[z( I)© g( t,u)! = x( I) @( ag( t,<1) J 
' at a, 01 
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and 

Xl t,<1) = o2x = x( t) @( o\n t,<1) J 
012 a,2 

and similarly for Y(t,<1). Using these equations ,c(t,<1) may 
be comruted directly from convolutions performed on x(t) 
and y(t . 

Several remarks about the method arc appropriate. 
First, notke that for closed c11rves, treating x(t) and y(t) as 
periodic eliminates all ed~e c[ects. Second, 1f C is clo5ed 
then the choice of the pornt on C at which I = 0 is purely 
aroitrary but has no effect on the description in terms of 
zeroes of 1.. or the smoothed curve. Third, the u5e of a 
path-based parameterization of the curve gives the desired 
rnvariance with respect to rotation, translation, reflection 
and uniform scale change of the curve. The curvature " i.~ 
invariant under rotation, tra.nslaticn and reflection. Ir the 
curve is scaled by a factor w then ,., "" ..!.r.. In particular 

w 
the shape of the smoothed carve and the relative locations 
of the zeroes of i- will be invariant. One way to sec this is 
to reali ze that linear coordinate transforms commute with 
linear smoothing operations. Fourth, small changes in the 
original curve may pertnrb the zero-crossing description for 
small <1 but for larger values of <1 their effects will disappear. 

4. An Example 
This method is applied to the coastline of ACrira in Fig­

ure 1 for successively doubled values of <1. Beside each ()11 
the functions X(t,<1) 1 Y(t ,<1) and 1C(t.,<1) arc di~played. The 
domain of t, the interval [0,11, has hf'rn divided into 1021 
equally-sized subintervals for this expe r· '.nent. The values of 
<1 are given in terms of the number of subintervals. The 
locations at which i. = 0 are marked on each curve. As 
<1-+ oo the curve asymptotically approaches its centre of 
mass. Notice also that as <1 becomes larger the major head­
lands and bays emerge as dominant. At this point we can 
only appeal to the reader's intuitions to justify the claim 
that the results correspond to human performance. 



(a) <1 = 4 

~\ 

(b)<1 =8 

(c) <1 = 16 

I b ed Effects . 1 Smoothing a Curv e: Sea e- as Figure · 
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(d) u = 32 

• I 

(e) <T = 64 

X(t,u) 

. I 

(r) <T = 128 

Figure 1. (Continued) Smoothing a Curve: Scale-based Effects 
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5. Extensions 
We have only discussed the application to closed curves 

so far. However, in our application, curves do not always 
dose. They may :!.!so have CrP.e ends and junctions, or they 
may c;..:tend beyond the bounds of the map or satellite image 
- the frame problem. The only difficulty in extending our 
method to these curves lies in specifying the correct boun­
dnry conditions. Extensions to space curves and surfaces in 
higher dimensionality spaces should be pursued. 

6. Conclusion 
We have posed a problem of scale-based description of 

planar curves, proposed five criteria to judge any solution 
r.1ethod nod described a method that satisfies those criteria. 
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Abstract -- The graphica l programming 
language PR~PH and vi s ual effects accom-
panying execution of prographs are briefly 
described. A correspondance is demonstrated 
between prographs and executable Prolog pro ­
gr ams w r i t ten i n mi c r o - PROLOG, I t i s s ho w n 
how the graphical information can be expres­
sed, an-0 h ow the Prolog program correspo nding 
to a prograph can be modified to incorporate 
c orrmu n i ca t i on w i t h t h i s g r a p h i c a 1 s t r u c t u r e . 
Fina ll y, an interpreter is described. This 
i n t er peter , w r i t ten i n mi c r o - PROLOG, exec u t es 
the modified Prolog program using the 
graphical information to produce the required 
v i sual effects. It also al lows the user to 
query parti a l results during execution. 

l. Introduction. 

The recent strong interest in functional 
pro gr amm i n g 1 an g u ages i s due to d i s -
enchantment with procedural programming 
langu ages (1,4], and rapidly growing interest 
in dataflow architectures [7]. 

Functional programming languages them­
selves also have some drawbacks •. For ex­
am ple, to avoid using variables one must 
either apply strong restrictions as in Li sp, 
where the functional natu re a llows only one 
return value from each functional evaluation; 
or adopt a complicated formalism, as in the 
FP system of Backus [l] . 

These probl e ms can be avo ided by dis ­
carding the usual textual representation of 
programs a nd using instead a graph in which 
arcs carry values normally p assed using 
variables. Th e source and destin ations of an 
item of data are therefore mad e obvious: so 
the user need not keep track of all the 
occurrences of a variable, or distinguish 
between similar vari a ble names. An added 
advantage of s uch a graphical r e pr ese ntation 
is that potential para! lei ism is exp ! icit, 
The first attempt to create such a graphical 
languag e resulted in GPL [3], which was never 
comp let e ly developed. A more recent develop ­
ment is the languag e PROGRAPH (6] which, 
unli ke GPL, provides the modularity that 
allows programs to be built a nd debugged in 
manageable portions, lik e prgrams in te xt ual 
l anguages such as Prolog. A preliminary 
implementation on a PERQ graphics station is 
presently unde rgoing testing . This version 
is written in Pascal a nd is ext.remely com-
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plex, particularly the graphics portion, and 
it is now c le ar that a n alternative im plemen­
tation language i s required. A l though in 
this paper we outline only an interpreter and 
graphical int erface written in Prolog, it is 
c l ear that Pro log is ideally suited to 
implementing the whole PR~PH system. This 
includes the grap hic al editor, compiler, 
database manager and operating system. 

2. Introduction to ~. 

In this section we wi 11 introduce the 
main features of PROGRAPH by considering an 
example, shown in figure lat the top of the 
f o 1 1 ow i n g page • 

A prograph consists of a col l ection of 
one or more frames co nt aini n g boxes co nn ected 
by wires. Data flows through a frame from 
top to bottom, so wires incident on the top 
of a box carry inputs to i t, while wir es 
incident on the bottom transmit it s outputs. 
Our examp l e shows a prograph consisting of a 
single frame nam e d REVERSE wh i ch reverses a 
list. This frame contains a complex box 
consist ing of two compartments IF and THEN, 
When a 1 i st arrives at the complex box 
through the top wire, it is passed first to 
the IF compartment which is activated. The 
box 1 ab e 1 1 e d I\O'slEMPTY rec e i v es the 1 i s t , and 
outputs either true or false to the diamond. 
In the first case, the lis t is passed to the 
THEN compartment, otherwise it it is passed 
unchanged to the output of the complex. If 
the THEN compartment is activated, the li st 
passes to the FIRST -REST bo x which returns 
the head and tail of the list on the left and 
right output wires respectively. The ne xt 
bo x to be activated is the on e labelled 
REVERSE, since its output is required as an 
input to APPEND. The REVERSE box is of 
course, a recursive call to the frame 
REVERSE, and produces as output the rever se 
of the tail of our original input list. The 
APPEND box the n receives this reversed tai 1 
on its left input wire, and the head of the 
original 1 ist on its right input wire. It 
attaches this head to the end of the reversed 
tai I, and passes the result via its output 
wire to the output wire of the whole complex, 
which in turn, becomes the output of the 
frame. The boxes labelled NONEMPTY, FIRST ­
RE ST and APPEND are cal ls to system defin e d 
functions. There are a number of other com ­
plexes, for example WHILE for iteration. For 
a more detailed description of PROGRAPH see 
[ 6] . 



DEF REVERSE 

. (NONEMPTY) 

I 
FIRST-REST 

REVERSE 

APPEND 

END DEF 

Figure 1: A prograph that prod u ces as output 
the reverse of the l i st wh i ch i s i ts i n put . 

3. Observing and interacting 
with the execution of prographs. 

It s hould be not ed t hat fig ur e 1 i s a 
hard COPY. of the scree n representation of a 
prograph · on th e PERQ, a nd that during the 
execution it is possible to observe various 
things happ e nin g on th e scree n . When exe­
cution b eg in s, the top bar of the REVERSE 
fram e flas h es for a bri e f p er iod, th e n as 
data p asses down the top wire, a "fi reball" 
rolls down i t. Next, the top bar of the IF 
compartment flashes and a firebal l passes to 
the NONEMPTY box, which in turn flashes a nd 
se nds a fireball to th e di amond . If N:NEMPTY 
produces true, the THEN compartme nt bar wi 11 
flash, a nd th e process will continue inside 
the comp er tme nt . The recursion produce s the 
fol lowing effects on the screen. When t h e 
FIRST-REST bo x h as b ee n exec ut ed, f i reba ll s 
trave l down its output wir es to t h e APPEND 
a nd REVERSE boxes. The REVERSE bo x then 
flashes and as a result of the call, the 
who l e p rocess is repeated on the REVERSE 
frame. Final l y an invoc at ion of REVERSE wi ll 
be reached in which the N:NEMPTY box produ ces 
false, in which case a fireball w ill a pp ear 
on the output wire of the out put of the 
compl ex. T hi s fireball correspo nd s to a n 
output from the deepest activa tion of the 
REVERSE bo x, so a f ir eba ll will a pp ear on the 
output .wire o f that bo x an d tr ave l to APPEND, 
which will flash a nd produ ce a fireball which 
again b ec ome s th e output of a REVERSE bo x. 
Fireballs will continue to a pp ear from the 
REVERSE bo x and APPEND will flash corres­
pondingly unti I the original invo cation of 
t he frame is compl ete. 

Other facilities soo n to be incor­
porat ed, will a llow the user to interact with 
the int er pr e t er duri ng exec u tio n in order to 
a ll ow eas y debugging. In p ar ti cu l ar it will 

be possibl e to execute a prograp h in a s tep ­
w i se fashion, one box at a time. After eac h 
box is executed, the user w i 11 have the op ­
port unit y of aski ng for va lue s on individual 
wires, c h a n gi n g t h ese va lu es, a n d modifying 
the progr a ph . It wi ll a l so be possibl e to 
ask that exec uti on proce eds until a n error i s 
detected during exec ution . At that point th e 
sys tem w ill issue a n app ropri a t e message 
indic at ing which bo x i s at f a ult and th e 
nature of th e error. 

4. Correspondence between 
PRlXRAPH and PRa..ffi. 

As we mentioned in the introduction, 
impl e me nting PRCXFAPH in Pasca l was awkward. 
We wil l now s how that Pro lo g is the id ea l 
l ang u age to use for thi s purpose . First we 
s how u si n g a n exampl e, that prographs corres­
pond to Prolog c lau ses of a ce rt a in r es­
tricted type. This correspon d e nce betw ee n 
PROGRAPH a nd Pro l o g r a i s es i n t ere s t i n g 
questio n s a bout the re l a tion s hip be t w ee n 
f u n c t i on a l a nd I o g i c p r o g r amm i n g • T h e s e 
issues are curre ntl y being investigat ed. In 
the following discussion we wi ll use micro­
PROLOG [ SJ s in ce i t h as so me co n venie nt 
f eat ures a nd i s b e in g u se d for the ne xt ex ­
perime nt a l version of PRcrnAPH. 

Below we pre se nt a Prolog progr a m 
eq uival e nt to the progr ap h in figure 1. 

( ( reverse (x) (y)) 
(if -then (x) (y))) 

((if -then ( x ) (y)) 
(i f (x) ( true)) 
(then ( x) (y))) 

(( if-then ( x) (x))) 
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((if (x) (y)) 
(nonempty (x) (y))) 

((then (x) (y)) 
(first -rest (x) (z Z)) 
(revers e (Z) (Zl)) 
(append (Zl z) (y))) 

The clause that defines the predicate 
reverse corresponds to the frame REVERSE· 
th i s f r ame has a s i n g 1 e i n p u t w i re , co r res ~ 
p~nding to the variable x and a single output 
wire corresponding to the variable y. The 
complex box inside the REVERSE frame corres­
ponds to the single literal with predicate 
if-then in the body of the clause. Again the 
variables x and yin this literal correspond 
to the input and output wires of the complex 
box. Although it is unnecessary from the 
Prolog point of view, we have divided input 
vari ab l es and output variables of boxes and 
frames into two li sts, the first of which is 
always _the list of inputs. This is because 
the numbers of inputs and outputs may vary in 
some PROGRAPH operations, and if inputs and 
?utputs were not distinguished, the Prolog 
int erpreter would not be able to determine 
which were which, in the corresponding Prolog 
program. 

The clause defining if corresponds to 
the IF compartment of the complex box; its 
output variable y correponds to the wire 
which t er min ates in the diamond. We will 
assume that the predicate nonempty implements 
the PRCXRAPH primitive f\Q\JEMPTY. Similarly 
the clause defining then correspo nds to th~ 
THEN compartment of the complex box, and the 
1 iterals in the body of this clause corres­
pond in the obvious way with the contents of 
this compartme nt . Again, append and first­
rest implement the corresponding PROGRAPH 
primitives. Not e that the order of the 
I iterals in the body of this c laus e corres­
ponds to the order of execution of the cor­
respo nding boxes in the prograph. In general 
there may be more than one possible execut ion 
order for boxes, in which case there is mor e 
than one possible ordering of 1 iterals in a 
c l ause. 

C l ear l y we could write a much shorter 
Prolog program functionally equivalent to the 
prograph in figure l; howev er, the version we 
have chosen preserves the str uctural 
equiva l e n ce, which i s necessary for the im ­
plementation of the graphical features dis­
cussed in section 3. 

As we mentioned above, Prolog programs 
corresponding to prographs ar e of a res­
tricted type. Since e ach variable in a 
!iteral is eit h er a n input or an output and 
inputs are always fully in stantiated and 
outputs are always variables when a literal 
is executed, every unification is between a 
variable and a ground term. · The only ex­
ception is when constants true or false occur 
as outputs in a 1 iteral for the purpose of 
se l ecti ng alternatives, as in our exampl e. 
As a consequ e nce these Prolog programs are 
deterministic . 

5. Incorporating graphical information. 

In the previous section, we showed that 
prographs ca n be translated into directly 
exec u tab 1 e Pro 1 o g programs • Th i s t ran s • 
lation, however, does not preserve any con­
nection with the display on the scree n, so 
that none of the visual effects described in 
section 3 can be impl e mented. In this sec­
tion, we present two sets of Prolog clauses, 
one describing the graphical c haracteristics 
of the prograph, th e ot her specifying the 
functional characteristics. This second set 
of clauses corresponds str ictly to the exe­
cutable Pro log program of the last section, 
but also includes the necessary links to th e 
graphical information. We will refer to 
these two sets of c lau ses as the graphical 
and functional bases r es pectively . 

In the following, we refer to the 
prograph in figure 2, at the top of the next 
page. This is identical to the prograph of 
figure l except for th e addition of integer 
labels to uniqu ely identif y significant 
objects. 

The graphical base: The following clauses 
provide graphical information about all the 
items in the picture exce pt the wires. The 
predicat e name FRAME indicates an object 
drawn with a banner. In each case, the first 
parame ter specifies furth e r characteristics 
of the object: for example, def indicates the 
n ee d for a b o t tom b a n n e r , and rec t i n d i cat es 
a rectangular shape .. The second parameter is 
the ident_ifying integer linking the graphics 
information with the functional base, pre ­
sented lat e r. The third parameter is a li st 
of coordinates which loc a t e the object on the 
screen: cl, c2 etc. would in actua lity be 
p a irs of integers. The next two parameters 
in each c l a use are 1 i sts of id e ntifi e rs of 
input and output wires respectively. The l ast 
parameter occurring in certain clauses, gives 
the displayed name of the ob j ect. The l ast 
clause in this group correspo nds to the com­
plex bo x. The graphical imag e of this box i s 
actually completely occluded by the images of 
the IF a nd THEN compartments; this is re ­
flected in the relationship between their 
coordinates. 

((FRPM:: def l ( cl c2) (2) (17) REVERSE)) 
((FRPM:: if 3 (c3 c4) (5) ())) 
((FRPM:: then 4 ( c5 c6) (9) (16))) 
((BOX oval 6 ( c7 c8) (5) (7) N'.J',EJ,,PTY)) 
((BOX diamond 8 (c9) (7) ())) 
((BOX rect 10 

(clO ell) (9) (12 11) FIRST-REST)) 
((BOX reel 13 (cl2 cl3) (11) (14) REVERSE)) 
((BOX rect 15 (cl4 cl5) (1 4 12) (16) APPEN))) 
((BOX complex 18 (c 3 c6) (2) (17))) 

The following group of clauses s pec ifi es 
how the wires are drawn. For brevity we have 
spec ifi ed only two of them. In each case the 
fir st parameter i s the identif y ing integer, 
and the second parameter is a 1 ist of co­
or d i n ates s·p e c i f y i n g how the w i re i s drawn 
starting at the top. ' 

((WIRE 2 (cl6 cl7) )) 
((WIRE 14 (clB cl9 c20 c21) )) 
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. 1 

. I 

1 DEF REVERSE 

3 
l&~t~: =IF=·~.:~:-~.::~::~.:=~-=~:=~=-=~==~:::~--~==:~::~---=----'-'-~~~~~~~~=-

5 
6. __ __,_ __ _ 

NONEMPTY 
7 

& 

lO FIRST-REST 

12 11 

13 REVERSE 
~___,,__ __ __,14 

15 APPEND 
1 

END DEF 

Figure 2: The prograp h from figure 1 with 
int eger labels to identify s i gnificant 

obj ec t s. 

The functional base: In ge n era l , every 
frame, complex, compartme nt and box corre s­
ponds to exactly one liter a l in the func ­
tio n al base. Similar l y, every w i re corres­
ponds t·o exactly one variable, rememberi .n g of 
course that two var i ab le s occurring in two 
different c l auses ma y h ave the same name. 
T he f i r s t pa r am e t e r o f e v e r y l i t e r a l i s t he 
identifier of the correspond in g obj ec t in the 
prograph: if this parameter i s O, then there 
i s no object in the prograph corresponding to 
the l i t er a l , T h e f i r s t i t e m i n th e body of 
each c l ause is not a lit era l to be executed, 
but i s a list of pairs relating a ll t h e 
variables oc c ur r in g in the clause to t h e ir 
corres pondin g w i re identifier s. This li st we 
will ca ll th e wire list. 

((reverse l (x) (y)) 
((x 2 ) (y 17)) 
(if -then 18 (x) (y)) 

((if-then O (x) (y)) 
() 
(i f O ( x) ( true)) 
(then O ( x ) (y)) ) 

((i f-then O ( x) (x)) 
() ) 

((if J ( x) (y)) 
((x 5) (y 7)) 
(nonempty 6 (x) ( y)) 
(diamond 8 () ()) ) 

((then 4 ( x) (y)) 
(( x 9) (y 16) (z 12) (Z 11) (Zl 14)) 
(fir st-rest 10 (x) ( z Z)) 
(r everse 13 (Z) (Zl)) 
( append 15 (Zl z ) (y)) ) 
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6. The interpreter. 

In th is sect i on we present the in ter ­
preter wh i ch executes a prograph by operati n g 
on the grap hi ca l a nd functiona l bases . Not e 
th at spied i s not of pr im e importa n ce h ere 
s in ce the v i s u a l effects are int e nd e d as an 
a id to debuggi n g prographs, s o exe cutiori 
s h ould proce e d s lo w l y e nough for th ese 
effects to be observed. Fast exec uti o n of a 
fully debugged prograph can be accom pli s h ed 
by directly exec utin g t h e co~ r es ponding 
Pro l o g program, des c r i b e d i n sec t i on 4. T he 
interpreter obvious l y requires d ef initi ons 
for primitive opera tion s: i t a l so r e quir es 
informati on a bout t h e n a m es o f t h ese 
operat ion s. In our examp l e, thi s information 
is conta i ned in t he followi ng set of c l auses: 

((PRIMITIVE nonempty)) 
((PRIMITIVE diamond)) 
((PRIMITIVE first-rest )) 
(( PRIMITIVE append )) 

The int e rpreter is as follows: 

((EXEC X Y Z ) 
(PRIMITIVE X ) 
(X Y Z )) 

((EXEC X Y Z ) 
(a.. ( (X X y Z) IXl)) 
(FLASH x ) 
(FI RE x) 
( EXEC-BCDY Xl) 



((EXEC-BCDY (x (y z X Y)IZ)} 
(Cl.ERV x ) 
(FLASH z) 
(EXEC y X Y) 
(FIRE z) 
(EXEC-BCDY (xlZ)) 

((EXEC-BCDY (x)) ) 

( (FIRE 0)) 
((FIRE x) 

(FRJ!t,,£ XX y VIZ) 
(FIREBALL Y)} 

((FIRE x) 
(BOXX X y z VIZ) 
(FIREBALL Y) ) 

To execute a prograph, a goal 1 i t e ral is 
supplied of th e form: 

?((EXEC <name > < input data li s t > 
<o utput variable list >)) 

to which th e second definition of EXEC is 
applied since a prograph must consist of a 
DEF frame. In executing the body of EXEC, 
first CL extracts a clause for < name > from 
the functional bas e, in s t an tiating x with the 
identifier for the graphical obj ec t corres­
ponding to <name ). Ne x t, execution of FLASH 
causes this object to be fl as hed on the 
sc reen, FIRE sends fireballs down its input 
wires, and finally EXEC-BODY is cal led to 
execute ~he contents of the frame. The 
variable .x in the definition of EXEC-BOOY is 
bound to the wire list. GUERY allows the 
user to request th e value of a variable by 
using the cursor to select a wire: the iden ­
tifi er of the wire is found from the 
graphical bas e, and its va lu e is lo cated in 
the wir e list. Th e wires accessib l e to the 
user in this way are thos e inside th e frame 
which is b e ing pro cessed by the curre nt 
invocation of EXEC-BOOY. Th e variab l e z in 
the definition of EXEC-BCDY is bound to the 
id e ntifier of a box in th e frame; this box 
i s FLASHe d , th en exec ut ed by a ca 1 1 to EXEC. 
If the box corresponds to a primitive 
o p e r a t i o n , t h e f i r s t d e f i n i t i o n o f EXEC i s 
ap plied . Wh e n exec ution of the box is com­
plete, FIRE sends fireballs down its output 
wires. Finally, t h e remaining boxes in the 
frame are execute d by a re curs iv e ca ll to 
EXEC-BCDY which receives the wire li st x as 
a parameter. When no un exec u te d bo xes . r e­
main, the seco nd definition of EXEC-BOOY i s 
applied. 

Before we exp l ain how FIRE a nd FLASH 
work, we recall th at li tera l s in th e 
functional base which hav e the parameter Oas 
graphical id e nti fier do not correspo nd to any 
objects in the graphica l base. In our ex­
a mpl e, the li terals w ir es in the clauses 
defining predicate if-then have thi s proper­
ty. This is b ecause these cla u ses p erfor m 
only a conditiona l cont rol function. T h e 0 
value inhibits FIRE ing and FLASH ing. The 
remaining two def inition s of FIRE correspond 
to FIREBALLing input wires of frames and 
output wires of bo xes, respectively. 
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7. Final remarks. 

The above description of the interpr eter 
rln P.s not go into any d eta i 1 a bout the 
predicates FIREBALL, FLASH and GJJERY. The 
first two are pur e l y graphical and are large ­
ly implemented in assembly language. There 
are several intere st ing possibilities for 
QJERY, however; for example, the user could 
cause the ca 1 1 to GUERY to fa i 1 , so th at 
backtracking occurs, w ith the result that 
wires outside the frame could then be 
queried. Because progr a phs are determinis ­
tic, int e rpr e ting the fu nctional base of a 
prograph is d e t e rmini st ic. Hence no back ­
tracking occurs unle ss the user forces it 
through Q.JERY, in which case, execution will 
be rolled back exac tly on e box . Another 
consequence of this determinism is th a t the 
Prolog program corresponding to a prograph 
can be efficiently exec uted by an optimising 
Prolog int er pret e r. 

In a se parate r eport [ 2 ], we describe a n 
e d i t o r / i n t e r p r e t e r f o r PRCXRAPH, a l s o w r i t t en 
i n mi c r o -PROUXi, th a t a 1 1 ow s pro graphs to be 
constructed a nd t ested s imultan eo usly . 
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ABSTRACT 

There has recently been a number of papers 
which extend "clausal" theorem proving systems 
into "non-clausal" theorem proving systems. 
Most or these use the j ustirication that the non 
clausal form eliminates redundancy by not multi­
plying -out subterms. This paper presents t he fal­
lacy or such j ustiCication by presenting a way to 
convert to clause form without multiplying out 
subterms. It also shows how to generate a non­
clausal extension to your favourite clausal 
theorem prover. 

1. Introduction 
Recently there has been a number of papers which give 

non-clausal cxt'ensions to clausal deduction systems. For 
example, the· extension of resolution to non-clausal form 
(Manna and Waldinger[SOJ, Murray [82]); the extension or 
Kowalski[75]'s connection graph proor procedure to non­
clausal form (Stickel[82]) ; and the extension of Andrews[76]' 
matings to non-clausal form (Andrews[81]) . 

One of the major disadvantages attributed to clausal 
form is the need to multiply out subterms. This paper shows 
that this disadvantage can be overcome by choosing a dif­
ferent algorithm to convert to clause form . 

2, Converting to Clausal form - Propositional Case 
In this section we will show how to transform a wf( in 

negation normal form, NNF (Andrews[81]) into conjunctive 
normal form, CNFI (or equivalently use Murray[82J's notion 
or polarity and ignore all explicit negations). 

Assume / is a formula in negation normal form 
(Skolemised, with equivalence and implication expanded out 
and negations moved in). · 

Ir / contains something or the Corm 

(oV(,8A 1 )) 

then it is not in conjunctive normal Corm and the usual way 
to convert to conjunctive normal Corm is to multiply out 
subterms, viz: 

((ov,8)"(ov 1 )) 

Thus forming two copies or the sub!ormula o. This causes a 
problem in theorem proving systems, as a large number or 
such transformations produces an exponential growth of 
subterms. 

t Ir you would rather convert to disjunctive normal form then read 
the dual ?' the paper (~wa.p " and V; •wap true and false; and 
read valid for unsatisfiable). 
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We instead form / 0 which is / with (ov(.B",)) 
replaced by (ovp) where pis a unique atom (not appearing 
in /). Then form /' = / 0 " (-p v ,8)" (- p v 1) 

Theorem: Repeated use of this transformation Crom f to 
/' ( assuming associativity and distributivity of " and v) 
will convert a formula Crom NNF to CNF. 

Proof: ( 1) the only way a NNF formula will not be in 
CNF is if it has a subexpression or the form (o v (.B",)) 
in which case the transformation can be repeated. 

(2) the number of "'s within the scope or v 's is 
reduced by (at least ) one each time, thus repeated use 
of the transformation will terminate. 

Theorem: There is no multiplication of subterms in this 
conversion. 

Proof: This is shown by noting that there is only one 
occurrence of each or o, /3 and I in the resulting for­
mula. The repeated p is only an atom and has no struc­
ture. 

Theorem (Correctness): This transformation preserves 
the unsatisfiability of the resulting formula. 

Proof follows directly Crom the following Lemma. 

Lemma: / is satisfiable if and only if /' is satisfiable. 

Proof: 
1. (Only if Case) • Suppose / is satisfied by interpreta­
tion /. We can assume, without loss of generality, that 
the denotation of p does not occur in the domain of /. 
Ir it does then it can be removed, creating an interpre­
tation still satisfying /. 

There are two cases to consider: 

a) (/3" ,) is true in I. In this case make f = /U{p }. I' 
satisfies / 0 as none of the truth values have changed. 
(We have substituted a true value for a true value) . f 

satisfies (.B" ,) so it satisfies ( ( -P v ,8)" (-p v ,J so I' 
satisfies /' 

b) (.B" ,) is fals e in I. In this case make f = /U{-p }. 
Then I' satisfies / 0 as none of the truth values has 
changed. •P is true in f so ((-p V ,8) A (-p V 1)) is true 
in r' so r satisfies /' . 

2. (Ir Case) - Suppose /' is satisfied by interpretation 
I'. Then in particular both / 0 and ( (-p v ,8)" (-p v 1 )) 
are true in f. There are two cases to consider: 

a) p is true in I'. Then as ((-p v /3) "(-p v 1 )) is true in 
r' (.B and ,l must be true in r' so / is true in r as 
none of the truth values h_ave changed. 



I 
I 
I 

· I 

- I 

.-, 

·i 
I 

I 
I 

b) p is false in f. In this case f must be true in f as 
replacing something that was false in a conjunction or a 
disjunction cannot make the conj unction or disjunction 
false when it was previously true. Note that there are 
no negations to be considered, as all negations are 
moved in, and p does not involve a negation in r. 

Q.E.D. 

3. The Predicate Calculus Case 
The predicate calculus conversion is like the proposi­

tional calculus case except · that the new atomic formula 
introduced is or the Corm P( z 1, · · · ,zn) v1here z1, · · · ,Zn 
are the Cree variables in (/3" ,) and P is a unique n-place 
predicate symbol. Let f' be created Crom C in the same way 
as for the ground (propositional ) case. 

Theorem: For the predicate calculus case, f is unsatisfi­
able iC and only is f' is unsatisfiable. 

Proof: 
Case . 1: Suppose f is satisfied by I. Define 
P(z1, · · · ,zn ) to be true inf in exactly those cases for 
which (/3" 1) is true in I . Then for each or the values 
for the variables z1, · · · ,Zn the same argument as for 
the ground case holds. So f' is satisfied by I' Cor all 
va)ues of Z J, ' ' ' ,Zn 
Case 2: Suppose f' is satisfied by I' Then for each 
value or z1, · · · .~-n the ground argument holds. So f is 
satisfied by I' . 
Q.E.D. 

4, Using the Transformation 

-i,l. What Has Been Gained! 
The gain that occured is that there is only one copy or 

o in the resulting formula. IC o is a large structure, then 
once o has been proven false (or resolved away) once then 
both /3 and , can be used. In the distributive Corm, o must 
be resolved away for both ,8 and ,. 

IC n is the number or "'s in the scope oC v 's, then in 
the transformation here there are 2n + 1 clauses produced. 
In the traditional transformation there may be 2n clauses 
produced. (Consider the case or converting something in 
disjunctive normal Corm (two literals per conjunct) into con­
junctive normal Corm.) 

-i.2. Making the Transformation lmpllclt 
The disadvantage or such a transformation may be in 

the cost of creating the new literals. In this section we show 
how to avoid creating new literals, and how to avoid doing 
the explicit transformation at all. The first approach is to 
change the deduction system to make the transformation 
implicit as a special case. The second is to modify the 
preprocessing that has to be carried out before the 
(unchanged) deduction system runs. 
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As an example or the former, conside~ a resolution-type 
theorem prover. In the transformed system , the only atoms 
that p can unify with are the instances or p explicitly 
created in the transformation . In particular, only three 
instances or the atom p appear. IC p is ever successfully 
resolved away then both o and either ,8 or , is resolved 
away. Ir o is resolved away, then instead of leaving the resi­
dual literal p, and letting it resolve with one of the clauses 
( ~p v ,8) or ( ~p v ,), and producing /3 or I to be resolved 
away, the deduction system can be modified to recognise 
this case and produce /3 or , one step earlier. The other 
case or having resolved away one of /3 or,, le:.i.ves (o v p) as 
the only choice to resolve away p . Instead of having p expli­
cit, the theorem prover can try immediately to resolve away 
0 . 

In connection graph proof procedures, the connection 
graph contains all or the information about unifications. In 
particular, arter the connection graph is built, the internal 
Corm or the literals is irrelevant. A connection graph 
builder, inst ead or creaLng the p's and then adding the two 
connections, and forgetting about the internal Corms or the 
p's, can build the connections without creating the p's at 
a ll. 

6. Conclusion 
This paper demonstrates that one oC the advantages 

that "non clausal" theorem proving has over "clausal" 
theorem proving is not that converting to clause Corm mul­
tiplies out su btcrms. 

In any theorem proving method the only unifications 
with the introduced atomic symbol will be those given by 
the procedure above. Therefore the effect oC the connection 
can be calculated before any actual deduction, so the above 
procedure may not need to be carried out at all. 

Ir you like the idea of non-clausal theorem proving then 
find your favorite clausal theorem prover; allow input in 
non-clausal Corm; Cind a way to do the transformation above 
implicitly; and you have an extension of the theorem prover 
to the non-clausal case. 
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ABSTRACT 

This paper addresses the problem or interac­
tive input and output in logic programming. We 
propose incremental queries as one method for 
declarative interactive 1/0. As another method 
we propose a new model or computation (the 
query interaction model) based on Sergot's 
"Query-The-User" expert system interface. 

1, Introduction 
Prolog contains a well-defined declarative subset, which 

docs not, however, provide for input or output. Hence an 
important advance is to achieve declarative 1/0 in a logic 
programming language. In this paper we propose two ways 
or modifying Prolog that make its 1/0 declarative: incre­
mental goal statements and the query-interaction model. 
This last proposal is merely to carry the idea or Sergot's 
"Query-The-User" [2] a step further. 

2, Incremental goal statements 
From the mathematical viewpoint, the result of a logic 

program computation is a substitution to be applied to a 
goal statement. Declarative output is some display of this 
substitution. A convenient form is the one used in the SIM­
PLE front end to micro-Prolog [l], where one can request 
for output an arbitrary list typically containing some of the 
goal statement's variables. On successful proof of the goal 
statement the list is displayed with the substitution applied 
to it. 

We propose to make it possible to submit queries in 
installments rather than all at once. 

A non-incremental query has the form: 

which ( <pattern>: G1 ff G2 ff ... ) 

Before the colon is an answer pattern: any expression con­
taining, say, the variables :r 1 · · · :r,,,. After the colon is a 
goal statement: a conjunction or atomic formulas typically 
containing these variables. The effect of this query depends 
on whether some instance of the goal statement is a logical 
consequence of the current set of assertions. Ir this is the 
case, then the effect is to display such an instance substi­
tuted into the answer pattern. 

Now we can imagine a system where not just the final 
instance of the answer is displayed, but also all its 

intermediate instances : the one after G1 has been proved, 
after G 1 fJ G2 has been proved, etc. In general, the initial 
segments G 1 ff · · · fJ G; may have more than one answer 
substitution; the first one found is not necessarily compati­
ble with those of later initial segments. 

Let us first consider the special case or deterministic 
goals. Here it may be advantageous if the user can post­
pone typing in G, +1 till after he has seen the substitution for 
G 1 fJ ... fJG;. This is the idea of an incremental query. We 
present it as a generalization of the existing "which" query, 
which can coexist with incremental queries. A "which .. " 
query does not complete a query but only adds the next 
increment to the query currently being built up. Thus the 
sequence of incremental queries 

which .. (r 11 

which .. (r 21 

: Gu fJ .. . ) 

: G21 fJ ... ) 

which(r. 1 · · · : G. 1 fJ ... ) 

causes the same goal statement to be proved and the same 
substitutiom to be determined as 

which(y 1 · · · : Gu fJ · · · ff G21 ff · · · · · · ff G. 1 ff ... ) 

where 11 1 · • • is a pattern containing the union of the x-
variables. 

An incremental query allows interaction: the (i + !)st 
"which .. " subquery can be determined by means of the sub­
stitution displayed as a result of the first i increments. 
Note that only a "which" completes the query: a VP riable 
name in different "which .. " expressions not separated by a 
"which" names the same variable. In programming 
language terminology, a first "which .. " opens a block; every 
"which" closes one. 

We show an example interaction by means of incremen­
tal goal statements. Let "trans" denote a relation with 
database states as first and third arguments and with a 
transaction as second argument. This relation holds if and 
only if the third argument is the result of applying the 
second to the first "init" is some standard initial database 
state. 

which .. (r I : trans(init add(red(cherry)) r 1)) 

The effect of this subquery is to display the value or r 11 viz . 
r 1 = {red(cherry)}. 
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wbich .. (r 2 : trana(r 1 add(green(apple)) r 2)) 

and r 2 is now the database state resulting from adding both 
red(cherry) and green(apple) to init. In this way states are 
built up by successive query increments containing chained 
"trans" goals. Each time the database is displayed. The 
next query increment can take into account the state last 
displayed. 

Suppose we regret the transaction add(green(apple)) 
and that we now enter the query increment 

whicb .. (r 2 : trans(r 1 add(red(apple)) r 2 )) 

Here it seems reasonable to implement trans in such a way 
that its third argument always has to be an uninstantiated 
variable. Then the last query increment will be voided by a 
control error, signalling relation misuse causing an imple­
mentation exception. Otherwise failure will result: no :r: 2 
exists as r_equired by the last two query increments. But let 
us assume that a control error occurs so that the first two 
query increments still stand. The user's mistake in the 
voided query increment can now be corrected: 

wbicb .. (z 3 : tran•(z 1 add(red(apple)) z3 )) 

We see that because we have names of previous states, we 
can undo transactions. 

It we are not interested in being able to undo, and only 
use trans in chained mode, then the name of states are not 
needed. For such situations a specialized notation can be 
used. Instead of 

which .. (:r: 1 : trans(init <tr-ac-1> ri)) 

whicb .. (:i: 2 : tran•(:i: 1 <tr-ac-2> :i: 2 )) 

we could write something like 

chain trans init 

<tr-ac-1> 

<tr-ac-2> 

{z I is displayed} 

{:r: 2 is displayed} 

With this convention the interaction looks completely 
imperative. But we know that it ~an be syntactic sugar for 
declarative 1/0 using incremental queries. For example, the 
states and transactions could be those of the BASIC 
programming language. Then our proposal for the sugared 
form of query increments containing chained "trans" goals 
results in an interaction indistinguishable Crom a conven­
tional one in BASIC. Yet ours is (sugared) logic. However, 
we do not advocate this usage because BASIC computations 
can usually be recast as more problem-oriented re lations not 
involving BASIC states, so that not only incremental queries 
are inappropriate but also the entire state-change paradigm. 

It has been suggested by Marek Sergot (personal com­
munication) that incremental queries are useful for non­
deterministic goals as well. He suggests the example of a 
logic program constructing a timetable satisfying con­
straints expressed as goals of a query. The user enters a 
query containing all constraints he can think of. In 
response, the program displays the first solution. The user 
may then notice some undesirable feature of this solution. 

If this first query were incremental, the user can then con­
tinue it with a goal further constraining the solution to 
avoid the objectionable feature. In this way the user can 
converge interactively to a satisfying timetable without hav­
ing to be able to have in mind in advance all the required 
constraints. 

Robert Kowalski (private communication) has looked at 
incremental goal statements Crom the metalevel. From this 
august vantage point they look a very special case indeed: 
he remarked that the successive goal statements can be 
regarded us a sequence of independent queries having the 
special property that each is an extension of the previous 
one. That immediately suggests a more general mechanism 
allowing one to generate sequences of object-level queries 
specified by a logic program at the meta.level. Such a pro­
gram could of course generate any sequence. However, if it 
would generate the next element of the sequence by tacking 
on a goal to the previous element and if it would ask the 
user (see below) what this additional goal should be, then 
Kowalski's general mechanism would simulate the proposed 
incremental goal statements. 

3. The query-interaction model 
We introduce the query-interaction model by a brief 

sketch of the main idea of "Query-The-User" [2]. Prolog 
programs consist of conditional assertions, which can be 
regarded as rules, and of unconditional assertions which are 
more like database facts . If a query matches an uncondi­
tional assertion it is answered immediately, otherwise it may 
match a conditional assertion resulting in a modified query. 
Ultimately, however, all queries must be reduced to ones 
that can be answered by a database entry. Conventional 
Prolog execution causes a query to fail if every way of 
choosing matching assertions leaves at least one unmatch­
able query. 

In Query-The-User this last situation is regarded as a 
symptom of lack of information for which there exists, 
potentially, a remedy. The user is regarded as an extension 
of the program database. Whenever missing information is 
encountered, the user is queried. Here we emphasize two 
aspects of Query-The-User. The first is that th2re is a new 
type of relation between user and machine: it is symmetrical 
in the sense that queries can go both ways. The second is 
that, because of this symmetry, declarative input has been 
added to the declarative output of microProlog's SIMPLE. 
Moreover the declarative 1/0 thus achieved is interactive. 

Logic programming has inherited some aspects of the 
legacy of conventional programming: solipsistic program 
execution is the norm; 1/ 0 is tacked on in the form of cer­
tain system functions. Kowalski's procedural interpretation 
of logic , where definite clauses are interpreted as procedure 
declarations and where SLD resolutions are interpreted as 
procedure calls, is based on this solipsistic model of compu­
tation . Prolog's 1/0 by means of procedures with side 
effects is a part of this inheritance. 

In Query-The-User, logic programming has contributed 
a new model of computation; let us call it the query interac­
tion model. The operational interpretation of a definite 
clause 
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is that or a query reflector: when a query or the form 

A 

is directed at it, this results in queries 

being reflected from it, without any a priori commitment as 
to where these reflected queries go. Let us consider as possi­
ble destinations or reflected queries 

A) the user 

B) the clause set itself 

C) other clause sets (in the same machine or not) 

D) programs in other languages (in the same machine or 
not) 

At the solipsistic end of a spectrum or possibilities, the des­
tination is always B. But even conventional Prolog imple­
mentations are not that extreme: iC the predicate symbol oC 
a reflected query belongs to a certain class, then its destina­
tion is D. This class is usually called "built-in"; these 
queries typically ask for arithmetical operations, 1/ 0 by side 
eCCect, deviation Crom the normal control regime, type 
conversion, and perhaps other facilities . At the interactive 
extreme or the spectrum, the destination is never B. 

We see that deciding where reflected queries are 
answered now becomes a new dimension of control. In the 
procedural interpretation or logic, control is needed to deter­
mine in what order goals are selected and in what order 
matching clauses are tried for a given selected goal. These 
decisions also have to be taken in the query interaction 
model. But there one has the additional choice in determin­
ing the destination or reflected queries. 

Consider an existing system from the point of view pro­
vided by the query interaction model. APES (see 
Hammond's contribution in [11) determines the destination 
or reflected queries in the same way as conventional Prolog 
interpreters: by determining to which class the predicate 
symbol belongs. APES goes beyond conventional Prolog in 
allowing the user to determine these classes by an in terac­
tion at the meta-level. Another control strategy would be 
always to try first the rule set itself and to send the 
reClected query elsewhere in case or failure, trying perhaps 
first option D and then option A. This gives quite different 
properties: to make the query interaction model practically 
attractive, it needs to be implemented with a flexib le and 
convenient facility for the user to specify this new aspect oC 
control. 
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Al,stract 

Rog·O·Matic is a novel combination of algorithmic and 
production syskms programming techniques which cooperate 
to exp lore a hostile environment. This environment is the 
computer game Rogue, which offers several advantages for 
studying exp loration tasks. This paper prese nts the major 
features of the Rog·O·fVlatic system, the types of knowl edge 
sources and rul es used to control the ex ploration, and 
co111pa1·cs the performance of the system with human Rogue 
players. 

Introduction 

Rog·O:Matic plays the computer game Rogue, wherein the 
object is to explore and survive a complex and hostile 
environment. Rogue is an example of an exp/ora1io11 /ask , ie 
given an undirected planar graph, a starting node, and a 
visibility fun ction which rnaps each node into a subset of 
visibile nodes, ex ploration entails tra ve rsing edges so as to see 
all of the nodes. Minim izing the number of nodes vi sited is a 
subgo::il. Studying ex ploration requires two things: terrain to be 
explored, and an explorer to search it. There arc fo ur major 
ad vantnges for choosing Rogue as a terra in generator: 

• Success in Rogue depends heavily on success ful 
ex ploration . 

• It is a standard game, designed for human play. 
• It has an objective, scalar measure of performance (i.e. 

the score). 
• There is an abundance of human volunteers to 

calibrate the performance measure. 

The Rogue exploration task is complicated by ad versaries 
which attempt to prevent the ex plorer from reaching his goal. 
Carbonell has studied the problem of planning in an adversary 
relationship [2], but planning in Rogue is hampered by the 
ra ndomn ess of the adversary. Wh ere the probabilities are 
know n, search trees can be built with each possible next state 
labell ed with its transition probability. 111c action with the 
highest ex pected value can then be selected [!]. In Rogue, 
however, these probabiliti es are un known to the player, and 
can change from game to game. Scenarios have also been used · 
to anal yze combat situations [9], but when unseen opponents 
can appear at any tim e, and when many of the combat 
param eters are unknow n, choosing the right scenarios can be 
very difficult 

Rog·0 ·1\t1ti c is designed as an knowledge based or "cx pe1t" 
syste111 because a search based so lution is inh erently 
intrnctable. ll1 ere arc as man y as 500 possible actions at an y 
one tim e; for each action there arc several tJ1ousund possible 
nex t states. 
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Rog-0-Matic differs from other expert systems in the 
fol lowing respects: 

• It solves ad) 11 ;1111i c problem rnther than a static one. 
• It plans against ad ve rsaries. 
• It plays a ga me in which some events are determined 

randoml y. 
• IL plays despite limited information. 

In this paper we introduce the Rogue environment and 
discuss th e archi tcctme, knowledge sources, and production 
rules used by Rog·O·M:1tic to ex plore that en vi;-onment. We 
also discuss the systcm·s implementation and compare its 
performance with th at of human Rogue expelts. For more a 
more detailed description of th e program, sec [7]. 

The Rogue Environment 

n e Rogue game is described in more detail in [8] ; an 
ove rview is given here. Th e environment is a cave composed 
of levels: each level contains be tween six and nine rectangular 
rooms co nnected by tunnels. Th e ga me playe r takes the role of 
ex plorer. searching for gold and lighting the monsters which 
guard the cave. Magical items such as po tions or wen pons are 
also scattered about, nnd these can be used to advantage in 
combat. Traps are hidden th roughout the rooms to thwart 
ca reless players. 

The object of th e game is to ex plore to the 26th level, find 
th e Amulel of Yenc/or, and bring it back to the surface. A 
player who achieves this goa l is call ed a Tola/ Winner. As the 
ex plorer goes deeper into th e cave, the gold becomes more 
plentiful and the monsters become more difficult to defeat. As 
th e exp lorer kills monsters in combat, he becomes a better 
fi ghte r. On th e ave rnge, monsters increase in ferocity foster 
than the pL1yer increases his skill, so reaching the 26th level is 
alm ost impossible. l l1e player's sco re is the amount of gold he 
obtains. wi th bonuses given fo r re trieving th e amulet. 

The Expert System Architecture 

Rog·O· Matic is a combination of algorithmic knowledge 
sources and production rul es. Where urce rtainty is low, 
algo rithmic methods prov ide fast calculntion of relevant 
inform ation. Wh ere uncertainty is high, heuristic production 
rules prov ide reasonab le beha vior. Knowledge sources and 
prod uction rules interact th rough a world model or 
"blackboard" [J]. Rccause th e system is implemented in an 
imperati ve language .. th e producti on rules :ll'c statical ly 
ordered. Dynamicall y ordered rul es would have been much 
mo1·e compli cated to code, and ve ry few of th e rules would 
benclit from thi s added compl ex ity. 
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Figure I: Rog-0-Matic System Architecture 

Figure 1 shows the Rog-0-Matic high-level system 
architecture. Rog-0-Matic plays the game by intercepting 
characters from the terminal stream, and sending command 
characters back to the Rogue process. The input interface must 
convert a stream of characters designed to draw a meaningful 
picture on a CRT screen into a representation of the world 
state. ll1is f4nction is performed by the sensory module. 'fne 
less dirricult task of converting motion and action directives 
into Rogue commands is done by the effector module, which is 
shown mainly for symmetry. Langley et al have described the 
advantages of sfmple sensory/effector interfaces in studying a 
reactive environment [6]. The long term memory file is a 
portion of the world model which is saved between games. 
ll1e gene pool tracks successfu l settings of rarnmeters which 
modify the behavior rules. Al l long term learning is achieved 
by modifying these two files. 

Knowledge Sources 

The world model is operated on by a va riety of know ledge 
sources, wh ich take low kvel d:1ta from the wo rld model and 
process it into higher level information. Eventua ll y, the 
information is encoded at a sufficiently high level for the rules 
to operate directly on it. The action primitives also change the 
world model. This feedback pe1111its the production rules to 
encode inference mechanisms and short term memory. A 
partial list or know ledge sou recs is gi ven here: 

• Sensory system (sense) Builds low level datu structures 
from Rogue output. 

• Object map (ohjmap) A data st ructure which tracks the 
location and history of objects in the environment 
(such as weapons or monsters). 

• Inventory handler (invent) A database of items in Rog· 
0-Matic's pack. 

• Terrain map (termap) A data structure recording the 
terrain features of the current level. 

• Connectivity analyzer (connect) Finds cycles of rooms 
(loops). 

• Path calculation (pathc) Performs weighted shortest 
path calculations. 

• Internal state recognizer (intern) Tracks the health and 
combat status of Rog·O-Matic. · 

Production Rules 

ll1e rules are grouped hierarchically into cxpc1ts; each 
expert performs a related set of tasks. These experts are · 
prioritized in order of estimated contribution to survivability. 
For example, if the melee ex pen decides that a monster must 
be fought, that decision overrides the ad1·ice of the object 

-130-

Figure 2: Expe11s (ovals) and Knowledge Sources (boxes) 

acquisit ion expe11 ca lling for an object to be picked up. If the 
melce expert suggests no nction, then the object acquisition 
expert 's directive is .ictcd upon. The b;1\ic structure 1·csemblcs 
a directed acyc lic grarh (DAG) of /F-7111:N-lLSE rul es. 
Figure 2 sho11s the inlorniation llow beLw.::en these experts. 
Herc is a list ol'Lhe rnost important experts: 

• Weapon handler (weapon) Chooses weapon to wield. 
• Mclee expert (melee) Controls fighting during combat. 
• Target acqui sition expert (target) Controls pursuit of 

targets. 
• Missile fire ex pc11 (missile) Fires missiles (arrows, 

spears, rocks, etc.) at distant targets. 
• Battlestations ex pert (batllc) Performs special attacks, 

initiates retreat. 
• Retreat expe11 (retreat) Uses the termap and connect 

to choose a path for retreat. 
• Object acquisition expert (object) Picks up objects. 
• Armor handler (armor) Chooses a1mor to wear. 
• Magic item handlers (magic) Manipulates magic items. 
• Health maintenance (health) Decides to cat when 

hungry and to heal damage by resting. 
• Exploration expc11 (explore) Chooses next place to 

explore, and controls movement 

Algorithmic l(1ul\llcclge Sources 

Of the algo rithmic knowledge sources, the path calculator is 
the most int..:rcsting. It reads th<.: terrain nwp and determines 
weighted shoncst paths from Rog-0-Matic to the nearest 
locution satisfy in g spcci tied criteria (such as the nearest 



t• 
• rr we ca n dio in one turn and we aro not at peak 
• strengt h, 1110 mig ht wa nt to retreat. Do n 't try to 
• run if we are co nfused or being held by some thing. 
• If 1110 nro on a door , wait until the monster is next 
• to us (that way we ca n s hoot arrows at him, while 
• he catc has up). Do n 't run away from Dragons I I I 
• Th ey 'll just flam e you from bohind. 
•t 

if ((die_ in (1) && Hp+Exp l ev < Hpii ax ) && 
!co nfu sed && lboing he ld && 
( !o r. (DOOR) 11 t urn s < 1) && 
!streq(monster, "drago n") && 
r un away ()) · 

{ disp l ay ("Run awayl Run away!"): return(1 ) :} 

t • 
• We ca n' t run and are next to a monster whi ch ca n kil l 
• us in on9 turn . Raad a scro ll of te l eportat i on. 
• t 

if (die In (1) && tur ns •• 0 && 
(nb}• havenamed (scro ll, "t e l eportatio n")) >• 0 && 
reads (obj )) 

{ return (1):} 

Figure J: Sample Rules from the Eaulestations Expert 

unknown object, or the nearest escape ro ute). The edge costs 
arc small , bounded integers which encode known or possib le 
dangers (such as traps or unexplored squares). A breadth-first 
search explores outw,1rd l'nim the current location, and any 
sq uare with a non-ze rr, ,1st (nn avoidance va lu e) has its cost 
decremented and then syunre is placed un exam in ed at the end 
of the senrch queue. The result is n weighted shortest path 
obtai ned in time li near to the number of terra in squares. Since 
ex ploration requires the system to spend most of its time 
moving, a fast path calculator is essential. 

Most of the actions taken by Rog-0-Matic are simpler than 
movement, and these actions nre performed directly by the 
production rules. For example, when the melee expert has 
determined that a battle is underway, it puts certain key 
parameters of th e battl e. such as the strength of the monster, 
the number of turns which the monster will req uire to reach 
the player, and its direction, into the blackboard and invokes 
the ba11lestations expert. Ba11les1a1ions decides whether to 
attack with the weapon currently in hand, attack wi th a special 
magic item, or to retreat. Figure 3 shows some sample rules 
extracted from ba11les1ations. 

Learning 

There are three kinds of lea rning in Rog-0-Matic: short 
1em1, for object recognition. long lenn for monster 
characterist ics, and ge11e1ic learning, for rarameter adjustment. 
Short term learning is used to gather information about the 
offensive and defensive weaponry available to the player. 
Proper use of this weaponry is crucia l to success in Rogue. At 
the beginning, the plnyer does not know the cl1aracte1·istics of 
the majority of the objects in the game. Knowledge about 
items can be gained through experimenrntion. or by using the 
various lde111ij)' scrolls in the game. This kind of learning is 
closed, since there are fewer than 50 different things nny object 
can be. A hand-coded database is used to match the resu lts of 
experimentation (ie trying an item to see what it does) with the 
nature and use of that item. 

A more interesting problem is learning about monster 
characteristics. When deciding whether to attack or retreat, an 
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accurate est imate of the opponent's strengths and weak nesses is 
needed. A hardwired table of th ese estimates was used in early 
versions of Rog-0-Matic. but the monsters were changed in 
the latest re lease of Rogue (ve rsion 5.3). Ra ther than bu ild 
another tab le by hand. we added a learn ing package which 
estmiates the offensive and defensive strength of each monster 
encountered. These va lu es are retained from game to game, 
and are stored in a long term memory file . This kind of 
learn ing is not intended to increase performance (since the 
ear li er ve rsions already had perfect in forma tion about monster 
characteristics), but to provide nexibi li ty for the program. 
Changes in the opponents do not require changes in the 
program. 

·n,e most recent addition to the pmgram is a ge net ic 
learn ing component based on the ge neti c adnptive algorithm of 
Holl and [5]. This module adjusts the fo llow ing seven 
paramctc1s which control the program's hi gh-level behavior: 

• when to search for traps 
• when to search for secret doors 
• when to rest (lo heat damage) 
• 11 hen to shoot arrows 
• when to experiment with items 
• whe n to retreat 
• when to attack sleeping monsters 

Twenty different settings of these parameters are kept in 
another long term memory file ca ll ed the gene pool. The 
average score of each such genotype is also retained. High 
sco ri ng genotypes are crossed to ge nerate new genotypes, and 
the result ing parameter settings are evaluated until one 
genotype is significantly worse than the others. at which point 
it is discarded and another new genotype is generated. This 
learn ing process produced versions of the program with 
average scores twice as high as the best versions wi thout 
genetic learning (mean scores greater than 1500 as opposed to 
700 for older versions, playing against Rogue 5.3). 

Implementation 

Rog-0-Matic runs under the Berkeley 4.2 Unix operating 
system. It is composed of 12,000 lines of C code; C was chosen 
for convenience and speed. It offers direct access to the 
operating system primitives required to interface to the Rogue 
game (a necessity, since we wanted our program to play exactly 
the same game as the human pl ayers). C code also runs much 
foster than most production systems languages. and this speed 
was necessary for Rog-0-Matic to play enough games for its 
performance to be measured. TI1e program takes about 30 
CPU seconds (generating about 400 actions) to explore one 
level, and Rogue takes an add itional 15 CPU seconds 
calcu lating its p:111 of the simulation. At CM U, Rog-0-Matic 
has played more than 12.000 games in two years on one VAX 
111780. Rog-0 -Matic is also running at more than 40 other 
installations in the US, Canada, and England. 

Performance 

Evntw1tion of expert systems ca n be a difficul t problem [4], 
but two measures of a ga me play in g progrnm me obvious: its 
reputation among its competitors and its raw scores. Rog-0-
Matic has garnered a very favorable rep utation as an expe rt 
Rogue player. and man y human players have reported learning 
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a lot about Rogue both by watching it play and by reading the 
source code. 

We compared Rog·O·Matic scores with 15 of the best 
Rogue players at CM U over n two month period, and Rog·O· 
Matic played as wel l <iS the human expens. Figure 4 shows 
percentile plots or these games. so rted by m,~Jian sco re. Rog· 
O·Matic obtaim:d the seve nth best high score and the best 
median score of any player. Rog-0-Matic has also been a 
Total Winner playing against each major version of Rogue. 

The graph includes all players with ten or more games 
against Rogue (version 5.2) on the GP-Vax at CMU. TI1e data 
were collected over a two month period from January l, 1983 
to February 21, 1983. Boxes are drnwn from the lower quartile 
to the upper quartile, with n line at the median . The whiskers 
are drawn at the 10th and 901h percentile marks. and extreme 
games are plotted as asterisks. The vertical sca le is the score 
(drawn logarithmically) and the horizontal sca le is the player's 
rank. The vertical scale is drawn logarithmically because 
Rogue scores approximate a log-normal distribution. 

Problems 

The static ordering used prevents some Rogue tactics from 
being cleanly ,·eprese nted. An example is the use or armor. In 
certain cases the best armor should be worn. and in other cases 
the second best armor should be worn. The rule calling ror the 
best armor must be disabled whi le the second best armor ls in 
place, and yet be reactivated at the 1ight time. Each of these 
dependencies requires a new global variable in short term 
memory. Dynamic rule orderin g might be a cleaner way to 
solve this problem. 

Another problem is singk-mindedness. For example, when 
retreating from a monster. it is often possible to pick up objects 
on the way to an escape route. Rog-0-Matic does not consider 
that a single action may satisfy multiple goals, so the program 
foils to take advantage of such situations. In other cases the 
presence of n secondary factor requires more creative actions 
than are currently possible. This prob lem is most severe when 
Rog·O·Matic has to combat multiple monsters. Its heuristic is 
to fight the most dangerous monster first, but there are 
situations in wh ich this rule fails miserably. In Rogue, failing 
miserably usually results in death. 

Conclusion and ruturc Work 

By combining efficient algorithm ic know ledge sources with 
a ruk bused :ontrol mechanism, we have produced a program 
demonstrably expe rt at the game or Rogue. The result is a 
system capable of performing exp loration tasks while also 
fulfilling the goal of se lf-p reservation. The system can function 
we ll in the face of uncertain dangers. make we ll considered 
fight or j/igh1 decisions, and retre,1t success full y when it faces 
ove rwhelming oppos ition. Sh011 term and long term learning 
han: provided sufficient nexibility to handle a changing 
environment and reduced the programming time required to 
handle newer versions of Rogue. Ge netic learning has resulted 
in higher average sco1·es. Our current work is focused on 
increasing the number of parameters available for tuning by 
th e ge netic learni ng algorithm, with the goal of increasing the 
program·s high scores. 
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Abstract 

This paper describes an exp lanation system for frame 
based knowledge about events, as presented in a v is ua l motion 
expert system. As such, It can be applie d to representat ions 
t hat embody different frame organizational re lationships s uch 
as is_a, part_of, instance_of, simi larity, and time. This may be 
contrasted with most current expert systems which emp loy 
ru le-based knowledge representations. In addition, s uch 
expert systems typically do not deal with complex spatio­
temporal information and on ly a s mall number of t ll em have any 
explanation ca pab il iti es. The system desc ribed in th is 
document Is capable of mak ing inferences about frame 
comparisons and tempora l re lationships not present in t he 
knowledge base, and provides output In both textual and 
pictorial formats . The graphical format is particularly usefu l for 
revealing the structure of the knowledge fr ames. The system 
has been impfemented and tested on a knowledge base 
designed for human left ventricu lar performance assessment 
and examples of Interaction with the system will be presented. 

Introduction 

One of the early conclusions of designers of expert 
systems was that they should have an explan ation capability 
[10). Although most of the ear ly systems demonstrated 
interest ing results In their domain of expertise, there w as a 
need to see not on ly correct r esults, but also the means by 
which th ey were achieved. Typica lly knowledge appea r ed as 
ru les and was organized through th e imp li cit AND/OR tree 
formed by th e premise-action pairs, and context trees that 
group ru les according to their app licabi lity [15). Ru le-based 
systems have many benefits; howeve r, their ability to 
accomodate an exp lanation facility that deals with abstractions 
and comparisons of knowledge units seems limited. 

In this document, we present an explanation capability 
which was built upon the ALVEN system [1 2, 13, 14). ALVEN 
evaluates human le ft ventricular performanc e, employing an 
extensive frame-based knowledge base. With Its rich 
representation scheme, which inc ludes different knowledge 
organization s and f rame Inter -re lationsh ips, It is able to deal 
with complex Is s ues such as time and space. In the case of 
ALVEN, abstraction can be achieved with the different 
knowledge organiza tions found In the repres entation, such as 
generalization and aggregation, whi le comparison is availab le 
between frames connected via s imi larity link s. We 
concentrated mainly on explanation of th e knowledge base. 
Although the explanation of reaso ning was not addressed 
explicitly, much of It can be h andled since some contro l 
informat ion is declaratively embedded In the knowledge base. 

The Representation Scheme 

The exp lanation system makes use of the different 
features of the representation sch eme . Mos t of the important 
inform at ion which one wou ld lik e to ge t from th e knowledge 
base can be obtained from the organ iza tion, e ither direct ly from 
the different relationsh ips, or by infe r ence. 

Th e r epresentation of knowledge uses concep ts from 
se mantic network theory [ 2) and part icu larly the PSN forma lis m 
[6). The basic ent iti es of the r ep r esentat ion are frames wh ic h 
a r e used to model abstract concepts. Th e interna l s tructure of 
a frame is defined by s l ot., that form its parts, each s lot havin g 
a specific lype, constraints, de fau lts, r e lations to other s lots, 
and except ions. Any s lot constraint or r e lation s hip may have an 
assoc iated "at time ... " clause spec ifying the t ime instant or 
interval at which th e expres s ion is to be eva luated [ 14]. The 
except ion s a re frame s themselves and have s lots that are 
filled with the match ing fai lur e characteristics, so t hat proper 
selection can be made of a lt ernate frames. This defin es an 
implicit PART_OF hierar c hy of description . The PART_ OF 
relationship r elates a frame to its parts, which are the types of 
its s lots. Slots are c las s ified into two categor ies: prerequisite 
s lots specify concepts which mu s t be observed before the 
frame can be instantiated, while dep endr. nts s lots provide 
addit ional semantic components that are in c luded along w ith the 
frame concept on instantiat ion . Frames. are organized along the 
/S_A relationship in order to relate general to specific frames. 
This provides a mec hanis m for impos ing more global constraints 
on s pec ific concepts, by mea ns of inh erit an ce of properties 
from fath e r t o son nod es in the hierarchy. In o rd er to assist t he 
motion recognition process, one or mor e si.mi.lari.ty li.nk.s [7] 
are in c lud ed with eac h frame. Th ese link s re late frame s that 
are competitors and are used to handle s ituation s where one or 
more exceptions have been ra ised. Exceptions are handled v ia 
s imilarity links of the PART _ OF parent frame o f the fai ling frame, 
which provides a context for the except ion . An exception 
raised by a part impli es that the fram e its e lf has also failed, 
s in ce PART _OF is a form of existential quantification. Finally, 
tempora l connectiv ity is in c lude d in the representation scheme 
in several ways. Eac h frame has a spec ial s lot ("time_int") that 
defines its tempora l boundaries and is itsel f a frame with 3 
s lots : start time, end time, and duration. Temporal constraints 
on each of these qualities can be attached to any slot, 
providing points of t ime or intervals with which to represent 
temporal informatio n, as opposed to interva l based operations 
on ly [1]. In addition, the PART_OF hierarchy offers eve nt 
orouping in tim e. 

Classes of Knowledge Queries 

As mentioned before, the questions evolve from the 
structure of the knowledge base . We therefore distinguish 
between two main aspects of the explan ation capability in the 
system: explaining the contents of spec ific frames, and 
explaining the organization of fr ames. 
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One Important note Is the fact that It Is expected that 
the system will be used by different users. Therefore, there will 
be some variations to questions, depending on the users' 
background or knowledge of the system. All the exampl es in 
this section will be of "canonical" questions, I.e., questions In 
their extended form, without complex syntax or abb revi ated 
wordings. For some examples of variations in wordings, see 
[4]. 

Presenting contents of frames 

The system has the ability to extract portions of 
Inform at ion found within frames, as requested by the user. 
Exact definitions of each frame can be presented to the user, 
revealing the actual quantitative and qualitative data. To 
illustrate what k ind of Information Is obtained, we present an 
example of explanation concerning contents of frames. 

>>> s how me the constraints on slot SUBJ in N_SYSTOLE 

subj : N_LV such that [ 
finu narrow : NARROW where [ 

l 

narrow.subj = self. subj . 
narrow.time_int during self.time_int, 
narrow.speed< 150 and narrow.speed> 50 /• 1 • / 

exception [NARROWJNG_lMPROPERLY) 
l; 

Note that In the above example, there Is a number 
between two asterisks on the right hand side (I.e., " /" 1 • / "). 
This points the user to a certain reference (from the medical 
literature) which was used by the knowledge e ngin eer when 
the knowledge base was constructed. This reference can be 
queried by the user if desired. It is also c lear that such a 
response is useful only to a sophisticated user. 

Presenting frame organization 

The second set of questions are "organization" 
questions. The ability to traverse the different organizations 
allows the user to obtain a general picture of the knowledge 
base, without getting into detailed descriptions (the contents 
of frames). Therefore one can see how certain concepts are 
specialized, how complex concept aggregations are broken 
down into s impl er ones, how the fa ilu re of one hypothes is leads 
to the consideration of a different one, and how events are 
ordered in time. This constitutes the four dimensions along 
which one can trace Information: the IS_A relationship, the 
PART _OF relationship, similarity links, and temporal connections. 
Some examples of organization questions are: 

- Show me the IS A hierarchy rooted at frame F. 
- What are the di-;-ect PART _OF descendants of frame F? 
- Show me the similarity relat ion ships that event E has. 
- What event precedes event E? 

The questions that Involve the IS_A and PART _ OF 
relationships Involve traversal of directed graphs (the IS_A and 
PART OF hierarchies). This Information Is presented using a 
graphics package since it Is more convenient to see It In 
pictorial form. All frames have both JS_A and PART _OF 
relationships with other frames . Thus, the level of specificity of 
detail can be controlled by, or examined by traversing, the IS_A 
hierarchy, while the level of resolution of detail (decomposition) 
is reflected in the PART_OF hierarchy. An example of an IS_A 
question can be found in Figure 1. 

>>> s how rnc Lhc is-a hi erarc hy rooted a l MOTION 

L, I< u D p s F' C H X 

SEQU l·:NCE RECEDE 

OVF:lll .AP_ AWAYJ'R 
llEFl_TRA 

SlMUI - MO Al'PROACI 

MOT[ON 

2DORI l•:N'r TOWARDS 

00,_Tl~AN 
PHYS_CflA OUTWAllllS 

TRANSi.AT INWARDS 

J•'igurc 1 

Frame Compar isons 

Similari ty links connect concepts which have both some 
common features and some differences, and are considered as 
competitors in a recognit ion process. For further detai ls on the 
control sc heme in ALVEN see [ 12, 14]. If the user asks about 
frame compari sons, the explanation module must show how the 
frames differ and how they are s imilar. The significance of this 
comparison is the fact that the similarity links are used by the 
control scheme. Being ab le to see how and why control Is 
transferred from one hypothesis (frame) to another allows the 
user to understand what options the system has in case 
certain hvpothc,sc" fAil 

Initially the system has to find out whether the frames In 
question are comparable, I.e. , check If they are connected via 
similarity links . There does not have to be a direct connect ion -­
there could be a cha in (or chains) of links connecting two 
frames. Common features are found between cha ins of frames 
and are presented as they appear In the "with simi larit ies" 
component; differences can be compared along a chain of 
frames, but compar ison is conducted only if the same 
exceptions are Involved. The reason is that these exceptions 
are the driving force that causes 0 11 0 frame to activate 
another, and following an except ion a long the sim ilarity chain Is 
a way of examining how one phenomenon can cause the 
activation of different alternatives. Consequently, if there 
exists a similarity path of frames with no common exceptions, 
the res ult of such a search will be regarded as failure -- no 
com mon thread of differences. However, if the system does 
find a path with common except ion types, the constraints 
attached to the exceptions are examined. If they do not involve 
the same slot fillers (subjects , referents, etc.) -- the s y s tem 
notes the fact that the except ion types themselves were 
common but not their tokens. On the other hand, If the 
constraints do involve common slot fillers, the system finds 
which ones form the difference chain. We present below an 
example of finding differences between frames . 
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>>> display the t emporal connec ti ons between 
N DIA STASIS and N_SYSTOLE 

fnun e timing d ata 

:LISOCONTRACT 

[ :1 N_Sl'STOLE 

:LISOll,:LAX H 

N_DTASTOLE 

0 relilLive Li me 

. 

The cve nls are not o f t.he same l eve l. 
N TllASTASlS IJJ ASTOLE is part of N_ 
'!',-;-sec how , 1.y pe x aml hiL CR 

fri1rne Liming data 

N_llAPIO_f'ILL 

I 
N_D'.ASTASIS I--

N..ATRIALF'ILL 

2B r c lalive lime 

Rerne1rks 
'l'he upper figure presents I.he le n·,poral order· 
ing Lel.wc,en lhe hi g her l eve l even l s, while I.he 
fig ure below provides more detai ls about the 
low er l eve l evenl' s p l ace within its ancestor 's 
contex t. 

Figure 3 

I 
(lf 
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Im p lementation 

The general des ign of the explanation system cons ists 
of three basic s t eps -- an input module, the exp lan a tion 
generator, and an output module. The purpose of the input 
modul e is to enable t he user to ask qu es tions in natural 
lang uage, w ith some res tri ctions, and to activate th e 
corr espond in g exp lanat ion function within the ge nerator. 
Th erefore, a parse r was designed and im plemented, enab lin g 
the sys tem to cope w ith questions asked in tree fo rm at and 
different var iations. Th e outp ut modu le presents the sought 
in fo rm at ion in a s uitable form, e ith er us in g textual or graphic 
r epresentat ion. Th e textual r esponse is e ith e r the co ntents of 
fram es as th ey appear in the knowledge base, or lis ts of frames 
which s ha re comm on features as requested by the user, alon g 
with some additional remarks . The graph ica l r epresentation 
in c ludes too ls for presenting hie rarchies or parts of t h em, as 
we ll as disp lay in g events on a t im e scale after they have been 
t empora ll y ordered by t he system. 

Th e parser ut ili zes a se manti c grammar, represented by 
mea ns of Augmented Transit ion Networks (ATNs), and an ATN 
in terpreter. Parsing of queries is preceded by a lexical analys is 
p hase during which rl ict ion ary look-up is performed and th e 
input is scan n ed tor keywords in order to determ in e t he order 
of app lication of t he ATN s ubn ets. Th e gram mar has been 
des igned to acco mmodate variations in the t ense , voice, and 
numb er features use d in th e expr ess ion of queries by t he user. 
Ellips is ca n be employed to almos t any extent d es irab le. There 
is a lso so me provis ion to h andle so-called "se mantic e llipsis" : 
for in sta n ce, if a user requests so me in formation invo lvin g a 
part ic ular fram e, but fa il s to spec ify th e id entity of the frame, 
the system fills in the miss ing information by "gu ess in g" which 
fram e was meant, using a heuristica lly-gu ide d searc h 
backwards throu gh a context list contain in g t he names of 
entiti es mention ed in previous queries. The same mec hanis m is 
used to reso lve pronou n r efer enc e. The system infor ms the 
use r of any s ubstitutions or insertions afte r the s uccess ful 
co mpletion of the pars in g phase for a query. Recogn ition of a 
query res ults in a cl ir ec t ca ll to the particular explanat ion 
modu le designed to respo nd to it, fo llowed by an opportunity for 
the user to cont inu e the dialogu e by enter in g another question . 

Summary 

Th e exp lanation capability described In this paper 
provides an interactive mechanism for user communication with 
the knowledge base. It supp lies too ls with which the user can 
be exposed to the knowledge base and gather, study, or query 
its information. It w as bu il t upon a knowledge base in which 
each concept was represented as a fr ame, and all fra mes were 
link ed throug h different re lationships. These relationships 
en ab le the sys t em to cope with issues such as t im e, space, and 
ev e nts, whereas other systems, In particular, the ru le-based 
ones, do not offer adequate so lutions to these complex Issues . 
Moreover, the exp lanat ion of the knowledge base need not end 
with queries whose answers involve retrieval of c hains of rules, 
but rather handle a var iety of cases, such as abstraction along 
one of several directions (e.g., IS_A, PART _OF ), tempora l 
orderin g of events, comparisons between different frames, and 
the ab ilit y to extract frames and parts of them. Since t h e 
exp lanation system makes use of the under lying 
r epresentat ion, and generates the explanations without using 
domain specific constructs, it can handle any knowledge base 
organized simi lar ly. Another important characterist ic of this 
system is the fact that it combin es text and diagrams as 
appropriate in the exp lanat ion process. 
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>>> Whal a re Lh e differences between HCM_ LV_CYCLF. and 
CCM_LV_CYCLE? 

TOO_HIGH_ESV 

MINAXIS_ TOO LONG 

d3. lime_int = systole.lime_int. et 
d2.lirne_int = diaslole.time_int.et 

Remarks: 
Here, two differences are observed : TOO_HIGH_ESV (too high 
end systolic volume), which has no additional constraints 
1.1ttached to It, and MINAXIS TOO SHORT (the minor axis is too 
short), and the constraints -;;re a-; shown (at the times of end­
systole and at end-diastole). 

Explanation of Temporul In formation 

Perhaps the most challenglng aspect is the explanation 
of temporal Information. The reason Is that some concepts 
inherit their temporal properties from the IS_ A hi erarchy, wll ll e 
other temporal information is found within s lots and within "at" 
c lauses. All frames In our system which ,.re motion frames (I.e., 
not cb j ect frames) are events. The tas k of the system is to 
take these fra·mes as they appear within the knowledge base 
and map them onto a timo scale according to their re lative 
occurrence. 

The ALVEN system contains a general motion knowledge 
base, as well as a domain specific motion knowledge base (left 
ventriculur motion concepts), the domain knowledge being 
defined in terms of tt1e goneral knowledge. Genera l motion 
concopts can be thought of as temporally unbo11.nd moti.nns 
whi le domain specific motion concepts as IP.mpnrally bo,m.d 
m.ntinns. In other words , we us ually place quantitative 
temporal restrictions on the motions in tile application doma in , 
whi te general motion concepts remain always unbound 
quantitative ly. Additionally, the design of the explanation 
capabi li ty r elies on the fact t hat there are frames s u ch as 
SEQUENCE, SIMUL_ MOT, and OVERLAP _MOT which exist and 
define tempor·a1 grouping of sets of events. 

Temporal Ordering 

For the purpose of relating events to each other, ·the 
notation suggested In [1] is used. The process of ordering is 
facilitated by the fact that frames contain all the information 
(Including the temporal ordering) about their Immediate 
descendants. Figure 2 illustrates this point. In N_LV_CYCLE 
we can learn that N_ ISORELAX Is met by N_SYSTOLE , so when 
the traversal reaches the next level, the system already knows 
that N SLOW EJECTION must be met by N ISORELAX. 
Thereto~. lnfo;:-matlon is local to the frame itself, butlt is glob al 
to all the components of that frame. 

In order to demonstrate the method by which the system 
orders frames, we sha ll use one of the questions mentioned 
before. The problem will be to show the temporal connections 
between N_ OIASTASIS and N_SYSTOLE, and they appear In the 
PART _ OF hierarchy presented In Figure 2. 

L R lJ D p s 

N_JJJASTOI.E 

N-1SOll~LAX 

F C H X 

N..ATHIAL.J'II.L 

N_JJJASTASIS 

N..RAPID....FILL 

\ 

N..SI.OIV--F.JF.CTION 

N..SYS'IOI.I; 

N..RAl'IIJ--F.JF:CTJON 

N-1SO<.ONTRA~1' N-1NWARD_ONSE.'T 

part. -o rJ __________ _ 

Vir,ure 2 

The first problem the system has to tackle is the fact 
that the two events are not in the same PART_OF level. It Is 
semantic ally more appropriate to r e late the event of the higher 
level (in our example -- N_SYSTOLE) to the other one's PART _OF 
ancestor that s hares tlie same level in tho hierarchy 
(N_DIASTOLE). Th e lower leve l event (N_ DIASTASIS) appears 
w it hin its ancestor 's (N_ DIASTOLE) co ntext. Sin ce the PART _ OF 
hierarchy enables the system 's designer to break complex 
concepts into simpler ones , what this means is that the 
compar ison will be performed between concepts of the same 
complexity, and then, further in formation w ill be provided to 
show where and how the s impler concept appears within th e 
more complex context. An example of the system's response to 
the or igina l question ca n be found in Figure 3. 

The process of ordering is done in two phases : (a) the 
system has to search up the PART _ OF hierarchy for a common 
ancestor to the two events in question, which wi ll be an event 
contain in g them or the ir ancestors as parts; (b) from the 
common event, the system traverses down the hierarchy, level 
after level, relating the parts accord in g to their temporal 
ordering. (The detailed algorithm appears in [5]). The search up 
the PART _OF hiera rchy can be complicated by the fact that one 
of th e events in quest ion, or its ancestors, may have more than 
one ancestor. This ca n happen when an event appears in two 
(or more) different contexts, in which case the system asks 
the user to resolve the amb iguity. For the s implicity of our 
example, Figure 2 is presented as a tree, i.e., a ll the ambigu ities 
have already been r esolved by the user. 
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Abstract 

A working computer program. an air traffic control expert 
system, generates knowledge that human air traffic controllers 
use to justify plans. The knowledge is derived from mathemat­
ical knowledge of aircraft performance by qualitative simula­
tion. The computer translates the equations into a semantic 
structure which provides a framework for qualitative simula­
tion. Simulation results are interpreted at an abstract level that 
represents _the human controller 's understanding of naive phy­
sics. The process is called qualitative sensit ivity analysis. The 
approach is unique in three aspects. First, an abstraction level is 
used. The equations can be interpreted in terms of Newtonian 
mechanics as applied to the one dimensional motion. Second, the 
reasoning process is bidirectional. Third, the computer generates 
the semantic structure based on a symbolic series expansion of 
the equations. 

1.0. Introduction 

Pilots often 'talk w1th their hands.' During a mission pre­
briefing, a f!,ghter pilot will use hand gestures to indicate how 
individual aircraft are to approach the lead aircraft, fly in for ­
mation, and a=mplish other mission related goals. In essence, 
the pilot is justifying plans for specific mission goals using sen­
sitivity analysis based on a naive understanding of the aircraft 
equations of motion. This type of reasoning is common to many 
human problem solving domains. For instance, the driver of an 
automobile can justify why one would decrease gears while 
climbing a hill. Air traffic con trailers justify their plans and 
the plans of other controllers (including novel plans which 
may be more elegant than their own) through a similar reason­
ing process. A common aspect is that the physics of the machine 
or machines being controlled by the human can be modeled 
w1th mathematical equations and that humans produce and 
Ullderstand justifications based on their naive physics under­
standing of the equations [ 1]. The reasoning process, qualita­
tive sensitivity analysis, enables the computer to acquire 
knowledge in a form useful for plan justification. 

The approach is unique in three aspects. First, a level of 
abstraction is included. Domain equations may be 
computationally too complex for a human expert to use. How­
ever, the equations can be interpreted in terms of a naive 
representation of Newton's laws as applied to one dimensional 
motion thus abstracting the influences inherent in the equa­
tions. Second, the approach enables bidirectional reasoning. 
Qualitative knowledge can be used to direct quantitative rea­
soning. Additionally, when new equations are implemented, 
their meaning is represented explicitly and interpreted using 
the existing qualitative knowledge. Third, the computer con­
structs its own representation of the equations based on a sym­
bolic series expansion. 

1
Thl.s re.search wu accomplia:hed at the University or Illlnot.s and was 51.lp­

ported by the Department of Transportation, federal Av !atton Administration 
under contract number DOT·FA79W1l·43SO. 

2.0. An Example Problem 

An illustrative problem from air traffic control is used in 
the remaining sections of the paper. Consider two aircraft that 
are involved in a 'head-on' conflict. The controller must gen­
erate a plan that prevents a mid-air collision. The plan must 
involve the modification of one of the aircraft's light plans. If 
collision avoidance were the only air traffic control goal, the 
solution would be trivial. Any legal operator (.e.g ., climb, des­
cend) could be used, but there are other important goals such as 
fuel efficiency. A si,gnificant portion of the controller's train­
ing in valves assimilating heuristics useful for generating plans 
that achieve both goals. For instance, aircraft are usually more 
fuel efficient at higher altitudes. The human controller choses 
an operator that prevents a collision and improves (or at least 
not seriously degrades) fuel efficiency. The strategies and tac­
tics one controller uses may vary from those of another con­
troller . However, a human controller can easily understand the 
plans of another controller. The justifications use knowledge of 
naive physics and the aircraft equations of motion. 

Consider two aircraft in a head-on conflict and assume 
both aircraft have an enroute goal (fly a fuel efficient path 
cross country) . The expert system solves this problem by using 
heuristics about aircraft intentions and the conflict goals to 
cause one of the aircraft to climb to a higher altitude. The jus­
tification is based on the knowledge that cross country aircraft 
are more fuel efficient at higher altitudes because as they burn 
off fuel, they become lighter and thus encounter less resistive 
force at a higher altitude. The same solution was obtained in a 
scenario when of the cross country aircraft was a recently 
tnrught-refueled military transport aircraft. '\Nb.en the com­
puter was advised to descend the military aircraft, the com­
puter was able to generate the knowledge that since the mili­
tary aircraft's mass increased (due to the inllight refueling) it 
was more fuel efficient at a lower altitude. The reasonin,g pro­
cess that allows this type of knowledge to be translated from 
mathematical models is now discussed . 

3.0. The Reasoning Component 

The reasoning component consists of naive physics 
knowledge, domain equations, and interfaces between these 
knowledge types and a data base of heuristics. The reasoning 
component serves the role of a knowledge translator. That is, 
the reasonin,g component can generate heuristic- like knowledge 
from a mathematical substructure. 

3.1. Naive Physics Level 

Newton's laws are represented in a semantic network 
where nodes are primitive concepts (e.g, force, velocity) and 
links indicate their interaction. The structure represents the 
author's understanding of Newtonian mechanics as abstr.:.r.ted to 
one dimensional motion of mechanical systems. The naivP phy­
sics knowledge is made explicit by the desi,gner. The linkages 
between the naive physics level and a domain are equation 
dependent . The representation serves as the basis for the 
interpretation of yet-to- be specified equations and algorithms. 
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Nodes represent forces (propulsive, enabling, resistive), 
acceleration, velocity, position, mass, and power. Propulsive 
and enabling forces are referred to as positive forces. Propul­
sive forces require an external enablement whlch converts fuel 
(portion of system's mass) into the force. The rate of change of 
mass varies directly with the change in propulsive force. That 
is, when propulsive force increases, the fuel flow rate increases 
causing the mass rate of change to increase. 

Another positive force is called an enabling force. Ena­
bling forces do not directly influence mass. For instance, the 
air flow over a wing causes a pressure differential that enables 
lift. Lift is an enabling force that counteracts weight . Resistive 
forces counteract positive forces. Common examples are pressure 
and friction forces which vary with velocity and domain 
dependent variables such as weight, density, and surface area. 

Nodes are related by links which specify how an indepen­
dent variable is 'influenced' by a changing dependent variable. 
The links define a structure in which qualitative values are 
propagated. There are four types of links: influences, com­
ponent, parent, and instance. Influence link.s are labeled with 
two attributes: primary/secondary and positive/negative. For 
example, acceleration is primarily influenced by force and 
secondarily influenced by mass. The primary/secondary attri­
bute is used to identify variables that are normally static thus 
improving the search efficiency. The positive/negative attri­
bute indicates the direction of change of a variable. For 
instance, mass is a negative influence on acceleration. '\Nhen 
mass increases, acceleration decreases ( assuming that force does 
not changes and the body is in motion). Component links are 
used to partition equations into semantically relevant subterms. 
For instance, aircraft drag has two components: parasitic drag 
and induced drag . Parent and instance link.s indicate hierarchi­
cal relationships (often identified as an 'ISA' link). 

3.2. Domain Equations 

Aircraft ·equations of motion are dependent on four forces: 
lift (L), thrust (T), drag (D), and weight (W) . For level flight, 
dynamic equilibrium is defined as: 

L - W = 0 

T - D = 0 

( 1) 

(2) 

Each force is defined by an equation. Thrust is a function 
of throttle setting. Lift is a function of velocity, air density, 
angle of attack, and wing geometry. Vkight is a function of air­
craft mass and gravity. Drag is a function of air density, velo­
city, and aircraft a,nfiguration variables. Drag has two com­
ponents: parasitic and induced drag. All subsonic aircraft per­
formance capabilities can be derived from the drag equation (3). 
Consider an aircraft at a constant altitude and a,nfiguration. 
The maximum velocity then occurs when the drag equals the 
maximum thrust. Since drag is parabolic with velocity, the 
velocity at the minimum drag defines the 'best endurance' 
airspeed-

D=Dp+D; 

, v2 a 
D p = """z'gs" 

D. = ~ r~Jzv-2 
' ae b 

where, 

V : 

w = 
(7 = 

b, e, and f = 

velocity 
weight 
altitude density ratio 
aircraft configuration variables 

(3) 

(4) 

(5) 

A symbolic series expansion is used to define the influence 
links. The sign of the first error term illdicates a positive or 
negative influence. The magnitude of the influence is the 
amount of the first error term and is saved if ambiguity resolu­
tion is later required. A variable is defined as a primary illflu­
ence if it is an instance of an abstracted concept and that con­
cept is al.so a primary influence. Aircraft airspeed (or horizontal 
velocity) is a primary influence because it is an instance of 
velocity which is itself a primary influence of position. Some­
times influences are found recursively. For instance, air den­
sity is a function of altitude (an instance of vertical position). 
Position can be a primary influence of resistive force (e.g., fric­
tion) . Thus, it is inferred that air density is a primary influ­
ence of drag. 

3.3. Interfaces 

The sign of the terms in the force equations in ( 1) and (2) 
are used to define instances of forces in the naive physics 
representation. For instance, T and L are positive forces. Seman­
tic knowledge is al.so required. Thrust is a propulsive force 

while lift is an enabling force. In this context, weight and drag 
are resistive forces. The representation of both aircraft levels 
and the abstracted structure is shown ill Fig. 1. Conceptual 
knowledge specifies the procedures to use in different contexts. 
A plan is fuel efficient if after implementing the plan, fuel con ­
sumption decreases. Less fuel is used if the drag decreases sillce 
thrust equals drag in level flight. Consider the case where a 
climb command is given. From the structure of Fig. 1, it is seen 
that the air density term decreases. This may or may not cause a 
favorable change in drag. The effect of error terms on the drag 
components due to changes in density are retrieved and the 
pertinent computation is performed. 

4.0. Artificial Intelligence Is.sues 

Hayes [2] discussed the need for naive theories and pro­
vided a theoretical framework for future work. de Kleer [3) 
explored the computational aspects of qualitative reasoning in 
the mini-world of the roller coaster and rontributed the con­
cept of envisionment. Envisionment predicts system behavior 
through qualitative simulation. In related research [ 4), he 
illustrates the use of Incremental Qualitative (IQ) analysis as a 
weak form of reasoning about perturbation. Forbus [5) uses a 
stronger approach that includes the sign and magnitude of a 
quantity's amount and derivative. In essence, Forbus enables the 
computer to perform a sensitivity analysis. 

Qualitative sensitivity analysis generates the knowledge 
that humans sometimes use for plan justification. The tradi­
tional approach to plan justification is based on non-monotonic 
dependency networks and associated processes ( e.g., data­
dependent backtracking) [6,7) and requires that the knowledge 
be represented in a uniform and convenient form. Knowledge 
may reside at many levels and in many forms. A data- dependent 
backtracking scheme for plan justification would first need to 
acquire and represent the relevant knowledge. In this work, 
the ccmputer can acquire the relevant knowledge. 

The justification for the climb command is that it prevents 
a mid-air collision and is fuel efficient. The important point is 
that the computer understands the fuel efficient aspect in terms 
of the equation and its semantic structure. It can explain its 
justification at a more abstract level. The decrease in air density 
causes drag to decrease. Drag is a resistive force. Since resistive 
force decreases, the positive forces can also decrease. Similarly, a 
novel plan can be justified. An aircraft that increased its mass 
was found to be more fuel efficient at a lower altitude by qual­
itatively simulating the influences of the increased mass. 

Propagation of constraints in the overall structure pro­
vides a form of common-sense reasoning about the represented 
domain . A controller should never issue a command that cannot 
be implemented by the aircraft . For instance, consider that an 
aircraft is commanded to increase its velocity. Implicit in the 
command is that the aircraft is to maintain its present altitude. 
The computer can perform a qualitative simulation of the com­
mand subject to constraints. The computer finds that ( 1) the 
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Figure 1: Interface to the Aircraft Spaces 

aircraft increases its speed by increasing its throttle setting and 
(2) it maintains its present altitude by decreasing its angle of 
attack. The answers were obtained by a combination of forward 
and backward constraint propagation. 

The approach may be useful in learning new problem solv­
ing strategies. Human controllers acquire their skill by the 
assimilation and justification of an expert controller's plans. 
The air traffic control expert system [ 1] is a script-based and 
DeJoI18'S Explanatory Schema Acquisition theory (8] is being 
investigated as a potential learning module. An important aspect 
of building new schemata is obtaining the correct knowledge. 
Recent research has stressed the importance of understanding 
the knowledge and translating the knowledge into a useful 
form (9, 10]. The computer can transform mathematical 
knowledge into a form useful for novel plan justification in the 
domain of air traffic control (as well as the automobile domain 
in a limited test). Research has begun on how to use the 
knowledge for automated plan justification and how to 
represent the knowledge in schemata. 

6.0. Conclusions 

Qualitative sensitivity analysis has been used by an air 
traffic control expert system to facilitate the integration of 
mathematical and heuristic knowledge. The reasoning is a=m­
plish.ed using a computer generated semantic network which 
represents the domain equations. The space of domain equations 
is referenced to an abstract space that represents Newton's laws 
as applied to one dimensional motion. A qualitative simulation 
based on constraint propagation was useful for generating the 
type of naive physics knowledge that human controllers use in 
plan justification. The future research goals are to represent 
this knowledge in a heuristic form (i.e., to learn) and to use the 
knowledge for plan justification. 
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This paper examines from a general point of view 
a basic computational limit on automated reasoning, 
and the eITect that it has on Knowledge Representa­
tion (KR) . The problem is essentially that it can be 
more difficult to reason correctly with one representa­
tional language than with another and, moreover, that 
this difficulty increases as the expressive power of the 
language increases. So there is a tradeoff between the 
expressiveness or a representational language and its 
computational tractability. What we attempt to show 
is that this tradeoff underlies the differences among a 
number or representational formalisms (such as first­
order logic, databases, semantic networks, frames) and 
motivates · many current research issues in KR (such 
as the role of analogues, syntactic encodings, and de­
faults, as well as the systems or limited inference and 
hybrid reasoning) . 

To deal with a such a broad ra nge or representa­
tional phenomena, we must, of necessity, take a con­
siderably simplified and incomplete view of KR. In 
particular, we focus on its computational and logical 
aspects, more or less ignoriu g its history and relevance 
in the areas of psychology, linguistics, and philosophy. 
The area of KR is still very disconnected today and 
the role or logic remains quite controversial, despite 
what this paper might suggest . We do believe, how­
ever, that the tradeoff discussed here is fundamental. 
As long as we are dealing with computationd systems 
that reason automatically (without any special inter­
vention or advice) and correctly (once we define wha t 
that means), we will be able .to locate where they stand 
on the tradeoff: they will either be limited in what 
knowledge thPy can represent or unlimited in the rea­
soning effort they might require. 

Our computational focus will not lead us to inves­
tigate specific algorithms and data structures for KR 

and reasoning, however. What we discuss is something 
much stronger, namely whether or not. algorithh1s of 
a certain kind can exist at all. So the analysis here 
is at the Knowledge Level [1] where we look at the 

content of what is represented (in terms of what it 
~ay~ about the world) and not the symbolic structures 
used to represent that knowledge. Indeed, we exam­
ine specific representation schemes in terms of what 
knowledge they can or cannot represent, rather than 
in terms of how they might actuclly represent it. 

In the first section below, we digcuss what a KR 
system i~ for and what it could mean to reason cor­
rectly. Next, we investigate how a KR service might 
be realized using theorem proving in first -order logic 
and the problem this raises. Following this, we present 
various rcJ}resentational formalisms and examine the 
special kinds of rea...~oning they suggest. Finally, we 
draw some tentative conclusions from tLi:i analysis. 

1. The Role of KR 

While it is generally a greed that KR plays an 
importa nt role in (what have come to be called ) 
knowledge- based systems, the exact nature of that role 
is often hard to define. !n some cases, the KR subsys­
tem does no more tha n manage a collection of data 
structares, providing, for example, suitable search fa­

cilities; in others, the KR subsystem is not really dis­
tin guish ed from the rest of the system at all and <loes 
just about everythiu g: make decisions, prove theo­
rcm3, solve problems, and so on . In this section, we 
discuss in very general terms the role of a Kil subsys­
tem within a knowledge-based system. 

1.1. The KR Hypothesis 

A good place to begin a discussion of KR as a whole 
is with what Brian Smith has called in [2] the Knowl· 
edge Representation Hypoth esis: 

Any mcclianically embodied intelligent pro­
cess will be comprised of structural ingredi­
ents that a) we as external observers nat­

ura/ly take to represent ;i propositional ac­
count of the knowledge that tl1e overall pro-
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cess exhibits, and b) independent of such ex­
ternal semantical attribution, play a formal 
but causal and essential role in engender­
ing the behaviour that manifests that knowl­
edge. 

This hypothesi~ seems to underly much of the research 
in KR. In fact, we might think of knowledge-based 
system, as those that satisfy the hypothesis by de­
sign. Also, in some sense, it is only with respect to 
this hypothesis that KR research can be distinguished 
from any number or other areas involving symbolic 
structures such as database management, program­
ming languages and data structures. 

Granting this hypothesis, there are two major prop­
erties that the structures in a knowledge-based system 
have to satisfy. First of all, it must be possible to in­
terpret them as propositions representing the overall 
knowledge of the system. Otherwise, the represen­
tation would not necessarily be of knowledge at all, 
but of something quite different, like numbers or cir­
cuits. Implicit in this constraint is that the structures 
have to be. expressions in a language that has a truth 
theory. We should be able to point to one of them 
and say what the world would have to be like for it 
to be true. The structures themselves need not look 
like sentences-there are no syntactic requirements on 
them at all, other than perhaps finiteness-but we 
have to be able to understand them that way. 

A second requirement of the hypothesis is per­
haps more obvious. The symbolic structures within 
a knowledge-based system must play a causal role in 
the behaviour of that system, as opposed to, say, com­
ments in a programming language. Moreover, the 
influence they have on the behaviour of the system 
should agree with our understanding or them as propo­
sitions representing knowledge. Not that the system 
has to be aware in any mysterious way of t.he inte_r­
pretation of its structures and their connection to the 
world; 1 but for us to call it knowledge-based, we have 
to be able to understand its behaviour as if it be­
lieved these propositions, just as we understand the 

behaviour of a numerical program as if it appreciated 
the connection between bit patterns and°abstract nu­
merical quantities. 

1 Indeed, part or what philosophers have ca.lied the /ormalit11 con­
dition is that computation at some level ha.s to ·be uninterpre~ed 
symbol manipulation. 

1.2. Knowledge Bases 

To make the above discussion a bit less abstract, 
we can consider a very simple task and consider what 
a system facing this task would have to be like for us 
to call it knowledge-based. The amount or knowledge 
the system will be dealing with will, of cour.1e, be very 
small. 

Suppose we want a system in PRO LOG that is able 
to print the colours or various items. One way to im­
plement that system would be as follows: 

printColour(sno11) : -
I, write("It's white."). 

printColour (gras s ) :-
! , write("lt's green."). 

printColour(sky) :-
1, write("lt's yellow . "). 

printColour(I) :- write("Beats me."). 

A slightly different organization that leads to the same 
overall behaviour is 

printColour(X) 
colour(l,Y), !, write("lt's "), 
write(Y), write("."). 

printColour(X) :- write("Beats me.") . 

colour(snow,white). 
colour(grass,green). 
colour(sky,yello11). 

The second program is characterized by explicit struc­
tures representing the {minima l) knowledge2 the sy3-
tem has about colours and is the kind of system that 
we are calling knowledge-based. In the first program, 
the association between the object (we understand 3'l ) 
referring to grass and the one referring to its co lour 
is implicit in the structure of the prog-ram. Ia the 
second, we have an explicit knowledge base (or KB) 
that we can understand as propositions relating the 
items to their colours. Moreover, this interpretation 
is justified in that these structures determine what 
the system does when asked to print the colour of a 
particular item. 

One thing to notice about the example is that 
it is not the use of a certain programming lan­
guage or data-structuring facility that makes a system 
knowledge-based. The fact that PROLOG happens to 
be understandable as a subset of first-order logic is 

2 Notice tha.t typical of how the term "knowledg~" is used in Al, 
there is no requirement of truth. A system ma.y be mis t .. ,ken 
a.bout the colour of the sky but still be know ledgc~ba.sed. 
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largely irrelevant. We could probably read the first 
program ~declaratively" and get sentences represent­
ing some kind of knowledge out of it; but these would 
be very strange ones dealing with writing strings and 
printing colours, not with the colours of objects. 

1.3. The KR Subsystem 

In terms of its overall goals, a knowledge-based sys­
tem is not directly interested in what specific struc­
tures might exist in its KB. Rather, it is concerned 
about what the application domain is like, for exam­
ple, what the colour of grass is. How that knowledge 
is represented and made available to the overall sys­
tem is a secondary concern and one that we take to 
be the. reponsibility of the KR subsystem. The role 
of a KR subsystem, then, is to manage a KB for a 
knowledge-based system and present a picture of the 
world based on what it has represented in the KB. 

Ir, for simplicity, we restrict our attention to the 
yes-no questions about the world that a system might 
be interested in, what is involved here is being able 
to determine what the KB says regarding the truth of 
certain sentences. It is not whether the sentence itself 
is present in the KB that counts, but whether its truth 
is implicit in the KB. Stated differently, what a KR 
system has to be able to determine, given a sentence 
a, is the answer to the following question: 

Assuming the world is such that what is be­
lieved is true, is a also true? 

We will let the notation KB p a mean that a is im­
plied {in this sense) by what is in the KB. 

One thing to notice about this view of a KR sys­
tem is that the service it provides to a knowledge­
based system depends only on the truth theory of the 
language of representation. Depending on the par­
ticular truth theory, determining if KB p a might 
require not just simple retrieval capabilities, but also 
inference of some sort. This is not to say that the 
on/11 service to be performed by a KR subsystem 'is 
question-answering. Ir we imagine t he overall system 
existing over a period of time, then we will'also want 
it to be able to augment the KB as it acquires new 
information about the world. 5 In other words, . the 
responsibility of the KR system is to select appropri­
ate svmbolic structures to represent knowledge, and 
to select appropriate reasoning mechanisms both to 

31t is this ma.nagement o( a KB over time· that makes ll, KR 
subsystem much more than just the implementation o( a static 
deductive calculus. 

answer questions and to assimilate new information, 
in accordance with the truth theory of the underlying 
representation Ian guage. 

So our view of KR makes it depend only on the 
semantics of the representation language, unlike other 
possible accounts that might have it defined in terms 
of a set of formal symbol manipulation routines ( e.g., 
a proof theory). This is in keeping with what we have 
called elsewhere a functional v:ew of KR (:1ee [3] and 
[41), where the service performed by a KR system is 
d<:fined separately from the techniques a system might 
use to realize th at service. 

2. The Logical Approach 

To make a lot of the above more concrete, it is 
useful to look at an example of the kinds of knowledge 
that might be available in a given domain and how it 
might be represented in a KI3. The language that will 
be used to represent knowledge is that of a standard 
first-order logic (FOL). 

2.1. Using First-Order Logic 

The first and most prevalent type of knowledge to 
consider representing is what might be called simple 
facts about the world, such as 

• Joe is married to Sue. 

• Bill has a brother with no children. 

• Henry's friends are Bill's cou~ins. 

These might be complicated in any number of ways, 
for example, by including time parameters and cer­
tainty factors. 

Simple observations such as these do not exhaust 
what might be known about the domain, however. We 
may abo Lave knowledge about the terminology used 
in these observations, such as 

• Ancestor is the transitive closure of p:ire11t. 

• Brother is sibling restricted to males. 

• Fa\'Ouritc-cousin is a special type of cousin. 

These cou ld be called definitions except for the fact 
that necessary and sufficient conditions might not al­
ways be available (as in the last example above). In 
this sense, they are much more like standard dictio­
nary entries. 

The above two example sets concentrate on what 
might be called declarative knowledge about the world. 
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We might also have to deal with procedural knowledge 
that focuses not on the individuals and their iotem:­
lationships, but on. advice for reasoning about these. 
For example, .we might know that 

• To find the father of someone, it is better to 
search for a parent and then check if he is male, 
than to check each male to see if he is a parent. 

• To see if x is an ancestor of y, it is better to search 
up from y than down from x. 

One way to think of this last type of knowledge is 
not necessarily as advice to a reasoner, but as declar­
ative knowledge that deals implicitly with the combi­
natorics of the domain as a whole. 

This- is how the above knowledge might be repre­
sented in FOL. 

1. The first thing to do is to "translate" the simple 
facts into sentences of FOL. This would lead to 
sentences like 

VxFrieod(henry,x) = Cousin(bill,x). 

2. To deal with terminology in FOL, the easiest 
way is to "extensionalizc" it, that is, to pretend 
that-it is a simple observation about the domain. 
For example, the brother statement above would 
become• 

VxVy Brother(x, y) = (Sibliog(x, y )/\Male(y) ). 

3. Typically, the procedural advice would not be 
represented explicitly at all in an FOL KB, but 

would show up in the /orm of ( 1) and (2) above. 
Another alternative would be to use extra--logical 
annotations like the kind used in PROLOG or 
those described in [5]. 

The end result of this process would be a first­
order KB: a collection of sentences in FOL represent­
ing what was known about the domain. A major ad­
vantage of FOL is that given a yes-no question also 
expressed in this language, we can give a very precise 
definition or KB I= a (and thus, under what conditions 
the question should be answered yes, no, or unknown): 

KB I= a iff every interpretation satisfying 
the sentences in the KB also satisfies a.5 

4This is a little misleading since it will make the brother sen­
tence appear to be no different in kind from the one about 
Henry's friends, though we surely do not want to say that 
Henry's friends are ujineri to be Bill's cousin;, 

5The assumption here is that the semantics of FOL spe,cify 
in the usua l way what an interpretation is and under wha.t 
conditions it will satisfy a sentence. 

There is, moreover, anoth~r property or FOL which 
helps solidify the role of KR. If we assume that the KB 
is a finite set of sentences and let KB stand for their 
conjunction, it can be shown that 

KI3 Fa ilT f- (Kil:) a). 

In other words, the question as to whether or not the 

truth of a is implicit in the KB reduces to whether or 
not a certain sentence is a theorem of FOL. Thus, the 
question-answering operation becomes one of theorem 
proving in FOL. 

2.2. The Problem 

The good news in reducing the KR service to the­
orem proving is that we now have a very clear, very 
specific notion of what the KR system should do; the 
bad news is that it is also clear that this service cannot 
be provided. The sad fact of the matter is that deciding 
whether or not a sentence of FOL is a theorem (i.e ., 
the decision problem) is unsolvable. Moreover, even 
if we restrict the language practically to the point of 
triviality by eliminating the quantifiers, the dec ision 
problem, though now solvable, docs not appear to be 
solvable in anywhere near reasonable time. 6 It is im~ 
portant to realize that this is not a property of partic­
ular algorithms that people have looked at but of t he 
problem itseH: there canriot be an algorithm that docs 
the theorem proving correctly in a reasonab le amount 
of time. This bodes poorly, to say the least, for a 
service that is supposed to be only a part of a larger 
knowledge-based system. 

One aspect of these intractability results that 
should be mentioned, however, is that they deal wi th 
the worst case behaviour of algoriU1 ,ns. In prac tice, 
a given theorem proving algorithm may work qu ite 
well. In other words, it might be the case that for a 
wide range of questions, the program behaves prop­
erly, even though it cau be showu that there wi ll al­
ways be short questions whose answers will not be 
returned for a very long time, if at all. 

How serious is the problem, then? To a large extent 
this depends on the kind of question you wou ld like 

·to ask of a KR subsystem. The worst case prospect 
might be perfectly tolerable if you are interested in 
a mathematical application and the kind of question 
you ask is an open problem in mathematics. Provided 
progress is being made, you might be quite williug 

6 Technically, the prol>lem is now co-NP-complete, mraning t.h<1t 
it is strongly believeJ to be computational ly intractable. 
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to stop and redirect the theorem prover after a few 
months if it seems to be thrashing. Never mind worst 
case behaviour; this might be the only case you are 

interested in. 

But imagine, on the other hand, a robot that needs 
to know about its external world (such as whether or 
not it is raining outside or where its umbrella is) before 
it can act. If this robot has to call a KR system utility 
as a subroutine, the worst case prospect is much more 
serious. Bogging down on a logically difficult but low­
level subgoal and being unable to continue without 
human intervention is clearly an unreasonable form of 
behaviour for something aspiring to intelligence. 

Not .that "on the average" the robot might not do 
alright. The trouble is that nobody seems to be able 
to characterize what an "average" case might be like. 7 

As responsible computer scientists, we should not be 
providing a general inferential service if all that we 
can say about it is that by and large it will probably 
work satisfactorily. If the KR service is going to be 
used as a utility and is not available for introspection 
or control, then it had better be dependable both in 
terms of its correctness and the resources it consumes. 
Unfortunately, this seems to rule out a service based 
on theorem proving. 

2.3. Two Pseudo-solutions 

There are at least two fairly obvious ways to min­
imize the intractability problem. The first is to push 
the computational barrier as far back as possible. The 
area of Automatic Theorem Proving has concentrated 
on techniques for avoiding redundancies and s:ieeding 
up certain operations in theorem provers. Sign ificant 
progress has been achieved here, allowing open ques­
tions in mathematics to be answered . Along similar 
lines, VLSI architectural support stands to improve 
the performance of theorem provers at least as much 
as it would any search program. 

The second way to inake theorem provers more us­
able is to relax our notion of correctness. A very sim­
ple way of doing this is to make a theorem proving pro­
gram always return an answer after a certain amount 
of time.8 If it has been unable to prove either that a 
sentence or its negation is implicit in the 'KB, it co~ld 
assume that it was independent of the KB and an-

7This seems to account more than anything for the' fact that 
there are so few average case results regarding decidability. 

8The resource limitation here should obviously· be a function of 
bow important overall it rnighL be to answer the question. 

swer unknown ( or maybe reassess the importance of 
the question and try again). This form of error (i.e., 
one introduced by an incomplete theorem prover), is 
not nearly as serious as returning a yes for a no, and 
is obviously prcfcrrable to an answer that never ar­
rives. This is of course especially true if the program 
uses its resources wisely, in conjunction with the first 
suggestion above. 

However, from the point of view of KR, both of 
these are only pseudo-solutions. Clearly, the first one 
alone docs not help us guarantee anything z.bout an 
inferential !:!ervice. The second one, on the other hand, 
might allow us to guarantee an answer within certain 
time bounds, but would make it very hard for us to 
specify what that an!:!wer would be. If we think of the 
KR scvice as reasoning according to a certain logic, 
then the logic being followed is immensely complicated 
{compared to that of FOL) when resource limitations 
are present. Indeed, the whole notion of the KR sys­
tem calculating what is implicit in the KB (which was 
our original goal) would have to be replaced by some 
other notion that went beyond the truth theory of 
the representation language to include the inferential 
power of a particular theorem proving program. In a 
nutshell, we can guarantee getting an answer, but not 
the one· we wanted. 

One final observation about this intractability is 
that it is not a problem that is due to the formaliza­
tion of knowledge in FOL. If we assume that the goal 
of our KR scvice is to calculate what is implicit in the 
KB, then as long as the truth theory of our representa­
tion language is upward-compatible with that of FOL, 
we will run into the same problem. In particular, using 
English (or any other natural or artificial language) as 
our representation language does not avoid the prob­
lem as long as we can express in it at least what FOL 
allows us to express. 

3. Expressiveness and Tractability 

It appears that we have run into a serious difficulty 
in trying to develop a KR service that calculates what 
is implicit in a KB and yet does so in a reasonable 
amount of time. One option we have not yet consid­
ered, however, is to limit what can be in the KB so 
that its implications are more manageable computa­
tionally. Indeed, as we will demonstrate in this 8CC­

tion, much of the research in KR can be constru<"d 
as trading off expressiveness in a representation Ian-
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guage for a more tractable form of inference. More­
over, unlike the restricted dialects of FOL analyzed 
in the logic and computer science literatures (e.g., in 
terms of nestings of quantifiers), the languages consid­
ered here have at lea.st proven themselves quite useful 
in practice, however contrived they may appear on the 
surface. 

3.1. Incomplete Knowledge 

To see where this tradeoff between expressiveness 
and tractability or iginates, we have to look at the use 
of the expressive power of FOL in KR and how it 
differs. from its use in mathematics. 

In the study of mathematical foundations, the main 
use of FOL is in the formalization of infinite collections 
of entities. So, for example, we have first-order num­
ber and set theories that use quantifiers to range over 
these classes, and conditionals to state what proper­
ties these entities have. This is exactly how Frege 
intended his formalism to be used. 

In KR, on the other hand, the domains being char­
acterized are usually finite. The power of FOL is used 
not so much to deal with infinities, but to deal with 
incomplete knowledge [6] . Consider the kind of facts9 

that might be represented using FOL: 

1. -.Student(john). 

This sentence says that John is not a student 
without saying what John is. 

2. Parent(sue,bill) V Parent(sue,george). 

This sentence says that either Bill or George 
is a parent of Sue, but does not specify which. 

3. 3.t Cousin(bill,x) /I Malc(x). 

This sentence says that Bill has at least one 
male cousin but does not say who that cousin 
i:1. 

4. Vx Friend(george,x) ::> 3y Child(x,y). 

This sentence says that all of George's friends 
have children without saying who those 
friends or their children are or even if. there 
are any. 

The main feature of these examples is that FOL is not 
used to capture complex details about the domain, but 
to avoid having to represent details that may not be 
known. The expressive power of FOL determines not 
so much what can be said, but what can be left urisaid. 

9The use or FOL to capture terminology or laws is somewhat 
· different. See [7J for details. 

For a system that has to be able to acq uirc know l­
edge in a piecemeal fashion, there may be no alter­
native to using all of FOL. But if we can restrict the 
kind of the incompleteness that ha.'! to be dealt with, 
we can abo avoid having to use the {1111 expres~iveness 
of FOL. This, in turn, might lead to a more manage­
able inference procedure. 

The last pseudo-solution to the tractability prob­
lem, then, is to restrict the logical form of the KB by 
controlling the incompleteness of the know ledge rep­
res<:nted. This is still a pseudo-solution, of course. 
In<leed, provably, there cannot be a real solution to 
the problem. But this one has the distinct advantage 
of allowing us to calculate exactly the picture of the 
worlJ implied by the KB, precisely what a KR service 
was supposed to do. In what follows, we will show 
how restricting the logical form of a KB can lead to 
very specialized forms of inference. 

:l.2. Database Form 

The most obvious type of restriction to the form of 
a KB is what might be called database form. Following 
the structure of what is typically found in Database 
Management, we imagine a KB divided into two parts. 
The first contains only a set of function-free ground 
atoms stich as 

Cousin ( fred, george) 
Cousin ( fred, wendy) 
Cousiu(hcnryjoe) 

Male(joe) 
Male(jim) 
Male(fred) 

This tabular format allows positive instances of vari­
ous predicates to be characterized. The second part 
of the KB is a collection of sentences called "integrity 
constraints" that are used to determine if the first part 
is reasonable (but not to infer new relationships). For 
example, the sentence 

Vx\fyMothcr(x,y) == Female(y)/\Pa.rent(x,y) 

could be used to rule out a KB where a mother was 
not also a pa.rent. 

To the extent th'.\t all we were interested in was the 
stored "data", this would be the complete database. 
In this case, however, we would not have queries like 

llow many cousins does Fred have? 

but one more typical of Database Management like 

Ilow many tuples in the Cousin relation con­
tain fred in the first column? 
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The answers here may be different since while there 
are exactly two Cousin tuples, there is nothing so far 
in the KB that implies that Fred has at least two 
cousin8 (since "george" and "wendy" could be names 
of the :1ame individual) nor that Fred has at most two 
cousins (since there could be cousins other than those 
mentioned in the KB). So if we want to use this KB to 
answer questions in a way that is at least compatible 
with the database approach, we have to add additional 
facts to the KB. First of all, it should contain (at least 
implicitly) all sentences of the form 

c; f; c1, for distinct constants c; and c1, 

stating -that each constant represents a unique indi­
vidual. In addition, it also needs for each predicate in 
the KB a sentence of the form 

Vx!Male(x) ::, x = joe V · · · V x = fred] 

telling it that the only instances of the predicate are 
the ones it has explicitly. 10 With this implicit KB 
added to the above explicit one, a KR system could, 
in fact, conclude that Fred has exactly two cousins, 
just like its Database Management counterpart. 

The main property of a KB in this form (including, 
that is, both its explicit and implicit parts) is that it 
is much easier than in the general case to answer ques­
tions about the world. In particular, since the explicit 
KB does not use negation, disjunction or existential 
quantification (except in the integrity constraints), we 
know the exact instances of every predicate of inter­
est in the language. There is no incompleteness in our 
knowledge at all. Because of this, inference reduces 
to calculation. To find out how many cousins Fred 
has, all we have to do is count how many appropri­
ate tuples appear in the Cousin relation. We do not, 
for instance, have to reason by cases or by contradic­
tion, as we would have to otherwise. For example, if 
we also knew that either Mary or Joe or both was a 
cousin of Fred but that no cousin of Fred apart Crom 
Wendy was female, we could still determine that Fred 
had three cousins, but not by simply counting. But 
a KB that is in dat abase form does not allow us to 
express this kind of uncertainty and, because of this 
expressive limitation, the KR service is much more 
tractable. 

This limitation on the logical form of a KB 
has other interesting features. Essentially, what it 
amounts to is making sure that the.re is very. close 

10Tbis is one form of what bu been called the cloud 'florid tu· 
n.mplion [8]. 

structural correspondence between the (explicit) KO 
and the domain of interest : for each entity iu the do­
main, there is a unique representational ,object that 
stands for it; for each relationship that it participat('!I 
in, there is a a tuple in the KO that corresponds to 
it. In a very real sense, the KB is an analogue of the 
domain of interest , not so different from other ana­
logues such as maps or physical models. The main 
advantange of having such an analogue is that it can 
be used directly to answer questions about the do­
m~n. That is, the calcu lations on the model itself 
can play the role of more general reasoning techniques 
much the way arithmet ic can replace reasoning with 
Peano's axioms. The disadvantage of an analog-ue, 
however, should a lso be clear: within a certain de­
scriptive language, it docs not allow anything to be 
left unsaid about the domain. 11 In this sense, an ana­
logue representat ion can be viewed as a special case of 
a propositional one where the information it contains 
is relatively complete. 

3.3. Logic Program Form 

The second restriction on the form of a KO we wiU 
consider is a generalization of the previous one that 
is found in programs written in PROLOG, PLANNER, 
and related languages. A KB in log-ic program form 
also has an explicit and an implicit part. The explicit 
KB in a PRO LOG prog-ram is a collection of first -order 
sentences ( called Horn sentences ) of the form 

Vx1 · · · Xn IP1 II··· II Pm ::, Pm+ d where 
m 2: 0 and each Pi is atomic. 

In the case where m = 0 and the arguments to the 
predicates are all constants, the logic program form 
coincides with the database form. Otherwise, because 
of the possible nesting of functions, the set of rel­
evant terms (whose technical name is the Herbrand 
universe) is much larger a nd may be infinite. 

As in the database case, if we were only interested 
in the universe of terms, the explicit KB would be 
sufficient. To understand the KB as being about the 

11 The sa.me is true for the sta.nda.rd a.na.loguell. One o( the 
things a m:i.p does not allow you to sa.y, for exa.mple, is tba.t a 
river pa.sses through one of two widely sepa.ra.ted towns, with­
out spec ifying which. S imila.rly, a. pla.stic model of a ship 
cannot tell us that the ship it represents does not have two 
smokestacks, without a.lso telling us bow many it does have. 
This is not to sa,y tha.t there is no t111cutaintv a.ssocia.te<l with 
an analogue, but tha.t this uncerta. inty is due to the coarseness 
or the a.na. logue (e.g. , how ca.refully the ma.p is drawn) r:i.ther 
than to its content. 



world, but in a way that is compatible with the an­
swers provided by a PRO LOG processor, we again have 
to include additional facts in an implicit KB. In this 
case, the implicit KB is normally infinite since it must 
contain a set of sentences of the form (a-/ t), for any 
two distinct terms in the llerbraod universe. As in 
the database case, it must also contain a version of 
the closed world assumption which is now a set con­
taining the negation of every ground atomic sentence 
not implied by the Horn sentences in the explicit KB. 

The net result of these restrictions is a KB that once 
again has complete knowledge of the world (within a 
given language), but this time, may require inference 
to ans.wer questioos.12 The reasoning in this case, is 
the ezecution of the logic program. For example, given 
an explicit PROLOG KB consisting of 

parent(bill,mary). 
parent(bill,sam). 
mother (l, Y} : -

parent(l,Y), female(Y). 
female(mary) . 

we know exactly who the mother of Bill is, but only 
after having executed the program. 

In one sense, the logic program form does not pro­
vide any computational advantage to a reasoning sys­
tem since determining what is in the implicit KB is, in 
general, undecidable. 13 On the other hand , the form is 
much more manageable than in the general case since 
the necessary inference can be split very nicely into 
two components: a retrieval component that extracts 
(atomic) facts from a database by pattern-matching 
and a ,earch component that tries to use the non­
atomic Horn sentences to complete the inference. Io 
actual systems like PROLOG and PLANNER, more­
over, the search component is partially under user 
control, giving him the ability to incorporate some 
of the kinds of procedural knowledge (or combinatoric 
advice) referred to earlier. The only purely automatic 
inference is the retrieval component. 

This suggests a different way of looking at the in­
ferential service provided by a KR system · ( without 
even taking into account the logical form of the KB). 
Instead of automatically performing th~ full deduc-

12Notice that it is impossible to state in & KB of th is form that 
(p V q) is true without st&ting which, or th&t 3zP(.i:) is true 
without sa.ying wh&t that :,: is. However, see the comments 
below reg&rding the use or encodings. 

131o other words, determining if & ground atomic senten~e· i5 
implied by a collection of Horn sentences is undecidable. 

tion necessary to answer questions, a KR system cou ld 
manage a limited form of i11ference and leave to t he 
rest of the knowledge-based system (or to the user) the 
responsibility of intelligently completing the inference. 
As suggested in [9], the idea is to take the "musclen 
out of the automatic component and leave the d iffic ul t 
part of reasoning as a problem that the overal l system 
can (meta-)reason about and plan to solve [10]. 

While this is certainly a promising approach, espe­
cially for a KB of a fully general logical form, it does 
haye its problems. First of all, it is far from clear 
what primitives should be available to a program to 
extend the reasoning performed by the KR subsystem. 
It is not as if it were a simple matter to generalize the 
meager PROLOG control facilities to handle a general 
theorem prover, for examplc. 11 The search space in 
this case seems to be much more complex. 

Moreover, it is not clear what the KR service it­
self should be. Ir all a KR utility does is perform 
explicit retrieval over sentences in a KB, it would not 
be much help. For example, if asked about (p V q), 
it would fail if it only had (q V p) in the KB. What 
we really need is an automatic inferential service tha.t 
lies somewhere between simple retrieval and fu ll logi­
cal inference. But finding such a service that can be 
motivated semantically (the way logical deduction is) 
and defined independently of the how any program 
actually operates is a non-trivial matter, though one 
we have taken some steps towards in [12 j. 

3.4. Semantic Network l~onn 

Turning now to semantic networks, a first observa­
tion about a KB in this form is that it ou ly contains 
unary and Linary predicates. For example, instead of 
representing the fa.ct that John's grade in cslOO was 
85 by 

Grade(john, cslOO, 85), 

we would postulate the existence of objects cal led 
"r;rade-assignmentsn and represent the fact a bout 
John in terms of a particular grade-assignment e as 

Grade-assignment (e) /\ Student(e, john)/\ 
Course(e, cslOO) /\ Mark(e, 85). 

This part of a KB in semantic net form is also in 
database form: a collection of function-free ground 
atoms, sentences stating the uniqueness of constants 
and the closed world assumption. 

14 Though ,ee [11] for some ideas in this direction. 
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The main feature or a ~emantic net (and of the 
frame form below), however, is not bow individuals 
are hand led, but the treatment of the unary predicates 
(which we will call types) and binary ones (which we 
will call attributes). First or all, the types are orga­
nized into a taxonomy, which, for our purposes, can 

be represented by a set or sentences or the form 15 

v'x[D(x):) A(x)]. 

The second kind or sentence in the generic KO places 
a constraint on an attribute as it applies to instances 
of a type: 

Vx[B(x):) 3y(R(x,y) II V(y))] or 
Vx [B(x):) R(x,c)]. 16 

This completes the semantic net Corm. 

One property of a KB in this form is that it can 
be represented by a labelled directed graph (and dis­
played in the usual way). The nodes are either con­
stants or types, and the edges are either labelled with 
an attribute or with the special label is-a.17 The sig­
nificance of this graphical representation is that it al­
lows certain kinds of inference to be performed by sim­
ple graph-searching techniques. For example, to find 
out if a ·particular individual has a certain attribute, 
it is sufficient to search from the constant represent­
ing that individual, up is-a link:1, for a node having 
an edge labelled with the attribute. By placing the 
attribute as high as possible in the taxonomy, all in­
dividuals below it can inherit the property. Compu­
tationally, any mechanism that speeds up this type or 
graph-searching can be used directly to improve the 
performance of inference in a KB of this form. 

In addition, the graph representation suggests dif­
ferent kinds of inference that are based more directly 
on the structure of the KB than on its lotrical con­
tent. For exa..-nple, we can ask bow two nodes are 
related and answer by finding a path in the graph be­
tween them. Given for instance, Clyde the elephant 
and Jimmy Carter, we could end up with an answer 
saying that Clyde is an elephant and that the favourite 
food of elephants is peanuts which is also the major 

i&see [131 for a discussion or some or the subtleties involved here. 

16There are other forms possib le ror this constrniot. For exam­
ple, we might want to S:\Y that everv R rather than ,ome R is a 
V. See also [14] . For the vari&nt we have here, however , note 
that the KB is no longer in logic progr&m form. 

17Note that the interpretation of an edge depends on whether its 
source and ta.rget are constants or types. For ex&mple, frqm 
& constant e to & type B, is-a says B(e), but from a type D to 
a type A, it is a taxonomic sentence (again, see !13]). 

product or the farm owned by Jimmy Carter. A typi­
cal method of producing this answer would be to per­
form a "spreading activation" search beginning at the 
nodes for Clyde and Jimmy. Obviously, this form of 
question would be very difficult to aI1!1wr.r for a l·~ U 
that was not in semantic IJet form. 

For better or worse, the appeal of the grap hical 
nature of semantic nets has lead to forms or reason­

ing (such as default reasoning 115]) that do not fa ll 
into standard logical categories anJ are not yet very 
well unJcr:itood [1GJ.l 6 This is a ca3<! or a representa­
tional notation taking on a life of its own and motivat­
ing a completely different style of use not necessarily 
grounded in a truth theory. It is unfortunate ly much 
e,l!licr to cl"c,velop algorithms that apprar to r<!J.'IOU over 
structures or a certain kind than to justify its reason­
ing by cxplaiIJing what the structures are saying about 
the world. 

This is not to say that defaults arc not a crucial part 

or our knowledge about the world. Indeed, the ability 
to abandon a troublesome or unsuccessful line or rea­
soIJing in favour of a default answer seems intuitively 
to be a fundamental way of coping with incomplete 
knowledge in the presence or resource limitations. The 
problem is to make this intuition precise. Paradoxi­
cally, the best formal accounts we have of defau lts 
(such as [171) would cl;~im that reasoning with them 
is even more difficult t!Jan reasoning without them, so 
research remains to be done. 

One final observation concerns the elimination or 
higher arity predicates in semantic networks. It seems 
to be a fairly common phenomenon that a certain gen­
erality of logical form can be avoided by introducing 
spl'ciul representatioIJal objects into the domain. In 
the example above, a special "grade-assignment" ob­
ject took the place of a 3-place predicate. Another 
example i~ the use of encodings of sentences as a way 
of providing (what ~ppears to be) a comp letely exten­
sional version of modal logic [18]. 19 Not that exactly 
the same expressiveness is preserved in these cases; 
but what is preserved is still fairly mysterious and 

I i A simple example of a default would be to make elcph,~nt 
have the co lour Krey but to allow anything below elephant 
(such 11s all,iu o-cfop h.,ut) to be linked to a different colour 
va.iue. To dctermiue the co lour or an individual would involve 
search in g 11p for a value and stopping when the first one is 
found, allowing it to preempt any higher ones. 

10 tndeed , some modern ,.,maotic network forma.lisrru (such a., 

[Ul)) 11ctua.lly include all of F'OL by cncodin~ sentences as 
terms. 
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deserves serious investigation, especially given its po­
tential impact on the tractability of inference. 

3.5. Frame Desc;ription Form 

The final form we will consider, the frame descri~ 
tion form, is mainly an elaboration o( the seman tic 
network one. The emphasis, in this case, is on the 
structure of types themselves ( usually called frames) 
in terms o( their attributes ( called slots) . Typically, 
the kind of detail that is involved includes 

l. values, stating exactly what the attribute of an 
instance should be. Alternatively, the value may 
be just a default, in which case an individual in­
herits the value provided he docs not override it. 

2. restrictions, s!ating what constraints must be sat­
isfied by attribute values. These can be value re­
strictions, specified by a type that attribute val­
ues should be instances of, or number restrictions, 
specified in terms or a minimum and a maximum 
number o{ attribute values. 

3. attached procedures, providing procedural advice 
on how the attribute should be used. Ao if-needed 
procedure says how to calculate attribute values if 
none have been specified; an if-added procedure 
says what should be done when a new value is 
discovered. 

Like semantic networks, frame languages tend to take 
liberties with logical form and the developers of these 
languages have been notoriously Jax in characterizing 
their truth theories [14]. What we can do, however, 
is restrict ourselves to a non-controversial subset of a 
frame language that supports descriptions of the fo!­
lowiog Corm: 

(Student 
with a dept is computer-science and 
with ~ 3 enrolled-course is a 

(Graduate-Course 
with a dept is a 

En gineeriog-Departmeot)) 

This is intended to be a structured type that describes 
Computer Science students taking at least three grad­
uate courses in departments within Engineering. IC 
this type had a name (say A), we could"·express the 
type in FOL by a "meaning postulate" of the Corm 

VxA(x) = 
[Studeot(x) /\ <lcpt(x, computer-science)/\ 

3yi Y2 Y3 (Yi 1' Y2 I\ Yi 1' Y3 I\ Yz 1' Y3 I\ 
... yl· ·· I\ 

· · · Y2 ·, • I\ 
... y3 ... )J. 

Similarly, it should be clear how to state equally 
clumsily2° in FOL that an individual is an instance 
o( this type. 

One interesting property o( these structured types 
is that we do not have to state explic itly when one 
of them is below another in the taxonomy. The de­
scriptions themselves implicitly define a taxonomy o( 
subsumption, where type A subsumes type fl if, by 
virtue of the form of A and fl, every in8tance of D 
must be an instance oi A. For example, without any 
world knowledge, we can determine that the type Per­
son subsumes 

(Person with every male friend is a Doctor) 

which in turn subsum,~s 

(Person with every friend is a 
(Doctor with a specialty is surgery)). 

Similarly, 

(Person with 2: 2 ch ildren) subsumes 
(Person with ~ 3 male children). 

Also, we might say that two types are disjoint i( no 
instance of one can be an instance of the other. An 
ex.ample o! disjoint types is 

(Person with ?! 3 young children) and 
( Person with :5 2 children ). 

Analytic relationships like subsumption and disjoint­
ness are a property of structured types that is not 
availble in a semantic net where all of the types are 
atomic. 

There are very good reasons to be intcrc:itcd in 
these analytic relationships [7]. In KRYPTON [1], a 
full first-order KB is used to represent facts about the 
world, but subsumption and di~joiutness information 
is also available without h ... ving to add to the KB a col­
lection of meaning postulates representing the struc­
ture of the types. The reason this is significant i~ that 
while subsumption and disjointness can be defined in 

20 Wha.t ma.kes these sentences especially awkward in fOL is 
the number restrictions. for example, the sentence "Therf! 
are a hundred billion st.s~ in the Milky W<\)' G.sluy• would 
be translated into an FOL sentence with on the order or 10~2 
conjuncts. 
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terms of logical implication,21 there are good special­
purpose algorithms for calculating these relationships 
in frame descriptiop languages. Again, because the 
logical form is sufficiently constrained, the required 

inference is much more tractable. 

As it turns out, frame description languages are 
themselves a microcosm . of the tradcofI between ex­
pressiveness and tractability. If we imagine a lan g-uage 
of structured descriptions specified by a grammar of 
types and at tributes, we get a family o[ dialects by in­
cluding or omitting certain formation rules.22 In one 
dia lect, we might allow a description to place a maxi­
mum on the number of attribute values, for inst ance, 
but not a minimum. As discussed in ['.:!OJ, the remark­
able property of these dialects is that a small increase 
in expressive power can make subsumption completely 
intractable. To keep subsumption manag-eable, the in­
clusion of certain formation rules has to be compen­
sated by the omission of others. Because it is relatively 

easy to cross the threshold from the tractable to the 
intrac table, structured description languages seem to 
be a good place to ~tudy the tradeoff between cxprcs­
sivenes and tractability, and perhaps even to discover 
the fund amental parameters that control it. 

4. Conclusions and Morals 

In this final section, we step back from the details 
of the specific representational formalisms we have ex­
an1ined and attempt to draw a few conclusions. 

An important observation about these formalisms 
is that we cannot really say that one is better than 
auy other; th ey simply take different positions on the 
tradeoff betwren expressiveness and tractability. For 
example, full FOL is both more expressive and less ap­
pealing computationally than a language in 9emantic 
net form. Nor is it reasonable to say that expressive­
ness is the primary issue and that the other is "merely" 
one of efficiency. In fact, we are not really talking 
about efficiency here at all; that, presumably, is an 
issue of algorithm and data structure, concerns of the 
Symbol Level [l]. The tractability concern we have 
here is much deeper and involves whcth.~r or not, it 

21 Specific a. Uy, type A subsumes type B iff the meaning postu­
lates for A and B logicallj, implj, Vz [B(z) :::,A_(z)J . 

22The fact that these la.ngua.ges ha.ve a simp_le ,truci~ral form 
(a.s exh ibited by formation ru les) does not mean that th ey 
ha.ve a simple logical form (as exh ibi ted by mca.ning postu la.tes), 
however. 

makes sea ge to even think of the lang- uage as compu­
tationally based. 

From the point of view of t hose <loin g- research in 
KR, this has a very important conscq1Jence: we should 
continue to design and examine represe nt a tion lan­
guages, even when th ese /a11 guages can be vie wed as 
special cases of FOL. What really co unts is that these 
special ca.~<·s be i11t errst in g both from th e po int of vi"w 
of what they can represent, an<l from th e pui11t of view 
of th e rcaso11in g- s tratr gics thry pe rmit. A ll o[ the for­
malisms we have examined above sa tisfy (ll(•sc two re­
q uircmrnt ~. To dismiss a la 11 g-uai;e as j ust a suhsd of 
FOL is probab ly as mislca<liug as <li.m1bsi11g th e no­
tion of a con tex t-free grammar as ju st a sprcial ca.~e 
of a context-sens it ive one. 

What truth in advertisi ng docs require, however, is 
that th ese special cases of FOL be iJcntilled as such. 
Apart from allowi11g- a sys tematic comparison of rep­
resentation langu agrs (a.<! positions on th e tra<leoff), 
this might a lso encourage us to consider systems that 
use more than one sub language and reasoning- mech­
anism (as suggested for equality in [21]). The KRYP­
TON langu age, for example, includes all of FOL a11d a 
frame description lang-uag-e. To do the necessary rea­
soning-, the system coutai ns both a theorem prover and 
a description subs umption mechanism, even though 
the former cou ld do the job of the latter (but much 
less efficient ly ). The trick with these hybrid systems 
is to factor the reasoning task so that the specialists 
are able to cooperate and apply their optimized a lg-o­
rithms without interferin g with each other. 

These considerations [or designers of representation 
languages apply in a simi lar way to those interested 
in popu lating a KIJ with a theory of some sort . A 
good first step mig-ht be to write down a set of first­
order sentences characterizing the domain, but it is 
somewhat naive to stop there and claim that the ac­
count could be made compu tational after the fact by 
the inclusion of a tiJeorcm prover and a few well cho­
sen heuristics. What is really needed is the ( much 
more difficult) analysis of the logical form of the the­
ory, keeping the tradeofI clearly in mind. An excellen t 
example of this is the representation of time described 
in [22]. Allen is very careful to point out what kind 
of information about time cannot be represented in 
his system, as well :!.'I the computational a<lvantag-c he 
gains from tlfri limitation. 

For the future, we sti ll have a lot to learn a bout 
the tradeofI. It would be very helpful to accu mu-
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late a wide variety of data points involving tractable 
and intractable languages. Especially significant are 
crossover points w_here small changes in a language 
change its computational character completely. More­
over, we need to know more about what people find 
easy or hard to handle. There is no doubt that peo­
ple can reason when necessary with radically incom­
plete knowledge (such as that expressible in full FOL) 
but apparently only by going into a special problem­
solving or logic puzzle mode. In normal common sense 
situations, wht'n reading a geography book, for in­
stance, the ability to handle disjunctions (say) seems 
to be quite limited . The question is what forms of 
incomplete knowledge can be handled readily, given 
that the geography book is not likely to contafo any 
procedural advice on how to reason. 

In summary, we feel th a t there are many interesting 
issues to pursue involving the tradeoff between expres­
siveness and tractability. Although there has always 
been a temptation iu KR to either set the sights too 
low (and provide ouly a data structuring facility with 
little or no inference) or too high (and provide a Cull 
theorem proving facility), this paper argues for the 
rich woi:ld of representation that lies between these 
two extremes. 
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Abstract. Co ntrol or strategic k>1owl,~d3e is 
necessary to enabl e knowl edge based systc,ns ~o ntainin g 
large numbers o f facts to choose 3ppropriately among 
these facts. In th i s paper, an arcbite,:ture is 
presented that allo ws suc h knowl edge to be stated in 
the same language t hat is used to express facts about 
the domain. This architecture is obtained by creating 
a reflective (( 12]) architecture based on a Horn 
clause processor. 

tntroducti on 

Much of the power of a knowled ge-based e xpert 
system lies in its abil i ty to apply a large amount of 
knowledge to a variety of problems . Howev er , as the 
amount of knowledge gro ws , an increasingly 
sophi sticated inference e ngine or control component is 
necessary to extract only the facts relevant to a 
pr ob lem at hand. 

Past research has suggested that o ne way of 
providing sophi sticated co ntrol is through an 
architecture which includes a knowl edge base of facts 
pertaining to contro l ((2,13]). Indeed , it has been 
argued that , given that an e xpe rt system must ac quire 
its knowledge through interaction with experts , and 
that experts ' knowledge consists to a large deg ree of 
control st rategi es , that it is essential that this 
kno wl edge be represented in a kn owledge base ((13]). 

In this paper an architecture based on a 
combination of a Horn clause knowledge base and 
Smith's concept of reflection ( [ 12]) is presented. It 
is then shown how various schemes for controll in g 
deduction currently used in knowledge based systems 
can be expressed in the framework of t hi s 
ar c hitecturP.. 

A major motivation for the use of a knowledge 
base of strategic knowledge is, of co urse, the 
potential improvement in the effici e ncy o f the s ys tem. 
There are however, other strong ,noti vat ions. 

Firstly, kn o wl edge bases are designed to be easy 
to modify. Wh en co ntrol s trategies a re stored in s uch 
a knowl edge base, the techniques used to acquire 
factual knowledge can also bP. appli,~d to the 
acquisit i o n of strategic knowledge. In systems where 
control is held by a n inferenc e engine coded in some 
programming language, the expert would hav e to 
communi cate his strategies to a programmer who would 
have to modify the program. For example , in a system 
to give inv estment advice describ ed by Davis ( [2]), an 
expert might want the system to know that " when 
dealing with older s ubj ects avoid facts which would 
support conclusions advising high risk investments". 
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This rule captures t he knowledge that .-Jedu,~t i ons f,;r 
older s ubj ects will ne ver r esult in su~gestions for 
high risk investments, ;ind 1:hal: U11-~ systt~rrJ s.~1ould 
therefore avoid bad search paths by avoidinto c:,;r•.:i;.,1 
classes of knowledge . If such rules c1re st,;red in a 
knowledge base, it is just as easy to acquire them 
from the e xpert ,is it is to acquire the fact that 
" Co,~pany ~ is a high risk investment". 

Secondly, programs can use the co ntrol knowledge 
base as data and reaso n about it o r witl1 ii;. Tni., is 
important for til e e xplan<1tion <:ompone nt of the expert 
syst em in che traditional arc hi tect ur e the 
explanation co,nponent would have to be modified each 
tLne the inference engine were c ha nged. Mor e 
impo rtantly, one can use an inference engine wh ich can 
ded uce fr om the strat~gie kno·,;le·ige a nd the state o f 
the problem sol ut i,;n t ;H best strateg y to follow at a 
:,;iven time . In additio n, a program can use the 
st rategic knowledge base and the hisL,;ry of v<1rious 
processes to deduce new strategies . Tnis is 
illustrated by Lenat's AM system ([9]). 

The above are examples of the use of knowledge 
in more than one way. This ;,~ . '1::,weve r, a major 
motivation for the us e o f a knowledge represe ntation 
languag e to expr ess the factual knowledge o f a domain 
( [ 11]). Similarly , the representation of co ntrol would 
e(j• l'llly benefit from the abstract i on and 
organ izational mecha ni sms provided by these languag es. 
It therefore makes sense to apply Hayes' m,indata ('.7ll 
and use the same language to represent both factual 
knowledge and strategic knowledge . 

A Reflective Horn Clause Ar c hitectur e 

Expressing Facts 

Horn clauses as in ( [8]) a r e used as the 
kno wledge base language. Horn clauses repr esent 
knowledge as implica tions having one consequent which 
follows fr om the conjunction of zero or more 
an tecedents. All variables are univ ersally qua ntifi ed. 
An example , in the not ation used in this paper , is 

(Uncle $uncle $person) <= 
(Father $ fath er $person) 
(Brothe r $father $uncle ) 

Atoms such as " $uncle" are variables. The clause 
states that for any three pe o ple '' $father", "$uncle", 
and " person", if " $father " is the father of "$person" 
and the brother of " $uncle" then " $uncle" is the un cle 
o f "$person ". 



The knowledge used to make control decisio ns 
consists of facts about the clauses in the knowledge 
base. These facts must be represented as clauses which 
contain constant symbols which refer to other clauses 
in the knowledge base. Control knowledge can also 
refer to the individual terms (consequents and 
antecedents) of other clauses. The following is an 
example of facts that might be known about a clause: 

(clause :consequent %c1 (P '$x '$y)) <= 

(clause:antecedents %c1 %a1.1) <= 

(ante:first $a1. 1 (Q '$x ' $y ' $z)) <= 

(ante:rest %a1.1 %a1.2) <= 

(ante :first %a 1. 2 (R '$z)) <= 

(ante:rest %a1.2 nil) <= 

(priority %c1 9) <= 

The special constant symbols that start with "%" are 
used to name objects that name clauses and parts of 
clauses. The notation "' $z" names the variable "$z", 
In the example, "$c1" is a constant symbol 
representing a clause with consequent " (P $x $y) " and 
antecedents "(Q $x $y $z) (R $z)" having priority 9, 
The predicates ante:first and ante:rest represent a 
list of antecedent~ote that there is no special 
meaning in the predicate names contai nin g a colon; 
this is mer ely a convention used to group related 
predicates. . Thus "clause :consequent" and 
"clause :antecedents" a r e two predic ates that have in 
common the fact that the first argument is a clause. 
Note also that the first six clauses provide a 
representation of the clause; that is, the same 
information that is contained in the representation 

(P $x $y) <= {Q $x $y $z) (R $z) 

while the clause containing the predicate "priority" 
is an additional fact about the clause. This latter 
fact might be useful in control ling a deduction which 
uses "1,c1". 

The inference engi ne on which the architecture 
is based is a simple backward cha ining interpreter of 
the clauses. This inference engine maintains a set of 
goals which are terms of Horn clauses with values 
(which may contain othe r variables) for the variables. 
Inference proceeds by choosing one of these goals, 
finding a c lause whose consequent unifies with that 
goal, and replacing that goal with the antecedents of 
the matchin g c l ause with an assignment of values to 
the variables as specified by the unification. If 
there is no matching clause it is necessary to 
backtrack to an earlie r state in the sequence of 
infere nces and choose an alternative matching clause. 
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Reflection 

Brian Smith ' s procedural reflection arises from 
wh at he calls the process reduction model of 
computation. In this model, a process can be 
decomposed into anot her process called a processor 
acting on a procedure represented in the machine. Thus 
an accounting process implemented in LISP can be 
decomposed into a LISP processor and a LISP proced ur e 
represented in the machine by cons cells. Similarly , 
the same accounting process might have been 
implemented as a set of Horn clauses and an processor 
for Horn clauses. In this case the set of Horn clauses 
is a knowled ge base and the processor is the inference 
engine. 

Smith then notes that the decomposition of a 
process can be continued by decomposing the processor. 
For example, the LISP processor could be viewed as a 
processor for some high l evel language executing a 
program text which de scribes a LISP processor. The 
interesting case is that in which the processor for a 
language A is decomposed into a processor for the 
languag e A and a text in language A describing that 
processor. This i s achieved, for example. when one 
applies LI SP' s eval t o a re presentation of itself and 
some LISP program:-sinith calls the representation of 
the processor in the language it is pr ocessing a 
meta-circular processor. Similarly, one c an write a 
set of Horn cl auses which when processed by a Horn 
c 1 a use processor i tse 1 f acts as a Horn c 1 a use 
processor. Kowal s ki ((8)) gives an example of such an 
processor. 

Consider a situation in which a Horn clause 
processor, P, is processing a a Horn clause knowledge 
base. In particular, let M be a subset of this 
knowledge base which impl ements a meta-circular 
processor for Horn clauses, and assume that the goals 
maintained by Pare terms of the clauses of M. Thus 
the processor P is in effect executing the meta­
circular processor, M, which will be -therefore be 
processing a subset H of the knowledge base. Now 
suppose a clause C which is not in M matches a goal in 
P' s processing o f M. This clause will represent some 
fact about the clauses H and the state of the 
processor ( implemented by M) processing them. If , 
furthermore, control returns to M after the processing 
of C, some processing will hav e occ urr ed which might 
affect the continued executio n of M. A system 
suppo rt s procedural reflection when it allows the 
augmentation of its meta-circular processor M with 
clauses such as C. Notice that the ability to augment 
the knowledge base with clauses which reason with the 
program and the state of the process is exactly what 
is required a system in which control knowledge is 
represented. 

This model can be extended to allow arbitrary 
decomposition of the processor. In effect, the system 
can be viewed as an infinite tower of meta-circular 
processors eac h processing the one below, that is, H 
is processed by M whi ch is processed by M, etc. At any 
level clauses from the knowledge base might affect the 
course of execution. 



The architecture for controlled knowl edge bases 
is based on such a model. As in Smith, r eflection is 
restricted to significant points in the execution 
cycle of the processor. In Smith's 3-LISP reflection 
occurn at the point when the processor looks at the 
functi on positi on of an s-expression: if the function 
is one that is designated reflective, its body is run 
at the level of the processor. An analagous Horn 
clause system would be one in which certain predicates 
are designated reflective and when a goal using such a 
predicate is encountered, its antecedents become goals 
of the processor of the processor. In t he Horn c lause 
architecture of this paper,. however, reflection can 
occur at more points in the co ntrol cycle. Moreover, 
these points are those at which knowledge s upplied by 
the expert is useful to make co ntrol decisions. At 
signifi ca nt places in the contro l cycle , the processor 
of the processor attempts to match goals of the form 

(control <arguments> <name of place in control 
cycle>) <= 

<body> 

whi ch if matched indicate a reflective situation where 
the body is pr ocessed at the level of the processor. 
For exampl e, s uppo se "%a1.1" is the goal which ha s 
been matched against the clause knowledge base; then 
if the c lause 

(control $history $conflict-set $node %a1. 1 $clause 
CHOOSE-MATCH) <= 

<body.> 

is in the clause knowledge base at the level of the 
processor, <body> will be executed at the level of the 
processor. 

Smith's restrict ion on the origin of reflective 
activity is what makes possible an implementation o f 
~n architecture containing an arbitrary number of 
levels. Since r eflective activity arises from obj ec ts 
encountered in the processing from th e bottom up, at 
most a finite number of levels can be affected by 
reflective code at any time. The implementation can 
therefore consist of a processor P that simulates an 
infinite tower of meta-circular processors in which no 
reflection occurs. It would be P that processes a copy 
of the meta-circ ul ar processor plus reflective code, 
M+, which processes another M+, and so on until a copy 
processes H, the Horn clause program. If no r eflection 
has occurred, P can proce ss H directly. Also, P can be 
written so that, should it detect that the M+ below it 
no longer is affected by r e flectiv e code it can absorb 
that processor and run one l evel closer to H. When a 
control c l ause such as the one abo ve is encountered, a 
new copy of M plus the relevant control clauses is 
added between P and the previous M+ . 

~ Meta-Ci r cular Processor 

The state of a process is described by a tree of 
nodes containing the hi s tory of the process. Each node 
contains a set of goals that hav e not yet been 
executed. A chil d is derived from its parent by the 
inference rule: a goal is chosen, a clause whose 
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consequent unifies with that goal is found, and the 
child's set of goals consists of the goals of the 
parent in which the goal that was unified is r eplaced 
by the antecedents of the unifying clause. A node is 
marked ope n if it contains goa l s that may stil l unify 
with clauses i.n the knowledge l,ase. It ia marked 
success if it contains the empty set of goals, and 
failure if all its children a re marked failure and no 
further children can be generated . This processor 
diffe rs from one suc h as Ko walski's ((8)) in that the 
representation of the hi sto ry allows explicit control 
of backtracking. 

Given this s tructur e , the following choi ce 
points can be identified in the inference algorithm: 
1) choosing a node in the history tree. Two uses 
for this are: a) locating a place in the tree to 
resume processing should a leaf fail (backtracking), 
and b) switching from node to node in successive 
execution cycles to pursue more than one line of 
reasoning at a time. 2) choosing a goal in the 
nod e. Choosing a most recently included goal is depth 
first processing while c hoosi ng an oldest goal is 
breadth first processing. 3) choice of a clause 
cc:, ntext. A common way of making matching more 
e fficient i s to attempt to ma tch only a subset of the 
clause database. 4) choice of a member of the 
conflict set. The algorithm generates one new node a t 
a time. Howev er, the sea rch for matching clauses will 
return all those that match. Confl i ct resolution 
involves c hoosing among t hese for a si ngl e clause to 
use. OPS5 ((10)) has a complicated conflict 
resolution algorithm involving how recently a clause 
was added to the knowledge base, statistics about the 
goal that is matched, etc. Note that a simpler system 
coul d avoid this step by using step 3) to choose 
orderings of clauses and then use " take the first 
matc h" as a conflict resolution st rategy. However, it 
might be the case that decisions ca n be made based on 
properties of the conflict set as a whole. 

The following is a sketch of a meta-circular processo r 
which allows reflective reasoning at these choice 
points. The predicate " solve" corresponds to 
Kowalski ' s "Demo". The details of procedures such as 
"find-unifying-c l ause" are suppressed. 

(so lve $history $clauses $result) <= 
(choose-node $history $c lause s $node) 
(choose-goal $node $clauses $goal) 
(c hoo se-clause $node $goa l $clauses $new-

clauses) 
(find-unifying-clause $node $goal $new­

clauses $conflict-set) 
(choose-match $hi story $conflict-set $node 

$goa l $clause) 
(create-leaf $history $node $goal $clause 

$new-history) 
(solve $new-history $new-clauses $result) 

(choose-node $history $clauses $node) <= 
(control $history $clauses $node CHOOSE-NODE) 

(choose-node $history $clauses $node) <= 
(default-choose-node $histo ry $c lauses $node) 

(choose-goal $node $clauses $goal) <= 
(control $node $clauses $goal CHOOSE-GOAL) 

(c hoose-goal $node $clauses $goal) <= 
(default-choose-goal $node $clauses $goal) 



. ·/ 
' , 

(choose-match $history NIL $node $goal $clause) <= 
(mark-node $node FAIL) 

(choose-match $history $con flict -set $node $goa l 
$c lause) <= 

(control $history $conflict-set $node $goal 
$clause CHOOSE-MA TC H) 

(choose-match $hi story $conflict-se t $node $goa l 
$clause) <= 

(d efa ult-choose-match $history $co nflict-set 
$node _$clause) 

(choose-clause $node $goal $clauses $new-clauses) 
(: 

( co ntrol $node $goal $c lause s $new-clauses 
CHOOSE-CLA USES ) 

(choo se-clause $node $goal $clauses $new-cl auses) 
(: 

(default-choose-clause $nod e $goa l $clauses 
$new-clauses) 

The explicit choice pci nt s a r e rul es with the heads 
"( choose-<x> ... ) " where x names the choice points. If 
no control clause is located , the backtracking results 
in the execution of the default case. In general a 
control goal is invoked with bindings for all but the 
last variable, and the execution of t he body is 
expected to bind the last variab l e with a value which 
will be used in the next s tep of t he contro l cycl e . 
For example , a con trol goal of type " CIIOOSE-MATCH" 
provid es a goal tree, a confl i ct set , a node, and a 
goal, and is · expected to bind to "$clause" a clause 
from those in t he conflict set which wil l be used by 
"create-leaf" to create a new node . 

The processor which executes t hi s meta-ci r cular 
processor takes as its default control decisions the 
f ollowin g: goals are expanded dep th fir st from left to 
right (in the textual representation), con fli cts are 
r esolved by taking the first match encountered in 
reading the text, and backtracking occurs at the most 
r ecent choice. 

An important feature of the arc hi tectur e i s t hat 
clauses containing t he t e rm " (assert <a-cla use>) " 
r esult in t he addition of the clause " <a-cla use> " to 
the knowl edge base. Thi s enab l es t he meta-c ircular 
processor and contr ol clauses in t he knowledge base to 
r eco rd the state of a series of inferences for use in 
sub sequent contro l cycles. For exampl e, r eflect iv e 
code might want to assert additional facts about nodes 
in the control tree wh ich subsequent calls to control 
clauses of the type "CHOOSE-NODE" mi ght use. 

Applications 

The a r chitect ur e above allows s trategic 
knowledge t o be ex pr essed as Horn clauses . Note that, 
although control results from clauses containing the 
control predicate, t he antecedents can involv e 
arbitrary predicates and arbitrarily complicated 
rea son ing involving knowl edge about clauses, goals, 
nodes , etc. Ex ampl es o f suc h meta-knowledge i ncl ud e 
simpl e facts such as 

(priority ,;c109 10) <= 
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which assigns a priority to a clause which could be 
used to by the body of a control clause for conflict 
r esolution, or more compli cated implicdtions such as 

(r elevancy %c 122 $glow) <= 
(type $g hi gh-risk) 

whi c h states that a ce r tain clause i s not very 
relevant to high risk goals. This section illustrates 
how co ntrol clauses a nd meta-knowledge can be used to 
expr ess various schemes for controlling deduc tion. 

First, the abi l ity to c hoose a node in t he 
history tree allows sophi sticated backtracking 
sc hemes . For example, one could write co ntrol rul es 
whic h record the dependencies between goals and rules , 
t hat is , rul es that r eco rd the fact that a given goa l 
appears in a give n node due to the application of some 
pa rti c ul ar clause to some other node. The body of a 
"CHOOSE-NODE" co ntrol rule co uld then return the node 
where that inference occurred , and thereby implement 
dependency directed bac ktracki ng as, for exampl e , in 
AMORD ([14]). 

Secondly , choice of a goal is impcrtant for the 
eff iciency of an expert s ystem. In the reflective 
architecture, the processi ng invoked through the 
bodies of control rules al low arbitraril y complic ated 
processing to choose a goal . Through a rul e suc h as 

(control $node $rules $goa l CHOOSE-GOAL) <= 
( goal-plan ner .... ) 

one can invoke a planner such as that described by 
Corkill and Lesser ( [ 1 J) for their goal direc ted 
HEARSAY-II architecture. 

The goal se l ect i on choice point a l so corresponds 
to the Hearsa y-III architecture descdbed in ([3 ]). 
The set of active goals in the current node compar es 
with the Hear sa y-III co ntrol blackboard , and control 
r ul es whi ch are invoked by the pr esence of ce rtain 
goa l s i n the curr ent node compa r e with control 
knowledge so ur ces. 

As mentioned above , t he choose cla use cho i ce 
point allows the implementation o~use set 
partitioning. An example of this i s Ceorgeff ' s scheme 
( [6]) in whi c h the control knowledge cons i sts of 
constra ints on the sequence of invocatio n of clauses 
as expressed , for example , as a regular e xpression: 

%cl, (%c2, %c3 , %c 4) * 1,c5 

The "1,ci" name clauses , and the regul ar expressio n 
ex pr esses the fact that a l ega l execution consists o f 
a call to " '.te l" followed by zero or more se que nces o f 
calls to "lc2 " then " %c3 ", then "%c4", followed by a 
call to "'.t c5 ". One of the co ntrol clauses wh ich could 
implement thi s might be 

(control $node $goal $c l auses [ %c2 , %c5} CHOOS E­
CLAUSES) <= 

(last-call 1,c4) 



which means that the new 
"%c2" and "Sc5" if the 
(assuming a control clause 
which clause it called). 

clause partition contains 
last rul e ca lled wa s "%c4 " 

in choose-match records 

Finally, choices from the conflict set 
correspond to the meta-rules of Davi s ' program 
TIERESIAS ([2]), In thrs---ca'se-;- the control clause 
invokes a procedure which chooses from the conflict 
set the match most likely to succeed. The reflective 
architecture, in fact, solves a probl em mentioned by 
Davis: in his system, conclusions made at one 
invocation of the meta-level cannot by used by a 
subsequent invocation. 

Re l ated Work 

As mentioned earlier, the concept of procedural 
reflection as used in this paper comes from the work 
of Brian Smith. His work involved the creation of a 
reflectiv e dialect of LISP which he called 3-LISP. 
This was then used to show how reflection provided a 
clean me~hanism for defining common additio ns to LISP 
such as the functions "catch" and "throw". 

Secondly, as is also clear in the above, Davis's 
work with meta-rules has strongly influenced the 
reflective architecture. In fact, the reflective 
meta-circular processor bears resemblanc e to his 
execution cycle. The reflective architecture differs, 
however, in the addition of locations wher e meta-level 
reasoning may occur (i.e. choice of nod e , etc.), and 
in the ability of meta-lev el reasoning to rec ord 
conclusions to influence meta-lev el reasoning at 
subsequent choice points and s ub se quent execution 
cycles. In addition, the Horn clause system has the 
ability to sto re facts about clauses , nodes, goals 
etc. (e.g. the relevance of a c lause to a goal) that 
is missing in Davis's system. 

Finally, the meta-level architect ur e described 
in ([4] and ([5] addresses the pr oblem of con trolling 
the problem solving activity of a program. This 
architecture involves a theorem prover which deduces 
facts, the operation and arguments, about a desirable 
action whi ch is the passed to a proces so r for 
execution. Th e meta-level architecture is presented as 
a general scheme for whi c h decisions such as the 
natur e o f the processo r and the number of meta- l eve ls 
must be made for each applicat i on. In contrast, the 
reflective . Horn clause architecture has a spec ific 
processor whi c h is representable in the knowledge 
base, and the level changing implementation allows an 
arbitrary number of reflective l evel s. 

This paper describes an architecture for expert 
systems which provides the ability to describe control 
knowledg e in the same language used to describe fa cts 
about the world. It has been shown in the past that 
such control knowledge is necessary in the 
implementation of efficient and understandable ex pert 
systems. The paper illustrates that the r eflective 
rlr0hitecture nicely captures many control schemes 
previously proposed. 
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The architecture has been lmpl•!>nent.?d on a VAX 
computer •Jsing Franz LISP. This implementation 
consists of a processor which simulates an infinite 
Lo wer 0 f pr"OC8Ssors , -Hid a meta-circular processor as 
de sc ribed above. 
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Abstract 

Yucca is an operating system expert consultant 
currently under development at Los Alamos National 
Laboratory and the University of Vermont . It consists 
of two modules, the natural-language front end, which 
translates natural-language queries to and from the 
formal query language Quelya, and the knowledge base, 
which uses -a completely formal representation of the 
behavior of the operating system to answer the Quelya 
queries submitted by the front end. In this paper the 
overall architecture of the knowl edge base is 
outlined . 

1. Introduction 

Yucca is an operating system expert consultant 
currently under deve lopment at Los Alamos National 
Laboratory and the University of Vermont. It is 
designed td provide expert help to experienced 
computer users who are encountering a new operating 
system for the first time. To automate such 
assistance, a utility must go beyond the capabilities 
of ordinary operating system help facilities in 
several respects. First of all, the user must not 
need to know the name of the appropriate command to 
get help. In other words, the system must be able to 
answer questions of the "How do I ... ?" variety. For 
example, a user desiring to delete a file must not 
need to know the name of the delete command in order 
to get further help. Second, the expert helper must 
be able to provide information about the static 
structure of the system; questions of the "What is 
user may wish to know what a pipe is !in UNIX(aJJ. 
Tilird, the expert helper must have enough knowledge of 
other systems to be able to provide meaningful 
responses to questions not directly applicable to the 
current system. For example, a TOPS-2olbJ user may 
ask a UNIX consultant about online file expiration. 
Yucca has been designed to take all of these issues 
into account. 

Communication with the us er is in natural 
English. Any other interface would require the user 
to learn the language of the expert system, which 
would be self-defeating. Yucca is a utility which 
exists as an independent s ubsystem of a currently 
existing operating s ystem. This is in 
contradistinction to systems such as Cousin 15,61 and 
Sara 131, which are integral help s ystems and which 
involve rewriting part s of the command language 
interpreter. Such integra l help systems can provide 
detailed information on how to use a given utility, 

(a) 
(b) 

This work was performed in part under the auspices 
of the United States Department of Energy. 
UNIX is a trademark of Bell Laboratories. 
TOPS-20 is a trademark of Digital Equipment 
Corporation. 

-159-

Robert J. Douglass 
Los Alamos National Laboratory 

C-10, MS 8296 
Los Alamos, NM 87545 

but they require that the user know which utility he 
needs, and thus violate the first condition listed 
above. 

Yucca is designed to aid in the use of basic 
commands; it is not intended to be a command language 
version of the Programmer's Apprentice 181. The type 
of answers which it supplies is limited to those which 
can be accomplished using a single command, or a 
simple sequence !UNIX piping> of commands. 

Yucca is an outgrowth of the earlier system UCC, 
which was reported in [ 2 J . It is currently being 
impfg,mented in Franz Lisp for BSD 4.2 UNIX running on 
VAX hardware. However, the design also encompasses 
basic concepts from other operating systems, such as 
TOPS-20, so that users switching from such systems can 
have their questions answered intelligently. 

2. ~ Rationale 

The behavior of operating system commands is 
completely and formally describable. Once a query is 
understood, the problem is one of finding a correct 
answer; there is no concept of degree of correctness. 
To exploit this structure of knowledge, we have 
divided the system into two distinct but 
interconnected modules. The knowledge base provides a 
completely formal representation of the behavior of 
the operating system. It receives input in the form 
of formal queries in the specially designed query 
language Ouelya and produces output which binds the 
variables of the query. The interface of the user to 
this knowledge base is provided by a separate module, 
the natural-language front end. The role of this 
module is to translate natural-language queries into 
equivalent Ouelya requests and to convert bindings of 
these requests into natural-language answers . Thus, 
its purpose is similar to that of the natural - language 
co mponents of database systems such as Planes (71 and 
Team C 4 l, although the nature of the formal queries 
makes its design quite different. We note that this 
philosophy is distinctly different from that used in 
the UNIX consultant UC f9l, in which the natural­
language module is deeply involved in knowledge 
representation. 

In this paper, the overall architecture of the 
knowledge base is outlined. Details of the natural­
language front end will be discussed in a separate 
report. 

- -----------------------------------------
(cJ VAX is a trademark of Digital Equipment 

Corporation. 
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In a conventional (nonprocedural> relational 
database query language, answering queries corresponds 
to the process of binding free variables in a first­
order formula. For example, retrieving the set of all 
employees who make at least $30000/year may be 
expressed as 

< x I employee (x) A ( sa lary(x) ~ 30000) > • 

In Ouelya, there are two basic query formats, 
static and dynamic. Static queries are analogous to 
conventional database queries and are used to retrieve 
simple definitions. For example, the natural-language 
query "What is a pipe?" would be represented in Ouelya 
as 

(Find x ( x = description("pipe"lll, 

which is the Lisp-like Ouelya notation for 

l x I x = description("pipe"l) }. 

Just as static queries make use of a first-order 
static logic, dynamic queries make use of a first­
order dynamic logic. Statements in such a logic 
follow the general flavor of Hoare-style propositional 
semantics [l J. The query "How do I list the contents 
of a file with control characters displayed?" is 
represented in Quelya as 

(Find ·1p1 Fl 01> 
<Dyn IP F Ol 

(Define P 
< <Clauses 

IExistsfile (IX> l 
ltype( f.ilellX > > = "plain " l 
(Addnecessary Pl lJ)) 

(Define F 
I ( transform Fl>> 

IDefine O 
( (Clauses 

1Contents(file(standard-output(%userl>> 
:K contents(file<IX>> 

(visible-nonprinting-characters 
(contents (file(standard-output 

(%user)))) = "yes") 
(Addimplications 01>>>>. 

Here P represents the precondition of the action, F 
the action, and O the postcondition of the action. 
This is represented in more familiar notation as 
<P>F<O>. The string IX designates a generic file 
path, while %user represents the terminal connection 
of the current user. Pl, Fl and 01 are the variables 
to be bound in the query. Fl names the action and is 
the primary variable to be bound. It will be bound to 
"cat -v" for the above example. Pl is bound to any 
secondary preconditions, in this case, to a statement 
that the file of IX must be readable and the standard 
output device of the user must be writeable. 

• Similarly, 01 to be is bound to any secondary 
postcondlt.J.ons. The assig nment ":=" in the 
postconditions relates values before the action to 
those after; it can be formally eliminated by 
introducing new variables assigned in the 
preconditions . 

This format may be used to express a wide variety 
of dynamic query types. However, at the present time, 
Yucca is only equipped to answer dynamic queries of 
the "How do I..?" variety, in which the action is the 
primary item to be bound. 

4. Fundamental Components o.f .t.be Knowledge au. 
The knowledge base consists of two components, 

the encyclopedia and the formal semantics module. The 
encyclopedia is comprised of simple English language 
paragraphs describing key items, such as pipes and the 
overall file structure . It is used in a completely 
straightforward fashion to answer static queries and 
will not be further discussed in this paper. 

The formal semantics module is comprised of the 
object and type definitions, the static predicates, 
the command semantics, and the item templates. The 
object definitions form the central core of the 
knowledge base. Objects currently modelled include 
files, directories, devices, terminal connections, and 
users. Each object definition consists of a 
hierarchically organized set of attributes. Part of 
the definition for the object type file is given 
below. 

Intrinsic attributes: 
node-definitions lset-of (file-nodell 
owner I user - id l 
mode: 

protection !protection- type] 
type !file-typel 

contents (sequence-of(byte>l 

Extrinsic subattributes of contents: 
< condition (type : "plain" 

or type= "device"» 
numbered-lines !linetype l 
visible-nonprinting - characters !yes-nol 
end-lines-marked !yes-nol 
tabs-·marked Cyes-nol 
single-spaces !yes-no l 

Intrinsic attributes are those which any instance of 
the object must have at all times (whether or not the 
value is actually known> . Extr.J.nsic attributes, on 
the other hand, can only have values when an explicit 
action has taken place. The term in square brackets 
next to each attribute is the type of the attribute; 
each such type is declared as a data type in the 
knowledge base. 

The stat.J.c predicates are used to describe states 
of instances of the various objects. For example, 
there is a static predicate Readable, which takes two 
arguments, a path definition and a terminal 
connection. Readable (P,c> is true if and only if the 
user at terminal connection c has read privileges on 
the file defined by path P. 

Command semantics are represented 
propositionally. As an example, the semantic 
description of the basic (one file> UNIX cat com.mand 
is given below. 

Operation: HL-cat(tl,t2> 
tl = path 
t2 = terminal-connection 

Preconditions: 
AND : Readable(tl, t2l 

: Wr i teable(standard-outputlt2l, t2l 
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Postconditions: 
AND : contents (file (standard-output(t2))) 

:= contents(file!tlll 
All "yes-no" attributes of 

contents !file!standard - output(t2J )) 
= 11

00 11 

numbered-lines(contents(file 
(standard - outpu t ! t2 llll = "none" 

OK-cat-mods = "yes " 
Avail -cat-option s- list = Cat-parameters 
Used-cat-options-list=• 

Note that all extrinsic attributes of contents are 
initially set to "null " values. To obtain additiona l 
attribut es of the target file, filters for the cat 
command are logically appended to the basic action. A 
description of the cat-visible-nonprinting-characters 
filter (" -v" option) is given below. 

Preconditions: 
ANO : ; OK-cat - mods = "yes " 

Hember 
("visible - nonprint.ing -characters " , 

Avail - cat-options-list ) 
Postconditions: 

ANO; Avail -cat-opt.ion s- list 
:= Avail-cat-opt.ions - list \ 
<"visib.ie - nonprint.ing-characters"} 

vis.ible - nonprinting -characters 
!contents (file (standard - output (t 2 J)) l 

l'yes u 

used - cat-options-list 
:= used - cat-options-list U 
<"visible- nonprinting - characters ") 

The first precondition makes sure that it is all right 
to append filters pertaining to the cat command, while 
the second removes the applied feature from the 
available options list, to make s ure that it is not 
used twice. By properly adding and deleting from the 
avai l - a nd used- options lists of commands, co mplex 
option interaction has been modelled. 

The powerf ul UNIX feature of input and output 
redirection is mode lled in a similar fashion, via 
filters which change the values of standard input and 
standard output. 

The description of the cat command contains all 
·of the information needed to answer the formal query 
presented in the previous section; once Pl is bound to 
Readable<•X,%userlAWriteable(standard-output !%userl, 
%user ) , all of the postconditions are sat isfied by 
appending the above filter to the basic cat command 
and def~ning Fl to be this composition. 

For each attri bute of eac h object, there is .an 
item template which indexes commands pertinent to that 
attribute. In our example, the item template of 
interest is that which corresponds to the visib l e­
nonprinting -characters attribute of t he file object 
type. This template links this object attribute to 

the visible-nonpr.int.ing - characters filter of the cat 
command. Thus, the solver module of the knowledge 
base can, upon examining the postcondition s of the 
query, quickly zero in on the appropriate command and 
f.ilter f sl. 

A key feature of t he object descriptions is t he 
inclusion of attributes which are applicable to other 
systems, but inapplicable to the extant system. For 
example, the attrib ut e online-expirst.ion-time is 
included in the i nstrinsic at tributes of fi l e . This 
attribute, meaningless in UNIX but centra l in TOPS-20, 
is connected to an item template which contain s an 
explanation of its inappli cability. Thus, the query 
"How do I determine the online expiration date of a 
fi l e? " is answered with a statement indicating the 
inapplicability of this co ncept, rather than a 
statement of the form "Question not understood." 
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STl•:Ps TOWAIWS A Tm;()lff 01" ~:xc~:PTION S 

James I' . De l.11 rand e 

Ocpctrl.cne 11l. o f Computer Scie nce 

Ln ivcrsily ,., r l'ororito 

TL>rnnto, Onl ar io \! 5S 1A1 

Thi s -paper ex pl L>res the not.ion u f c,xt,t,plior,s t.o 

ge n e r a l stt1 t e rn cnts. In pa rt.i cular, an acco unt is provided (o r 

those senlcnces tha l a r e in sorne sense univers ,11 , ye l ~ l! ow 

excep t.i ons. F'ollow ing fr·orn Lhis accou n t , i l i .'i sh own h ow 

r easo n i ng wil.h su ch se nt unces rn ny bl! c.:urr· i{·.•d o ul u~i rig 

ex i s t. en l t ech n iqu es. Finnll y t. ht! prob l en1 of when l. o iHl rnit r:tn 

f'xceµL i on, ns oppose d t.o whe n l.o aba 11 don a. gerwr ,,I 

s l. a t t:rnc nL, is ln icny di sc us se d. 

ll road ly s 1H,ukirig, sci,:nce ',\' i l!i 

lir1covc r-ing Uw furidH.rnunt.,-d 11:·d.ure or nal.ln·al µhl: n orr11.! n a 

i.i.r 1d, in l,1r·~e part., dc,-1ls wilh I.he di scove ry o f gen,.:n:tl or 

u niv ersal laVl·S abouL :-; u c h µh c nonu :r1a. In a wunl, se it!rwe 

syslem.nlL<.;P.S. S u c h laws, of cuu r si-: are ncvt1 1· known t.u be 

I nie a n d, moreove r·, r1 r c rarely k~1own l.o n ot l;c 

excep l.i on l css. Ital.her , one 11ppli es a law in eo nj u11ct. i on \\ 1Lh 

an iriddiriil.ely large col lcclion of "acid ii ioriil l assurnptio11s''. 

Thu s "wa l. c r bo il s at lOO"C" will be, t.ruc or a pilrl.ie11 lar sa mple 

of wal.er only if lh e wal. cr is pure, Lh e pressure is 7o0 rnrn., 

I.he rrn,us uring device is ace un>.t.e, e l c . If il samµ le fad s · lo 

boi l a t. lOO"C t.hcn, o r, e can a l ways c la im that. some ad,lil io nal 

ussurnpti on has be e n \' iol.al e d , even if suc h a s l a l t-! rn e nl i s not 

know n . Thus a law may be reta i ned eve n though ( log ica ll y) 

'l'he ovt:rn ll dirtacl.ion or lhis µap e r d >'r ive, rr·om lhcse 

irit uit.JOn s. IL is ,1ss urn e d t.h aL co11cep l s (i11c lud ing na lur <1 l 

kind t er m s) do inde e d have u n der lying necessary and 

,rnffic ien t cornlil, o n s, hut t. h a t s u c h cond ilions arc es,c nt. ia ll )" 

unknowab l e. l'h e a irn qf f\ l t-ir1rning syst,-!rTl 1n lh,s inst.anee i s 

l.o hypo lhcsisc a th eory o f such lerms. Now, ,is in di c, <11:<1 

,1bov e:· , r11 ;:1r1y slrJlenll:n l s t.hal Cdn be rnade ;1boul. :o;l,•·t1 

c<>ric~·pl~ ;\n! r1 ol exet-~pl. i onles:-, r1nti t.hus v ,,r111ol I:•· 

nl~t:C!"iSct r ily lt ·ue llf a l.'!ass. The fir s t port. of I. h e prob:cr11 U1e ri 

i .":'i Lo pn!r:is<ily :-;pet:ify what. we rnf!an by .:1 ··univt! 1·s ,1l'' 

s! .tlerne rit w t1i ch allows exce pl i t>r1s. "\oll! l. h ou!4 h l.htll. we 

:-: l.11Lerr1 e ril .s. l'h u :-; wt:\\ 1>u ld n ul. inte l' µn:t. o. s l. ;d c rrit: rii ..:;uc l1 i.l~ 

";• II t!lcph;ir tl s h n.vt! fu11r lt ·~'i" by ";·1n c>lepti; 111l. typit·.i!I\ h o1 s 

fotir l egs·· . !Jefon: pn>t:uedir ig U1ou~h. we n !Vi(! w I t11. ! r1 ol.io11 o f 

cxr..:eplio n ,ir1d the illl icd nol.!0 11 uf d r:faull. 

An exc:epli 1,n i;:; basiciJlly a euun\.(:r-c' :-..i mpl<~ Lo .-1 

ge n et'al :-; l. a t. cn\C!nl. or r·ule. '\'hu:i if Ctyd,:! were a I 111·•.· t"l,·~t:: <!d 

,, l,: ph,,nl. (l.o µick;, pcdeclly ra n dom cxamµlc) , l,c \\O Uld l,c 

an cxcc!p l ion Lu I.li e ru l e of fuur·-le~gl'dness f or· t:lepl1cull s. 1\ 

d.e/rnLll on t h e ollt•.! r hilnd i s a nJlc t ilal ;,ii l ow~ Lln inf(·r.--• n cr · t•> 

be drn.wn in I. he aUsence o f conl.t·,lry inrorr11,d io ri . Thl 1s if o ne 

k n ew only Lh o)l Clyde \\ d ~ a n e l ephanl. one n 1ig ht. ass lirn <:! t h;1t. 

h e had four legs. J-:xc<:p li o n s Lh e rt ;irise "hen [o nnul ,il ir,g (or 

ve r ifyi n g) i1 1.h eor·y o f a dornain; , l c f 0t1l.t.s ari.:--:e \\ hc !n 

reasoning wit.hin suc t1 •l 1. heory. Jfenl'e except.ions .tc i ~r.: \,· it.h 

re specl to lhe menniny of a term; def au l ts wil. h r esptcc l lo ,1 

desr:ri.plion . l'hc: rnosl fully developed ap proilclic s Lo o.ld,1ul l 

r e .iso11ing are giv,,n in [:,J a 11d [71 . 

An inform,tl division o f exce ption types iri l. o ind ivid,rnl 

excep li o n s ,ind e xe eption classes is given in [·1 1. The tlrsl. 

type includ es , for e:<amp le , a raven Lhat has b ee n painlcd 

red, or an e le pha nt. with t hree legs as Lh e result •J f an 

unfortunate acci d u nl. Th e seco nd Lype Cd ll be dil'idcd inl.o 

t. wo s ubtype s. f1'ir :-:;l l.her·u an~ no n -sul>clr1ss f onr1i11~ 
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excepLion c lilsses, s uch as a lbino onimals; ,ind seco nd Lhere 

are subc lass forming exceptio n classes. Penguins a r e an 

example o f Lhis la tter Lype s ince they a.re (light.less, in 

contrast to birds which, on the whole, are tCtl<c n to tly. Again 

we emphasize tha L we do not wc1nL" d e faulL inl. er prel.alion of 

s uc h sLa l eme nts. Rather we w,rnl to say som i,l. hing to Lh e 

e ffec t that it. fo ll ows (in some se nse ) from Lile n, ,t ure o f 

birdhood l h aL birds fly; but iL follows frorn ll1c n 1Lure of 

pe nguinhuud t.hiil they don't fl y, eve,n though pcng ui 11 s are, of 

course . birds. 

We hav e ass umed t.llill necessary ,rnd sufncit, nL 

c ondiLions for kinds, suc h as n wens or waler, ex is t buL are n't. 

knowable. (See [9) for a cullecLion of pi!pers on Lh is s ubject .. ) 

Thus n naiv e theory of water stu l r,s that it free.<es il l O'C, is 

l.ranspare pt when liqui d, e l c . Suc h stal.ernenl. s are cle,1rly 

po tenti a ll y fa lsifia bl e. However, if such a sLalemenl. is 

falsified, iL is noL perforce r e jecled, since il may be parl of 

I.he best available l.hcury of w,11.e r. a nd doe:s provide useful 

inrorrnal io n about Ut e sub~la ne e. 

A l c..:ss na i ve th e ory slr1Lcs lha t. Wrller is HiO, and, 

following [6], we c,rn Sd)' I.hut. 1.J water is H
2
0 , it. is nr<cessarily 

l-f
2
0. In Lhis' c .i se lhe clcl'inil.iun of wat.cr udrnli. s no 

exceptions ; t he hydroxyl radical Oil , for example, is s imply 

not wale r . In ad dil.ion, our naive theory of wat.er ca n now be 

ex pla ine d in term s of Lhi s 111ore sophi sl. ic alcd tlle,ory, as can 

I.he exceptions. l.aslly, in lhe, p r esence of a f11II c h e rn iea l 

1.heo!'y, water cun be discharg e d as a pr irnili ve Lcrm and 

definP.d in Le!'ms o f more funrlarncnl.dl conccpls. 

r\ Se rnant.ics fur· Exeept.inns 

We associale wi l.h eac h predi c ate, P in ou r lhe ory Lwo 

se ls, ~~P and SI'. F:P conlili n s I.hose conditions hypo thesise d 

l.o be n ecessary for P-hood. ,1nd is 1.hus the sel o f 

(hypolhesised) essential feaLures . This se t 1s hypothesi se d 

Lo be a s ubset o f the uc lua l (unknow i.\b le) necessary umi 

s uffic ie nt. co nd iti ons fur f'-hood , U
1
, . We will write U P (x) Lo 

rnean that. x sa li s fko s t.hese conditions . Th e set. SI'. of 

significant s t a t e m e nts co r,t.a ins those features I.hat a r e true 

., .. "I" 

!_. •. •l! , . '. I I - : •. • 1 : . I ' ; ~ I I 11...:, 

Thus, for examp le, for a Lhcury of birds (lJ ). inci11ding ravens 
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( R) and µenguins (P ), we may hav e : 

F;B ! 1.S - anima.l 

SB = ! uni/ _r:o lourc:ng fl ies c ,i;1:ngs 

I': 
R = ! is_ hird , 

s 
R ! /Jlcwk J11:es 2 wings . i 

P.p = i .s_bird , · 

SP = /Jlci r.k - &_ whi.te .. fli.e.s 2 'wi.ngs 

The union o f all hypo lh csise cl esse nt ial s l.C1temenl.s will b e 

denoted t-:, ,rnd signific;lfll sl.alemc nls will be denoted S. floll, 

11; and S i-..tre assu1n ed t.o be Cl1til.e. 

t-.uw, s inc e fl ) f? , we rnusl have Lhal. UH L. U11 . ,rnd 

1. ltus e,rn wrile UR = U8 v UR ', where u,1 · is sp<:c i fic l.o 

rav <! ns. We mus!. <1lso have t:
8 

c E11 , and Lltus t:R = t:11 ,: t:e . 

wh ,; r e t'.I? · is aga in specific l.o rave ns. Also if 

t:/1 =!p1 , ··· ,pn! 
I he11 we cnn write 

i,;R = )p I' · · .Pn ,q I' · · ,q m l 
where r.ach oft.he qi r e presen t s a new t·u ndi lio n :-;pec i flc Lo I<. 

o r n:prcsenl.s n re st.r-icliDn a rn ong t. h r~ pt. Cord a innt enl 

r elal.ions, i:HHl h1.:11ce inhe r·lL1riec (if such is ll{!flnl:d) rnl 1st 

c le ar ly be sl r icl.. Ttn,s. e il.l,cr wa y, a r,ncn beir"g c1 bird 

nel'('.Ssit.nt. ~s l. hc1L il ctlso be ;u1 anirnnl. 

It is easy e noug h l o show lhal thest! hypoltic:-:ist~d 

esse nti a l con di t io ns inL ernc L rn;;so n ab ly. Ir, fad, 1.11<, se t o f 

F.i und er eonLainrnenl for rn <H1 upper· se r11il ,1 ltice, ,."ili c h hit s 

been c lairncd lo l,c! an i:ipp ro pri ale s truelu rl' f•.>r· l.axonurn ies 

o f natural kin d s J '. l J. 

In Lhe ,,-,se of I.he sig ni(lcun t properties, l't1ings clea r ly 

ur·e different.. Co n s ider I. he ('Xi!mpl c of /J ::, I' and /] , [(. 

Th e se L S
11 

fu ll ows (in a se nse t.o be spe•.:if1r,d) Frnrn U 11 . while 

SI? follow s fr'orn U
11

. If o. c. S
11

, Lh e r· e are Llir·ee cases: 

i ) e1 E: SP - Here we co uld imple m ent. s t n nd ar·d ("dcfatlil.") 

inheritance. Thus bin.i s have ft-!all\1 : r- s ilrid µe1 1guins 

h ave feat h ers. 

ii) Tht"?n ·· O "f o llows frorn" UI'. ll uL 

U P= U 0 u up ·· an<! a <c: S0 . Thus - a follows, al lensL 

in piirL, from t.he m ea ning of penguin a nd, hence, 

s c·: rv es to d is tingu is h it s m eaning ft·orn I.he 111 c lus ive: 



Thi s thi,n thees what is m ea nt by a universa l s t. a l e rnent 

lhat admits e,xceµl ions: il is u sta l emenl thal. fo llo ws (all 

lh ings b <!i ng equa l) from I.he nec e ssary cond itions of tha t 

class . This rrn,ans t hat such ,i s t a l e m c nt, a ll things being 

equa l. is neces.sa.rily lrue . Th us an eleph an t , a ll th ing s be ing 

equa l, necessnrily has four le gs. 

ThP notion of "all lhing s b eing ,;qua l" c le ,1r ly 

r:or l' cspo nds lo lhe "add[t iona l assump t.i o11s" For I.h e 

µredi c tions of sc ie ntifi c theori es , discus se d in t. hc 

inlroduclion. In reasoning about an indiv idua l, "all thir1gs 

b e ing e qual" is e quiv d lc nt t o "in I.he a bs e nce of co nflict.in .~ 

information", whid1 of cou r·se is th e s tandard int. e rp re l alio n 

of a d e fau l t rule. 

Thus if x is ;1 rnembcr of a p;1rti c ul a r class, B , we get: 

;lnd c, . .ir1 ~ ri t.e: 

( U
8 

(x) /\ · K a(x )) ) Ha(x) 

Ka (J: o ) is inlcrpretcd as "a is known (rnsp. hypolhe .,1sed) lo 

b e I.ru e ". Thus , if B (x ), x n e cessaril y sa ti s fi es the 

(unknow11) c o nditions , U
8

. However, as a r·e s ult, if il is nol 

known to nol s<1l.isfy a properl.y in S
0

, the n we c,rn 

hypothesise that. iL does. lhc u s <: of Kand H is cL>ve r e d in [ 1 J, 
which pr ov ides a semantic a nd proof- 1.heorn l.ic a na ly s ts of 

flrsl -o rd,., r predic il l e c al c u lu s n•.ig m c, nt.i:d by Lhese o peralors. 

Th e r·e su llant la nguage , IIKL 1n I.urn is a s lrai g ht -Fo rw ,,rd 

e xt e n s ion of KL dcv ,dop<!d in [51 (whi c h .d so prov ide s a 

;i e, n er·a l acco11 nt. of I. he a bove d ·of<J ull r ceasoning ). 

Now, 11 ;thi n a theory of ,l domain, all se n Le nce,s o f I.he 

se ts r. ,,nd S are hypoth es i,;ed Lo be necessary (e it.hc r 

;; tri c l.ly , or .. in a default se nse ). l fow cve r the se sen t e nc es ca n 

be tl'..insform e d so tha t only pre dir; a t e let t e r·s a ppea r within 

I.he sc op e of I he n e>cess ily operator. a nd so U1c1t a ll in s l a n ces 

of Lh e ncer.ss ity operator ha ve L> nl y p re di cate letters (i. e. no 

co nn ec t ives o r qua nli.n.e r s ) in the ir sc ope. Thi s m ea n s I. ha t 

we can u se I.he machinery of HKL for r e prese nl.ing a nd 

reasonin.; ii bL>ut the se t s E
1
,- and SP , wh ere l h e se nt e n ces of 

SP a r e n ,prese nted as d efo 11 lt ru les, as ind icated a bov e . 

l·: xce pl.i o n Types 

Ear li er we gave iln infor m a l h rc.i kdown of t.Xce pt.i o n 

Lypr,s , viz : 

i) Individ ua l exce ptions 

i i ) J·:xce p l.ion c lasses 

a) non-subc lns s : o rmi ng 

b) s ubc l~ss fon11ing 

\!ow, except ion cund ilions rn;1y b(! cons id e red a .s pn~di c ales 

,in d hence , ,n t. e ns ion;,lly, as cla sses: a nd 1.hus s hould be: 

a m e n able to the prcci:d ing ani< lysis. 

To beg i n wil h, tru.Jividual excep tion s a ppea r Lo 

r..:o rTcspon d lo '.. h e ~i l ua lion wh ere th e r en.s on f or UI "! 

exceptio n is known :.>r assurned knowabl e. Thu ~. i f a ravcn1 

he1s bee n painle d r ed. \ hen t.h e r easons b e hi n d tha t part.i C' u l;u· 

exception a re ful ly s~>r::c ifted. Sirnilarly, i f one e nco unte rs a 

fs.rt-?t:..l n r ave n , t.h e n Lhl ! l: lai rn ea n a lways be r.1 dv a 11 ee rl that o n e 

c •J u ld di s cover (,io l. hypoth es ise) I.he c au se if on e 1.ri, ,d hard 

enough ; and thus t.h ;1!. the n• ;1.son i s pol.e11t.i,ill y knowab le. 

Thi s is in c ontras t t.o albinoh0<,d whe r ec at. be s t the urid e rl y ing 

rn c,i: hc1n ;s rn m ay be co njecl.un,d. The< "-"Y po iril. is lh :, t .v il.h 

irnli viclu ;1l cxce pU ons I. he c xc(:p l.ion c1u1 (in fa•.·I. r>r t1 l l v_gc!<il y) 

be i•n rn.:d iate ly di s cli ;,rged. 

In t h e ca se o f exc e pt io n cl.1sses. fo r· example 

albino hood (A), the s et E,
1 

is neve r kri own. ~:_.
1 

m ay lH, 

eornp lelely ~pecift c! d, .·-.1.n d eve ri I.ru e·:; a nd if I.rue is ri t. <· c•:-.:s.-1 rily 

t.ru u; bul is nev e r kn ow n to be true Thus s t1c h exeep l. 1•.H1 s Cfft": 

k inds in •.!x.1.etly t. h e Si"\ rne rnann e r r1s ,1 r e 11Jr1.l er or rnven. A 11 

excep tion cl ass th e n may b, • ,l isc ha rged on ly 1, hf!n lh e class 

Lo whic h it dpp lies i;; dcf·in ab le in more fu11d am e r,i. ,1 l t e rms . 

Thu s o nl' e w e, ca11 propose" definit ion for I.he l. e rrn ·animal" 

( in l. errns o f DNA or wh al.eve r) , wr. can ,1ls,, ful ly de(tn" 

i.ilbinohoud. Simi l,1r ly a full s pee itl c a l. io n o f birdhood ,rnd 

p e nguinhood leads to n fu ll ex p lana l.ion (specilka li on o f ~:
8 

a nd f:I') as to why lhc fo rmer Oi c,s ( ,di th ings cov,.,n now 

r·e maining e qua l) a nd I.he li1 t. t e r do es noL . 
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.P ragrnal1c Ccnsi d era l.i o n s 

To I.hi s poinl we h av ,, di sc ussed Lh e meaning of 

ge nera l s l iil.e rn e nt.s Lhat <ii low excPpt ions , a ml in what s cn ,e 

l h ey fo ll ow from a sel of necessary conditi o n s. Howev ,-, r a 

n umbe r nf pr'.lb lems, largr,ly of a prngrn a t.i (; na l ure, r em<1 in . 

'l' l, es c, pn,i.J le ms lik e ly canno l. b e answer·•, d wiU-,,.,ut 

cons icl e ring I.he str u c ture -ind us e of li 1e un Ll e rl vir,'l 

r·<!asor1 l n~ sys t.e rn a n d without i neludin f{ t. lH: r1 pr'i.~>r1·. IJe ;i e fs 

h e ld 1~~ oncc rn ing t.ti e 1lun1a in. 

l 'i,·s t ll,ere 1s tli e di -, 1.inc:l.ion I.Jetw ,:,en I.li e sel.s I•: c.< I PI S. 

Cer t . , , ril y :i ::-e ntcnc..:e w hi c h h as except i o n s l' iHlnot t ·t! ,1 

,nembe,r ,, r K On Lh e othe r h« nd , th e assert. ion I t, ,,L waLt!r is 

H
2

0 b e long ~ in K H o w e v e r g r ey iJ rt-•as r e rn ,1L n . !•\ )r example, 

l,e,:-ause rir1- a l bi no µe ngui 11 h as neve r bt!cn 4..)bse r v•.•d i :-; 11 0 

n:a~1n1 L•1 bcd1eve th uL no ri c ( 1 :nri) e xi s t.. ~lH: h ,, ,· :J:1l.l: n t. ion 

rn ay b e ~l.n~ngth en cd by th ~ C!Xisl.1. 1 nce uf d lbi nos iii simtlrt r 

l<. ind :-: ( s u l' I, iJ•-; r avt-: n s iJnd d u~ks) o,· pe r h dµ:-i in 1r1 u n : l:{<:' r11.·r al 

l<in d ;q ( suc h as m 11rr1 ma l ~). Ho weve r , lH ![ OrT an) I hi ri g {:i , 11 be 

dec o111pli :; h e d, not.io n s suc h as "'s lrc n g l.h e n '' a nd · s irn il ,1r", 

t:sc d ir, t il e p r c,cc,d ing s, ·nl.c n t:e , mus t. bP dd1n ed. 

l'h e 1r1 ,i jor probl e m I.hough con ce rn s ,uil.t>1rn,Li11 i: I lt e 

d e c ision o f when ilrl ex<.:cp l.1 0 0 s hould b te a rini i l.l. t,d .1r1d whc•n a 

gen e r a l s t a t.e rn e nt s h Du l d be rnod i fle d o r aba;nhin( •d . Th i ~ 

how e 1.-c r pre s upposes t. h ;J t "co h e rent' ' gc!ne rul st ,:t1 .e n1t: nl s 

ea n b e ro nne d; thl!r e is c:crLa i1d y ri•.> diffcul l.y i n c:cms l r ue ting 

,.lr bilrary ~H' nl.encc~s that i1nply a n y g ive n sel ll f ci,d . .-1. l'hi s 

vonsiuc rc1ti o n howev e r leads dirf'd ly to 1.h" u r •. >i>l <" rn s o f 

i~\ducl.io n a nd co nflrrn ,,t i on: rH·ohlerns whi c h :.1re , in I h rJ 

g c nc 1·,1 I case, ino rdinal.rel >· diflk u l l. lsee [2 ] or rfllJ. 

If we a ss urn c tha t. I.h e e:e·r, e ral , taLrncn t ., an, ind c: <.: d 

reasclilal.Jle , .. tbe n I he on ly ;insw,•r appec1rs l.o be t.hat v iol ·,t.ed 

, t.ale rn e rL s a r e rdili r,ed if th ~y are c r edibl e a n d usr.,ful. Oy 

cre dibl e we rr1 cru1 IJ\d f t.>e nnccs sar·i l y t.r u f." , a.I I t.r:1rig s 

rc moir,ing e q ll a l". How c, v, r I.ill s can be judged only on 'th e 

b as is of a prinri lJe lids ,1l,out tile d omain, ,,ncJ t he ,.,o nl c nls 

o r the kn uw l,; dge b ase . 

IL is difficult a lso to . pcc·ify what is rncailt t,y a 

:-; talt·rfl (: rt \. l:J ,. 1r1g ··usefl 1l " . l r1 o ,u· t i.:: ul ar. a s l. at.l: 111.cril. \-\ ·_q ll d 

be u :,;c f1 .1 wh, n it co ulU be •J:-i ed by Lh e r en~oniri ·~ e•J1 n p1> , ·f' t1l 

of U .,. J.-.11_,>w lt: d ~;e bns e. Hqwu\· ·: r U1 1}rc i :-; n lso ; l w !"•>IP : :,ut 

I. In : : I :1\.c rn~· nl. µ lnys 1n l h .: Uu: CH'_{ of til e d•.H11r1 ; ; 1. 'l' t·u::. :·r.i r 

l : :<iHt . p l r:, th e: :nnj,:?r..: lt11·e 'ii! t' dV· · t ,-· ;.: r ~.? b l,·i.:k" "iii\}' j.•,·c, i de 

•:v id t:nc e for hi g h e r - leve l c o njeel.ur r,s s uch ,ts ··. ,u b ircl 
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c,p e(.; tes r1rc~ c o lourf' d uri i furrn iy" 0r ··rlll ,Jr 1i 1no! ~p1• 1.: i 1.!s · 

co l o11ring va r y:; lH 11f onn ly" , ns well ,l s n ;l, tl.r.: d coi1.1c1 · t i 1r· r ·:-: , 

s u c h as ··swans .ire while" , a n d Un 1s µ,.~,-; ,dp s '" L>ird ~p 1. :c1c::-; 

h av e si rni lar c har;,cl.er i ~t. i t·s''. To at..; .1;1 do11 I lli :-; nr:-it. 

co njec t ure tnay l. h en inv ol v e abn 1tdonl11g a lln s t o r rt1 l a l. t?d 

eo njec l l• r, 1. ·s. Thu s e x r."ri µ tio ri :-i ;·dlo w Ute ovc:r· rtll :-; \. ru• ! tlr"f' nf ;1 

adn1i\. rJ\cr• pt. i ons Uwn r 1;i1.l 11 c11s 111 pr1rl l.u I hr> p r nb l l:rn of 

knowt cd . .., •· l..Hse t.;yste r11 ,1ti !--r1 l. io n . 

Th i~ µ, , p e r h.t ~ di sc 11s:-iet.i lh 0. pr0Ul t.:1 l of cxt:1·pl :n r1 :-· I · 

~·· n "r· ..:d sl.c1L c rn1~11 h:i:. Tt H! quest. i o n o f tll' : 1nc•,1 nir1 Q; ·.·r 

c:{i'1.-·pl.io 11··.1 ! luwir1~ .:;t' n t ·.~ r11: c•s lJ. .lS b ee n t1µpro,1 ,: lw ,J 

U1:-:l1 n gu i s ti i 11 g t.wo Lypr·:-. r, f ,_ ·.:.i n jec l.ures ( .'(H ,(''~' rr1i 11 .~ a 1·!,,, ::. 

The fir:-;t co rTl~sµonds 1.n hyµo t h,· :-i s P d nec 1•• • ..;~.:1r·y r:,.H1 d il.1011"-. 

!'he st: cun d cor:·c!~pun tl s to (l{ fdu l t. n ece:;o..:-tr· :~· l' 1 HJ1l1ti 1 l!l~; 

t. h1: ~•·? ilr< .' .i n rtll,~'>ll' I o I li e ·· ..... , l dit.io n al i1:-: ~lHTlf--,I i uri-.;·· t) f 

~ci c nlifie U1 t.:o r·i r!s . In l. h e r;r 1sc qf n a l. u r·,1 \ k 1r1d t. " t'lll ~. I h• : 

t:o n di t iun s t:O I\ be fou r,d , bu t 1· ;1l h c•r t.u l; , µl ic al.P Utt· 

of PXCl!pl. ion lc:s s 

s l~ll·!rnent.:... A .:;ec ornJ. probl e m. of r easo rn rtt; w 1 ! h 1./\f:S •! 

s t a l em e nl.s. f o l l nws f n >rn 1111 P.J ~Y udt)pl ,it i ~HI of t: x i-ili n:; 

Ue f o ul l t.h e ories o f rr:,.1s o ning. _. \ l11ini problc•rn, I ha t. uf \\ tH u t 

to ad ,ni t i;xt:ep l 1ons. is il~st· c" l.< )d 1.o depe 11d o n th, : usti il nd 

overall "'il.rtw lur,.! o f I.he Lh eo ry ,ind un dr>r· l y1r:~~ kn owl,• d !;t! 

b r.1sr.. 

di se u ss i on trns ht~e n ~e a r·e d Lo\·Vi·1rd !t ,·tl.u n ·d l,: i rid c o ri ~:(·pt., 

l.hroug h o 11 t. I.hi s p 'l p•, r·, Litt> appro,,c: lt could '·' 'l'lidly we ll t, ,, 

ap pli ed l.o s1 r·icl ly Ll<'linil. ion,;I t erms - - For exa mple lc a rn iri~ 

d bout k i nship n: lul ions. I n addilion . l xecpl.ion 1.! L b:-if):-: 

lh e 1nse lv es 111 i1y lH! t.r ea t.ed wit.t lln Lhi s franu :wrH· k . 

l<efercrr ,: cs 

r 1 J J. I' . f'J. .: J. 1.tw s i s 

1) ·. :p tt r·'..rnenl l> f Con 1~11i t v 1 Sci cn <T. l} r11v1. r· s ily o( 

Ton>ii lo, 1 ~Jt H 
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C a.n a.d ian A rtif'icia.l In tellig en ce 
in the Next Decade 

Funding• Strategies, and the 
Role af' the CSCSI/SCEIO 

Gordon McCalla 

Vice Chairman, CSCSI/SCEIO 
Department of Computational Science 

University of Saskatche,...ian 
Saskatoon, Saskatchewan, Canada 57N OWO 

In this paper we outline the role of the Canadian Society 
for Computational Studies of Intelligence/Societe Canadienne 
pour Etudes d'Intelligence par Ordinateur (CSCSI/SCEIO) in the 
history of Canadian artificial intelligence (AD, We also 
discuss possible future directions for AI in this country, 
based on the opinions of the membership of the CSCSI/SCEIO 
as expressed in a survey carried out in 19::::J, Finally, we pose 
several questions about the role of the CSCSI/SCEIO in Canada 
in the coming years, 

1. Introduction 

The CSCSI/SCEIO is now ten years old and the time is 
appropriate for an examination of it s past and future roles in 
Canadian AL This i s doubly impor tant given the recent 
upsurge of interest in artificial intelligence shown by other 
computer scienti s ts, government funding agencies, private 
funding agencies, and the media, The CSCSI/SCEIO has done 
a remarkable amount in its decade of existence, especially 
considering the volunteer nature of the organisation, and it 
has the potential to be even more useful and relevant in the 
next decade, 

In this paper we examine the past triumphs of the CSCSI/ 
SCEIO (section 2), We then present the views and feelings 
of the CSCSI/SCEIO membership about future directions for 
AI in this country based on the responses given to the 
recently distributed questionnaire (section 3), Finally 
(sect ion 4) 1 we focus in on what we feel are the most 
important deci s ions facing the CSCSI/SCEIO at the moment and 
leave some 'open' questions in order to stimulate discussion· 
among the attendees at this conference and generate reaction 
from the CSCSI/SCEIO membership in general. 

2. The CSCSI./SCEIO 

The CSCSI/SCEIO was founded in 1973 to act as the 
umbrella organisation for AI in Canada, Deliberately 
circumlocutious, the name was chosen in order to attract a 
wide range of research interests, including AI, but also 
encompassing areas like image processing, pattern recognition, 
cognitive psychology, computational linguistics, man - machine 
studies, and so on, Pattern recognition and image processing 
now have their own organisation (CIPPRS>, as do graphics and 
man-machine stud ies (CMCCS/ ACCHO>, but the CSCSI/SCEIO 
st ill continues to attract some afficiandos of these areas as 
well as people with "mainstream" AI interests, 

Nick Cercone 

Chairman, CSCSI/SCEIO 
Department of Computing Science 

Simon Fraser University 
Burnaby, British Columbia, Canada V5A IS/:. 

Originally an informal grouping of about :30 researchers, 
mainly academics , the CSCSI/SCEIO is now nearly 300 st rong, 
The core of the organisation is still the academic AI research 
community (and, in fact, its executive officers have always 
come from thi s community), but there are now members from 
government, research lab oratories, and the private sector, The 
organisation, while s till maintaining much of it s informal 
character, has been leg ally constituted (receiving its "letters 
patent " under Ontario law in 19:::0), It is also no,,i a special 
interes t group of the Canadian Information Processing Society 
(CU'S), 

The society has accumulated a number of functions over 
the years, It s first major activity was to distribute a 
newsletter, Compiled by the UBC AI group, the first one of 
these appeared s hortly after the formation of the society in 
1974, Typical of the early ne,...isletters, it was considered to 
be a "one-s hot" enterprise and involved significant effort, 
not to be soon repeated, This experience resulted in 
responsibility s haring from one AI group to another around 
Canada to produce approximately yearly newsletters, Thus, the 
second newsletter was produced by University of Western 
Ontario, the third at University of Toronto, the fourth at 
University of Alberta, and the last one of the early series at 
University of Ottawa, At this point the membership decided 
that the newsletter s hould appear more frequently and with a 
lot le ss effort than the special case news letters that had 
been produced to that time, Under Wayne Davis' co-ordinating 
editorship, a joint ne,...isletter (shared among CSCSI/SCEIO, 
CMCCS/ AC CHO, and CIPPRS> was formed, with sub-editors 
representing each soci ety, The lofty goal was to produce a 
quarterly new s letter; in actuality, only half that number 
has been forthcoming, but perhaps the frequency will pick up 
as the popularity of AI grows and the number of s ubmissions 
consequently increases, 

Another major activity of the CSCSI/SCEIO has been to 
host national AI conferences, held in even numbered years, The 
precursor to these conferences was an AI works hop held at 
University of Ottawa in 1975 under John Mylopoulos' 
chairmanship. The first real conference (with refereed 
extended abstract s) was held at UBC in August 1976, organised 
by Richard Rosenberg and Alan Mackworth, It attracted around 
60 people (this is remarkable considering that the decision to 
hold the conference preceded the conference by only I;. months), 
A full proceedings was produced, as at all future conferences , 
and a marvellous salmon barbeque was held at Richard 
Rosenberg's mansion, The first conference established the 
tradition of excellence in invited speakers with Zenon 
Pylyshyn 's ke ynote address, 

The second conference was held in 197:3 at University of 
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Toronto, chaired by Ray Perrault with Ted Elcock as programme 
chairman, Held in muggy July weather, it attracted 120 people, 
Despite a less than outstanding Chinese banquet, the 
conference still mantained the relaxed friendly atmosphere 
which has become a CSCSI/SCEIO conference tradition , The 
keynote speaker at the second conference was Alan Mackworth, 

The third conference was held in May 1980 at University 
of Victoria unde r the direction of the Alberta's AI 
establishment (Wayne Davis, general chaiYman; Len Schubert, 
programme chairman), It was notable not only for it s large 
attendance (around 150 people), but also for being the first 
conference held in conjunction with the CIPS national 
conference and for its large number of invited speakers (Ted 
Shortliffe, Ray Reiter, Jerry Hobbs, Steve Zucker, Hans 
Berliner, Robert Wilensky), The 1980 conference was also the 
first to compete with a AAAI conference (whose initial 
conference was held in August 1-nO>, Up until that time, the 
CSCSI/SCEIO had hos ted the only North American AI conference 
in off-IJCAI years , although there had been a couple of 
"special interes t" TINLAP works hops, 

The four-th conference was he ld at University of 
Saskatchewan in May 1982, also in conjunction with the CIPS 
conference, Gord McCalla was the general chairman; Nick 
Cercone the programme chairman (the first collaboration of the 
dynamic duo), Considering that IJCAI had been held in Canada 
only 9 months before, and that AAAI now had their conference 
organisation in hig~ ;~ar , attendance dropped to approximately 
:30 people, The numoer of invited speakers remained at six 
<Roger Schank, Ron Brachman, B, Chandrasekaran, Scott Fahlman, 
Bonnie Lynn Webber, and Robert Woodham), the s ize of the 
programme committee doubled and the convivial atmosphere was 
maintained, including a great banquet at the Faculty club, 

The fifth conference is being held at We stern Ontario 
with Ted Elcock as general chairman and John Tsotsos in the 
programme chair, Thi s conference is the first to require full 
papers, rather than extended abstracts, which should further 
en hance the quality of the papers, This conference also marks 
the re-establishment of independence from CIPS, due to the 
locale problems posed by the fact that CIPS is an an nual 
conference and also due to the minimal cross-fertilization 
t hat has occurred between the two conferences in the past, 

Before leaving the conference beat, it should be 
mentioned that the CSCSI/SCEIO was the host organisation for 
t he International Joint Conference on Artificial Intelligence 
<IJCAI> in 1981 when it was held in Vancouver, Richard 
Rosenberg had the herrulean tas k of handling local 
arrangements, He wisely decided not to have the salmon 
barbeque at his house, The conference was a great success, 
marred only slig htly by a bus strike (providing authentic 
local colour at least), 

The CSCSI/SCEIO is also involved in other activities, 
Currently a proposal has been put forward for the society to 
spon sor an international AI journ al "Computational Studies of 
Intellige nce", The executive is currently engaged in 
negotiations with a publisher with publication planned to 
commence in 1985, The organisation, through its executive, has 
also produced a document enti tied "Directions for Artificial 
Intelligence in Canada" ( 1 J which compiles the results of a 
survey of its membership on rurrent AI research activities and 
future research direction s, 

In section 3 we single out the "directions" component of 
this document for s pecial attention, The sect ion is more or 
less reproduced exactly from C 1 J, Then, in section 4 we pose 
several important questions which s hould be answered about the 
CSCSI/SCEIO's role in Canadian AI, We hope these will 
stimulate di s russion at this meeting and beyon.d, 

::;:. Directions -For Canadian AI 

We summarise the results of a questionnaire sent to the 
CSCSI/SCEIO membership in Octiber, 19:33, This questionnaire 
is a s hort, multiple choice version of a longer "subjective" 
questionnaire sent out in April of 19:33, We received 60 
responses to the questionnaire representing 103 individuals, 
categorised as follows: 6 res ponses from the long 
questionnaire and 54 responses from the short questionnaire, 
Of these 54 respon ses , 33 were mailed in and 2 1 were the 
result of a follow -up telephone campaign, The breakdown of the 
respon ses geographically is show n in graph 1, 

GRAPH 1 - Summary of Responses 

20-,---------N,mbm tn bn,,k,t, '"dt,tolon 
lab•I• repr1 .. nt the tohll number 
of peopt• rapre .. nt.d 

The ov.rGII totalt: ao rHpontH 

~~~~:~~~~~~!~:~:~!~:~!; ~!n-
ocad•mlc: and lt ocad•mlc ruponus 20 

o.L.~~~!lll-~41ilW,llll..Y~ll.l-..l 
\$>' \'.),\'\~ l'.l\~ ~ If>' '-!'\; ~ <.:;\'\ tl-'" 'bi:,, <;1>• ',)."' O<'\ et>" ,-. o\'<'•< 

CSCSI/SCE!O Questionnaire: 

We integrated into one "lump" the respon ses from the long 
questionnaire and the written and phone res ponses to the short 
questionnaire, We then s ub -d ivided t his lump into academics 
residing within Canada (dubbed "academics") and all other 
people (dubbed "non-academics"), Non-academics mostly consist 
of individuals in private indus try within Canada, but also 
include personnel of government laboratories, private research 
laboratories, and people re siding in the United States or 
overseas, It was felt that the vas t majority of Canad ian AI 
research is being undertaken in t he universities and we wanted 
to single out this group to see if they held any substantially 
different views from the rest, The divis ion is f airly 
arbitrary, and the distinction s in viewpoint between the two 
groups have turned out to be fairly subtle (except where 
explicitly indicated below ), but it seemed important 
nevertheless to keep the data separated in this explication, 

We explain the results-of the questionnaire below, 
Accompanying the verbal description of the res ult s are graphs 
outlining the percentages of respondents picking a particular 
answer in each of three categories: academics , non - academics, 
and overall, The academic percentages were computed out of 39, 
the number of Canadian academics who answered the questionnaire; 
the non-academic percentages were computed out of 21, the number 
of other respondents; and the overall percentages were 
calculated out of 60, the total number of respondents to the 
questionnaire, Since respondents often made several choices to 
a question (or no choices ), the percentages don't normally add 
up to 100 percent in any category, In the graphs, the overall 
percentages are represented by the solid bar on the left, the 
academic percentages by the cross-hatched bar in the middle, and 
the non -academic percentages by the striped bar on the right, 
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Also quoted at length below are remarks made on the 
questionnaires by respondents, We have attempted to pigeon­
hole the comments opposite the appropriate ques tion on the 
questionn aire , No comment is quoted more than once, even if 
it has relevance to seve ral points , Not every remark made on 
the questionnaires has been quoted, We hope we have done 
justice to the feeling s of the respondents and haven ' t 
misrepresented anyone's opinions by quoting out of context or 
in the wrong place, 

Part 2 - Financial Support 

In part 2 of the questionnaire respondents were asked to 
comment on various aspects of funding for AI in Canada, 
Needless to say, most people felt that current levels of 
funding were inadequate, although 2 responde nts didn't agree, 
As one of them put it: "more people are the first need -
throwing money ( a t a problem without the people] wouldn't 
necessarily help much", Others found the question difficult 
to answer due to their lack of knowledge of the costs of doing 
AI, _d1 s intere~t in the question, or a feeling that s pecific 
pro1ects s hould be se t fir s t before discussing funding, 

The findings of the survey about funding are outlined in 
graphs 2 throug _h 5, _They indica t e that NSERC is the agency of 
ch01ce for d1s tnbuhng fund s, tha t an additional 10 to 100 
million dollars should be allocated t o AI over the next 
decade , that AI should be supported in conjun ction with other 
areas, and that equipment is the major pr iority (fo llowed 
closely by release time for current researchers, additional 
support s taff, and extra. researchers) , Lets look at each 
question in more detail. 

The first question in part 2 asked about who s hould 
provide funds for J).I research in Canada (see graph 2), The 
fa.ct that NSERC is looked on favourably (by academics as well 
as ~o_n-academics) is reassuring for current government funding 
poilc1es, It n?flects a realis ation that there is a ro le for · 
basic research and that on ly NSERC currently has tha t mandate, 

GRAPH 2 - 2. F"ina,cid Support 
Additiond Funds: Provided by 
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It was suggested that "NSERC s hould declare [AIJ as one of the 
areas e ligib le for s tra tegic grant s " , presumably explicitly 
rather than implicitly as part of compute r s and communications 
as is t he case now, 

Private industry was the second most favoured s ource of 
funds, again with remarkable agreement between academics and 
non -academics, One respondent thoug ht that private industry 
should be made more aware of the practical aspects of AJ. 
Federal agencies other than NSERC came in a close third; among 
the agencies mentioned were the Secretary of State's office, 
the Medi cal Research Council , the Department of 
Communicat ions, and the Department of National Defence, One 
res pondent expressed the sentiment that these other government 
departmen t s "s hould fund applied research leaving bas ic 
research to NSERC ", Provincial government s ranked fourth: the 
provincial scien ce councils were mentioned, as were the 
univers ities , Research ins titutions as sources of fund s for 
AI did not rank highl y, an opinion tha t may be changing as 
organisations s uch as the Canadian In s titute for Advanced 
Re search (which is currently funding a project with a s trong 
flavour of All prove tha t private capi tal does exist for 
rese arch projects in the field, 

Perhaps the most interesting suggestions made about the 
source of fund s came among the 7 percent "others ", One person 
suggested t hat "the Japanese have called for collaboration ori 
the Fiftr, generation project - Canada s hould inves tigate the 
offer of co llaboration (rather than di rectly competing agains t 
them]" , Another well thought out response said that "a 
granting agency is needed to fund AI sofh-1a re deve lopments 
requiring $200 ,000 or more (for manpower only), Such 
developments s hould be t argeted to areas of potential interes t 
to indus t ry, perhaps 6 or more s uch grants per year , The 
effect and a im would be to get industry interested while 
providing them with experienced people who could furt her 
develop the products, This in turn would increase the demand 
for graduates, " 

The s econd question in part 2 (how much money s hould be 
s pent'.') was sporadically answered (see graph 3), Most 
res ponde nts felt t hat 10 to 100 million do lla rs in additional 
funding over the next 10 years (1 to 10 mi llion per year ) was 
appropriate, although one person said that "$1 0 mill ion / year 
is peanuts", Whether even ·1 million dollars pe r year is 
reali s tic is open to question in these days of restrained 
budg ets, but the unanimous opinion was that thi s level of 
extra funds is the minimum requ ired, 

The third question in par t 2 (s hould AI be funded in 
isolation or with other areas'.') also had decisive results, 
There was Jess than a 100 percent res ponse rate, but among the 
two-thirds who did res pond, there was a 4 to 1 ratio in favour 
of funding AI in conjunction with other areas (see graph 4), 
Computer science was the mos t promin ent ly mentioned "other " 
area, including VLSI design, hardware, sofhvare, CAD/CAM, 
evaluation of t echnology, simulation, distri buted process ing, 
and software engin eering , Also mentioned were education and 
engin eering as well as areas directly related to AI (or 
included in it) s uch as robotics, logic programming, patte rn 
recogn ition, cognitive psychology, man-machine interfaces , 
psycho- lin guistics , automatic progr amming, and computational 
linguistics, Comments s upporting the need for f und ing AI in 
con junction with other a reas includ ed "excursions into t hese 
'esoteric' fields are not isolated ventures , but a con tinuum"; 
"[ it isl impossible to defin e hard boundaries for AI"; and 
"the las t thing AI wants to do is grow in a vacuum ", 

The bigges t worry about s upporting AI in conjunction with 
another area seemed to be a feeling that t here had been 
pre judice agains t AI in the past (especially within computer 
s cience): "C AI must achieve] the removal of t he prejudice 
often directed at AI by colleagues and federa l and provincial 
f unding agencies "; "more computing science s upport might have 
NO effect on AI support"; and "it s hould be guaran teed that 
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GRAPH 3 - 2 F'inancid Support 
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the increased support would be passed on to AI by the computer 
science funding agencies", To avoid this problem, it was 
suggested that it should be possible to "raise Al's profile 
within computer science so as to increase [its) visibility to 
NSERC", Perhaps the whole question will soon be moot, as the 
following humorous observation attests: "if the Japanese are 
right, AI will~ computer science (or vice versa) by 19'?0", 

GRAPH 4 - 2 F'inancial Support 
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The final question in part 2 of the questionnaire was an 
attempt to find out on what to spend any extra money (see 
graph 5), Surprisingly, equipment seemed to be the most in 
demand, which is good since extra equipment would seem to be 
easier to buy than extra people, But, there was a large 
demand for release time from current duties (especially among 
academics from teaching and administration), extra 
researchers, and support s taff (often explicitly identified as 
programmers), Very few respondents were keen on the need for 
more adminstrators , Among the ot her needs mentioned were for 
maintenance and infrastructure support, graduate student 
support, software, travel, and a research centre for AI. The 
most eloquently expressed "other" need was to repatriate 
Canadians: "[we must '.>Jinl Canada's best back from the U,S, by 
paying competitive salaries"i "graduate students sent abroad 
should be required to return for a reasonable period"i and 
"[we should) keep good young Canadians in Canada and convince 
expatriates to return (more money, better working conditions, 
AI research labs,, etc,)", One respondent did note, however, 
that "there are actually a growing number of AI researchers in 
Canada despite the 'brain drain' - it is now 'de rigeur' to 
have one Aler even in a small dep artment ", 
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In part :3 of the questionnaire respondents were asked to 
comment on a number of different possible strategies for AI in 
the next decade, This part was more universally answered by 
the respondents than was part 2, It also led to a couple of 
disagreements between the academics and the non-academics, 

Graphs 6 through 11 summarise the responses to these 
"strategic" questions, Here is a synopsis of the findings: AI 
research s hould be widely distributed geographically (although 
academics and non-academics differ on this), focussed on a 
wide variety of topics, directed towards both practical and 
theoretical res ults, carried out in universities, aimed at 
long term goals, and oriented towards software rather than 
hardware, Each ques tion in part ~: generated an interesting 
variety of opinion s , 
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In the first question respondents were asked to contrast 
two essent ially different geograp hic arrangements : cent res of 
exellence vs widespread research (see grap h 6) , There is a 
s ubs t antia l difference of opinion between academics and non­
academics on this issue: non-academics were 2 to I in favour 
of concentra t ing research in centres of excellence (althoug h 
somet imes the number of centres s ugges ted was somew hat 
greater than 2), while academics were over 2 to I against 
s uch concentration, preferring instead a widely distributed 
research effort, The reasons for this difference of opinion 
are open to speculation: it could merely be an artifact of 
the particular subset of people who responded to the 
ques tionnaire, or it could represent a distinctly different 
approach favoured by the two camps, The fact that the 

·majority of both academics and non-academics preferred t he 
research focus to be wide ranging (see grap h 7) fur ther 
clouds the issue, since it would seem to be easier (althoug h 
by no means essential) for a researche r to maintain a 
different perspective on the world if he or s he isn't 
phy s ically close to a critical mass of people with a 
particular world view, 

This question of centralized vs wides pread activity 
.generated many comments, In favour of centres of excellence 
·..iere remarks s uch as "one or two large AI centres is all t he 
country can support ", Against centres of excellence were 
comments such as "AI is too diverse and ill-formed yet to put 
all our eggs in a few baskets"; "cent res a re notoriously 
difficult to create"; and a plea for the ability to do AI 
research at smaller universities: "there are more graduate 
students, perhaps, at a big school, but often less freedom, 
less open-mindedness, !es~ control, more anti-AI bias", Many 
respondents s ugg ested letting research grow wherever it found 
root ("anarchism") or saw the need for a "judicious mix" of 
the two strategies: "both [ centres and distributed] - we have 
to have at least one AI person in each ... university to teach 
the people who come to the centres to be AI graduate 
students"; "practical work, i,e, fun ctioning AI syst ems, 
s hould be concentrated in centres of excellence; theoretical 
work can be distributed more widely", 

GRAPH 6 - 3. Strategies: Geography 
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One frequently expressed des ire was for electronic 
netvior ks to allow geographically distr ibuted researchers to 
keep in touch: "one thing tha t would make a big difference is 
if CSCSI could organise us all on a net ", Anot her suggestion 
was funds to increase the mobility of people so they could 
"interact on a personal basis, [make] visi ts , [take] leaves, 
etc," This might allov, a s ort of distributed critical mass, 
and would certainly enhance communication, idea s haring, and 
the launching of co-operative projects among different 
institutions, 

The second question in part 3 of the questionnaire asked 
about whether the focus of AI research should be on one or two 
topics or distributed more •,iidely, There was considerab le 
opin ion (see graph 7) that research topics should be diverse 
s ince to ens ure self-sufficiency Canada "must provide 
expertise in a ll areas of AI " and that the difficulty of 
predicting s uccess ful avenues of research in advance requires 
"b road based support ", There was a s trong feeling that it was 
impossible at any rate to easily direct what peop le chose to 
investigate, i.e. that the focus s hould be "research driven" 
and that •,ie "don 't 1•1ant a lot of regulations and government 
direction 11

, 

Those who did suggest focussing on a couple of topics 
(and more non-academics thought this way than did academics) 
made general comments such as "priority [should be] given to 
existing strengths and national needs", or made more specific 
sugges tions about particular topics! e,g, "Canada could 
concentrate on natural language (machine translation) , 
[ interpreting J satellite photos, and 2 or 3 other relevant 
topics"; or Canada should focus on "s pecific need s such as 
French/English tran s la tors , mining robots, and grain train 
schedulers ", This topic can be concluded with the following 
t,.,,o remarks: "those capable of s pending the poor taxpayers' 
dollar are more influen ced by Japan's 5th generation than by 
anything we can do"; and "on the whole [AIJ looks like an 
interesting mosaic after an earthquake ", 

The third question in pa rt 3 was aimed at sampling 
, opinion on whether theoretical res earch or research oriented 
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towards practical results was more important, As graph :3 
shows, the strong feeling of academics and non-academics alike 
was that both directions should be pursued, Most seemed to 
feel that theory and practice are inextricably intertwined, 
with practical systems providing essential data for 
theoretical research, and theoretical results being extremely 
helpful to practical applications, As one respondent put it: 
"[ you) can't separate them yet - [moreover, it is) undesirable 
ta do so for political reasons"; and another noted that 
"practical applications offer a door opener and the 
possibility of support for more long term work", It was also 
suggested that many people still don't realise that AI is 
practical - "[we) need to get across to Canadian 
government/indus try the idea that AI may actually be of use", 

In the fourth question respondents were asked where they 
felt AI research and development could best be carried out 
(see graph 9), Substantial opinion (at 77 percent, the largest 
percentage in the questionnaire) held that universities were 
the best place (an opinion only slightly less strong ly held 
among non-academics than among academics), The second most 
ropular choice was indus try, Many people opted for both 
universities and the private sector, One remark summed up 
I-his point of view accurately: "increased funding at all 
levels is crucial, building on strengths", Another remark 
indicates that industry should be more interested in AI 
research and development than it currently is! "[there is) a 
need to consider AI issues by indust.ry and to remove the 
'hranch plant' R&D mentality", There was very little backing 
for research outside of academe and private industry, with 
government laboratories receiving only 13 percent support and 
such other suggestions as industrial conglomerates and private 
laboratories associated with universities receiving sporadic 
support, One person thought there was a need to avoid current 
organisational structures altogether, but made no alternative 
suggestions, 

The second las t question in this part asked about whether 
AI should set long term goals or short term goals (see graoh 
10), Academics (as might be expected) strongly preferred (74 
percent to 33 percent) taking a long term perspective; but, 

GRAPH 9 - 3. Strategies: R & D Locale 
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somewhat surprisingly, non - academics a lso preferred long term 
goals to short term goals (62 percent to 4:3 percent), The 
argument for the long term view can be summed up in the 
following comments: " [ we l shouldn't oversell the short term 
applicability - we don't have nearl y enough knowledge to 
guarantee success in many, many areas "i and "[we) must 
recognize the extremely long lead time and considerable 
expense of doing AI research", However, it should always be 
realised that "AI is clearly a cutting-edge discipline •,11ith 
massive potential payoffs", 

I 
It 

GRAPH 10 - 3. Strategies: Goals 
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Finally, respondents were queried about whether AI should 
be oriented around software development or hardware 
development, Graph 11 s hows a 3 to I plurality favouring a 
concentration on s oftware, not surprisingly since only 
recently has hardware become a topic that has begun to take on 
any direct AI implications, The general feeling seemed to be 
that, in contrast to hardware, software development in Canada 
faces few competitive disadvantages ("[the] U,S, and Japan are 
awesome competitors in hardware - in software they have littl e, 
or no advantage"); that "hardware is too expensive"; and that 
our competitors have too strong a lead in hardware ("[there 
is] no point in challenging the U ,S, or Japan in [ hardware] at 
this stage") , Backhanded support for hardware can be found in 
the following remark: "if [hardware] means LISP machines, noi 
if it means special purpose hardware for, say, vision, 
possibly", But, in general the most promising path seems to 
be software development (and as a few said "theory") rather 
than hardware, 

Part 4 The Role o~ the CSCSI/SCEIO 

In part 4 of the questionnaire the respondents were asked 
to comment on the roles they saw as most important for the 
CSCSI/SCEIO, in order of priority, Some people did not 
indicate priorities; in such cases we decided to rank the 
choices in the order they appeared, This assumption does not 
affect graph 12, indicating the roles people mentioned 
anywhere in their choices, regardless of priority, Graph 13, 
indicating people's top three choices, may be a little less 
accurate due to this assumption, but since many people did not 
mark more than a fe~\/ choices, this graph is not too far off, 

According to grap h 12, respondents support all::: roles 
mentioned for CSCSI/SCEIO, with marginally more people in 
favour .of its roles as "provider of information to the AI 
community" and "host of a Canadian AI conference" over its 
other roles , The other roles did not differ too much, with 
the least favourite ro les, in order of disfavour, being 
"provider of information to the general public" (dead last) , 
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"co-ordinator of Canadian AI policy " (second las t), and 
"provider of information to pri vate industry" (third last), 
These preferences vary Ii ttle between academics and non­
academics, with s lightly more non -academics being in favour of 
the CSCSI/SCEIO acting as the representative of Canada to the 
worldwid e AI community and s lightly more academics favouring 
its role as provider of information to NSERC, This is to be 
expected when it is considered tha t the non-academic category 
included all respond ents living outside of Canada, and that 
NSERC is much more re levant to academics than to non­
academics, 

Graph 13 reflects the same trends as graph 12, but in a 
more pronounced manner, Due to our somew hat bias ed 
interpretation of the priorities, ro les occurring later in the 
list should probably be boos ted a bit and the earlier roles 
decreased marginally, Nevertheless, this graph is informative 
s ince it indicates strong ly held opinions as to the role of 
the CSCSI/SCEIO, Unlike graph 12, this graph divides s harply 
into 3 equivalence classes of preferences, In the top class 
t here is "provider of information to t he AI research 
community", standing by itself (at /:.C> percent) as far and away 
the most preferred rnle, In the next equivalence class are 4 
roles in the 30 to 45 percent range, in descending order "host 
of a Canadian AI conference", "reprc>sentative of Canada to the 
worldwide AI com,"!1unity" , "provider of information to NSERC", 
and "p rovider of information to other government agencies", In 
the bottom equivalence class are roles which range from 3 
percent to t:3 percent, in descending order "co-ordinator of 
Canadian AI policy", "p rovider of in forma tion to private 
industry", and "provider of information to the general 
public", 

Respondents were asked to make suggestions about future 
roles for the CSCSI./SCEIO and many of them did, There were 
those quite satisfied with the CSCSI/SCEIO: "it is the only 
hope [for Canadian AIJ"i and others were quite down on the 
organisation: "the CSCSI is 'mickey mouse'' unprofessional '" 
I am not impressed with the performance of the CSCSI so far, 
AI in Canada is not synon ymous with the CSCSI, " But the 
general feeling was constructive: that we have done all right 
so far and can work together to effect the various chang es 
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needed, The suggested areas for change were numerous, They 
can be categorised into 5 basic groupings: changes in the 
image of the CSCSI/SCEIO, changes in the publications, changes 
in the conference, suggestions for other roles, and changes in 
organisational structure, Each of these categories will be 
dealt with in turn, quoting liberally from the questionnaires, 

The most numerous group of suggested changes pertained to 
improving the CSCSI/SCEIO's image in various ways, As one 
person suggested! "(we] must reach all of the AI community and 
win its confidence that CSCSI is a useful body", There were 
several ways of doing these put forward by the respondents: 

(i) improve public relations -

"(we need] more aggressive public relations work, i,e, 
when someone thinks 'AI' they s hould also think 'CSCSI'"i 
"ge nerate lots of 'PR' to let the world know we exist"; 
"more press releases"; "( CSCSI/SCEIOJ is not as widely 
subscribed to as it should be - an extensively advertised 
membership recruiting campaign is in order", 

(ii) influence government -

"(CSCSI/SCEIO should bel more active as spokesman to 
government" with the following ways having been mentioned! 
"try to get members into important positions in government 
and NSERC"i "(appoint within CSCSI/SCEIOl an official 
person or group to liase with and advise government"; 
"lobb y in Ottawa"i 

(iii) change the style of CSCSI/SCEIO -

"stop schoolboy responses - questionnaires"i "militancy"i 
"assertiveness"i "AISB [the British/European AI society] 
is successful - what has it got that CSCSI hasn't~'" 

(iv) be more nationalistic -

"don't look so much to the U ,S, AI community"i "decide 
whether [the] focus is primarily Canadian or 
international"i "s hould use Canadians more in the CSCSI"i 

Iv) foster better communication -

"[itl s hould be possible to get across to people on the 
fringe of AI what is actually going on" i "(CSCSI/SCEIO 
should J provide more inform3.tion to AI people and related 
disciplines and find money/researchers in this area"i 
[CSCSI/SCEIO s hould] develop the 'adminis trative 
resources' to respond quickly to requests for information 
on AI in general and AI in Canada in particular", as well 
as the comments noted earlier about the need for 
electronic communicat ion s links among the Canadian AI 
community, 

The second group of responses generally relate to 
enhancements in the publications produced by the CSCSI/SCEIO: 

(i) improve the newsletter -

"( the J ne1vsletter ( should J be more frequent and regular"; 
"good explanations of research projects which don't read 
like grant applications or bits of Ph,D, theses might help 
outsiders get interested - it 's that or Ne•11sweek"i "[there 
should be] regular periodiols, reports , articles - aim at 
educated public and industry"; "(we need al better 
ne,,sletter - have a s pecific 'group' •11ithin CSCSI with 
more direct res ponsibility for producing the new slet ter"; 
"rai•;e the dues lif necessary) to support PR, a journal, 
and a monthly new s letter (a la SIGPLANl"; 

Iii) start a journal -

"( ,,el need an AI journal 1n Canada"; "[we need al quick 
publication journal s tressing tutorials and 
interdisciplinary res earch contributions serving to 
improve communications within the AI community, to involve 
scientists in other disciplines, and to establish 
visibility with t he Jay public"; 

(iii) prepare a dorument on AI in Canada -

"[ CSCSI/SCEIO s hould] put together a summary of AI (in a 
special CIPS mailing)"i "(CSCSI/SCEIO s hould) prepare a 
document based on members' opin ions outlining the 
directions AI is taking and /or should take"; "some time 
consuming but useful activi ties might include our own view 
of where we see the field going "' [butl this is largely 
a matter of the time and energy people have to devote to 
the cause, I'd still rather see people do real scientific 
work.'' 

liv) make use of electronic med ia -

several sugges tion s were made about having an electronic 
journal or electronic newsletter or electronic conference, 

The third group of responses pertain to the CSCSI/SCEIO 
conference and improvements to it that would be possible: "a 
first (a te conference seems a good way to guarantee 
credibility within the AI community (and I think this has been 
the case in the past>"i "[ CSCSI/SCEIO should] make conferences 
higher profile"; "[CSCSI/SCEIO should] sponsor 'special 
topics ' conferences (i,e, 'working' conferences) in off-years 
from CSCSI conferences , e,g, applications of AI to VLSI 
design, man-machine interfaces, etc," There was some concern 
that the CSCSI/SCEIO was being ignored in some AI conferences 
and workshops and should have a more prominent role in such 
affairs! " ( we should J insist on (CSCSI/SCEIOl participation at 
all future conferences, workshops, etc,, having to do with 
AI 11

, 

A fourth group of responses suggested other possible 
roles for the CSCSI/SCEIO, One of these was for it to act as a 
dearinghouse! "CSCSI should be a very competent, agg ressive 
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link between academia and industry, actively trying to set up 
pilot AI projects in industry or collaborative projects 
involving several AI centres"; "people in Toronto, Montreal, 
and Ottawa [could] promote CSCSI and act as contacts for 
an yone in their [research] area who needs AI 
information / referral/ etc," There were many reactions to 
CSCSI / SCEIO acting as co-ordinator for Canadian AI, ranging 
from "no" to "that 'll be the day", Another possible role for 
CSCSI/ SCEIO would be to enhance its international outlook by 
representing Canadian AI abroad , perhaps, as one person 
suggested, by trying to gain "the right to send or elect a 
Canadian representative to the AAAI executive board" , or 
conceivably by representing Canada on the IJCAI (International 
Joint Conference on AD board if it re-organises along IFIPS 
lines, CSCSI/SCEIO was even mentioned as a possible source of 
funds to support AI research, 

There was a fifth set of reactions that questioned 
CSCSI/SCEIO's current organisational structure in relation to 
achieving its goals! "[CSCSI/SCEIOJ should review its 
·relationship to CIPS"; "[we should] push for a true Canadian 
computer science organisation - I have nothing good to say 
about CIPS", Some people even questioned whether the 
CSCSI/ SCEI8 could (or even should ) achieve its goals! "CSCSI 
hasn't enough manpower to fulfill all its goals"; "are there 
enough AI people to justify a separate Canadian organisation 
such as CSCSI?"; "the CSCSI is not perceived as a ' live' 
entity - apart from the conferences it doesn 't 'do ' anything -
I 'm not sure it really can, It's not an yone's fault," But, 
the majority seemed to be less pessimistic! "I think [the 
changes] have been happening - e,g, refereeing for CSCSI-c:4, 
generally better organization with continued effort and 
growth," 

4. Som~ Important Questions 
f=or the CSCSI/SCEIO 

The previous section outlined a number of possibilities 
for Canadian AI in general and the CSCSI/SCEIO in particular, 
In this section we discuss a number of open questions facing 
the CSCSI/ SCEIO, questions which should be answered if the 
organisation is to find an appropriate niche in Canadian AI, 
Hopefully, the views of the membership as expressed in the 
survey and the feelings of the conference attendees will give 
guidance as to how these questions should be answered, Where 
we offer our own views, it is merely to give a basis for 
argument, 

(1) The main roles currently played by the CSCSI/SCEIO 
are producer of a newsletter and host of a biennial 
conference, Can these roles be enhanced ·~· In 
particular, should the newsletter come out more 
regularly ~' Should we sever the newsletter affiliation 
with CIPPRS and CMCCS/ ACCHO"' Should the conference be 
he ld annually? Should more money be r isked on publicity 
in order to possibly gain increased attendance at the · 
conference·; Should "special topics" conferences be 
held ? "Yes" answers to an y of these questions will 
require more t ime and effort on the part of society 
members and probably more money from society coffers, 

(2) Should the society consider taking on new roles? The 
current executive is trying to establish a new 
international AI journal under society sponsorship -
will the increased profile this gives the society, and 
increased credibility, be worth the extra time, effort 
and "risk capital" expended? Are other roles possible? 
For example, could the CSCSI/SCEIO usefully serve as an 
information provider to government and industry, 
possibly by keeping the report "Directions for Canadian 
AI" up-to-date year after year·' Should the society act 
as an accreditation agency for AI people~' Again, any 
of these options would involve more work, and possibly 
imply an authoritarian role unsuitable to the 
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organisation, 

(3) Should the CSCSI/ SCEIO change its orientation away from 
academic pursuits? It could host seminars on aspects 
of AI for government and industry, It could concoct 
policy documents on a wide range of AI issues for 
dis tribution to policy makers, It could more 
aggressively seek out funds , more aggressively 
advertise itself, and generally be more assertive in 
its demeanour, All of these op t ions would change the 
fundamental character of the organisat ion, although 
many of them would enhance its normally meager coffers, 

(4) Are s tructural changes necessary in the CSCSI/SCEIQ·? 
Specifically, should the society terminate affiliation 
with CIPS·) If so, who would handle the many clerical 
functions provided by CIPS (handling member ship lists, 
mailing things out, etc,)? Would independence free the 
socie t y from any great restrictions imposed by CIPS? 
Other structural changes might be considered as well, 
For example, a publications officer with 
responsibilities for t he newsletter and the journal (if 
it comes to fruition) might be a good idea, Should 
there be an executi ve member ,,iho is responsible for 
prnviding continuity in the conferences to ensure that 
confe rence sites are well chosen, ahead of time, to 
ensure that continuous publicity is provided , and to 
act as an information provider to each conference 
general chairman·, More generally, should the entire 
executive serve longer terms in order to enhance 
continuity-:· Is the organis ation too much of an 
oligarchy - s hould means be found to "open it up" to 
mo re participat ion~· Our experiences on the executive 
convince us that it is ve ry time consuming to maintain 
an awareness of all that is going on in AI in Canada, 
and that to do an effective job requires much thankless 
labour, We would be happy to have a veritable army of 
volunteers to help out, and an y changes in the 
organisation which would help to spread the joy of 
working for the benefit of AI in Canada as widely as 
possible ,-,ould be welcome, 

(5) Finally, ,,e must ask ,,ihere resources to promote the 
CSCSI/ SCEIO will come from~' Although there are nearly 
300 members, no more than 50 people are actively 
involved in the organisation, and many of them are 
ready to "re tire" from active dut y after service to the 
cause, Who is going to follow in their footsteps':· The 
CSCSI/SCEIO is also ridi culously poor, The CIAR is 
ab

1
le to find vast amounts of private sector money to 

fund its AI-oriented project; the Science Council has 
found money in the thousands of dollars for conferences 
and workshops; NSERC, the Science Council, MRC and the 
CIAR can invest enough money to help finance well over 
100 people to travel to Ottawa, Why does the 
CSCSI/SCEIO have to struggle along with an annual 
budget of around 2000 dollars, with its executive 
members cleverly "finding" extra funds from their 
universities or their personal research grants in order 
to help finance CSCSI / SCEIO business, with its 
membership having to pay their own way to conferences 
and meetings, when there is obviously funding to 
support AI activit ies? Suggestions for how to increase 
funds flowing to the CSCSI/SC EIO are urgently needed, 

There is currently an AI "policy vacuum" in this 
count ry, Government and industry are crying out for AI 
information and expertise, The CSCSI/SCEIO can act to fill 
this vacuum, It is the only Canadian organisation devoted to 
AI. Among its members ar e the most prominent AI people in the 
land, It has an illustrious history of service promoting AI 
in Canada, The CSCSI/SCEIO is well respected internationally, 
Through concerted action, the CSCSI/SCEIO can (and should ) 
become a major influence in Canadian AI over the next decade, 
an indispensible asset in policy decisions affecting AI. 



I 

. I 

The society can, of course, choose not to become 
involved, Policy decisions will s till be made, They will be 
made based on information provided by individuals who may or 
may not have the credentials to give the information, The 
decisions may not have the broad support of the Canadian AI 
community and they may not be communicated to the Canadian AI 
community, It is up to the membership of the CSCSI/SCEIO and 
its current executive to vigorously promote the organisation 
and its abilities in order that it cannot be ignored in the 
future, Never has the society been more relevant or needed, 
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