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ABSTRACT 
Based on data showing performance benefits separately for 
programmable versus static feedback in manual controls 
and for co-location of dynamic haptic/graphic controls, we 
hypothesized that combining these benefits would further 
improve context- and task-specific feedback. Two 
application prototypes created to explore this premise for 
(a) streaming media navigation and (b) information flow 
demonstrate the potential affordances and performance 
benefits for integration in manual controls.  Finally, we 
describe two practical fabrication methods: embedding a 
haptic controller into an active graphic display panel, and 
rear projection onto a passive surface with an embedded 
haptic control. 
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MOTIVATION 
Dynamic, programmable haptic controls, such as knobs, 
sliders, and buttons, are increasingly used for industrial 
controls, games, automobiles, and ubiquitous computing 
applications [8]. These manual controls typically replace 
passive haptic controls with static labels. For example, a 
radio’s volume knob will typically have a static label 
indicating the knob positions corresponding to minimum 

and maximum volume levels. Conversely, current 
implementations of programmable haptic controls have 
tended to decouple the haptic and graphic components [2, 
8]. In other words, the control feedback is no longer co-
located with the graphical feedback. Such decoupling often 
reduces affordances and task performance – as predicted by 
previous integrality and separability user studies [3, 6, 16]. 
For example, Jacob et al. [6] demonstrated performance 
improvements when the structure of the perceptual space of 
a graphical interaction task mirrored the physical control 
space of the input device. Ware & Rose [16] extended this 
research in a direction directly related to our prototypes. 
They showed that co-located haptic and graphic handles can 
improve task performance, and that these performance 
benefits can be obtained even when the haptic and graphic 
handle shapes do not match. Performance improvements 
have also been shown for spring-mass haptic feedback 
models compared to graphic-only feedback [5]. Thus, our 
prototypes combine the benefits of these prior co-location 
and haptic research contributions. 

In this paper, we demonstrate two physical prototypes in 
order to show how designers can easily integrate 
programmable haptic and graphic controls. We hope that 
the techniques used in our prototypes will provide interface 
designers with a new prototyping method to potentially 
improve affordances and task performance. These same 
techniques are also appropriate for incorporation into 
commercial products using currently available technologies. 

 

Figure 1:  Haptic knob embedded into an  
acrylic graphical rear-projected display surface 
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EXAMPLE PROTOTYPING SCENARIOS 
To illustrate the potential of co-located manual control, we 
prototyped two application scenarios: 

• Media editing with an embedded haptic knob 
• Information flow with an embedded haptic slider 
These examples were chosen to be common, easily 
understood tasks. They were also chosen to intuitively 
illustrate improved affordances and task performance 
compared to current methods without co-located haptic and 
graphic feedback. An accompanying video demonstrates 
users interacting with each of these prototypes. 

Manipulation of Streaming Media  
Graphical user interface (GUI) media editors often contain 
graphical jog dial widgets for navigating audio / video clips. 
Controlling these GUI widgets with a mouse or other 
pointing device is slow and cumbersome; the handle 
mismatch decreases the coupling between the user and the 
task. Conversely, many physical media players (e.g. video 
player consoles and audio players), have physical jog dials 
for frequently used functions such as play, stop, fast 
forward, and rewind. However, such a jog dial still suffers 
from the problem of disjoint haptic and graphic feedback. A 
previous application exploring the coupling of static knobs 
and graphical displays has been performed by Kobayashi & 
Akamatsu [7]. Our media editing prototype extends this 
approach by using a co-located dynamic haptic handle. 

Using our physical knob setup (shown in Figure 1), we 
illustrate the potential of integrating dynamic graphical 
components with the force-feedback possibilities created by 
embedding the physical controller directly into the display. 
Embedding provides the force-feedback device (e.g., the 
knob motor) with a grounding frame of reference. 
Consequently, a wide variety of dynamic haptic effects can 
be fully integrated within the dynamic graphical display. 
For example, our knob can provide up to 180 mNm of 
continuous torque with an update time of 100 μs. Without 
such physical embedding, this quality of haptic feedback is 
extremely difficult to obtain. 

Figure 2 shows our prototype of a haptic knob coupled to a 
graphical filmstrip, representing a media stream being 
manipulated. It couples a haptic knob with a visual 
representation of the physical metaphor described by 
Snibbe et al. [13]. By placing the top of the physical knob 
beneath the graphical filmstrip, a strong visual and haptic 
coupling affordance is achieved. To enhance the effect, 
graphical notches were added to the bottom of the filmstrip 
so they visually interlock with notches on the knob’s 
perimeter. As the user rotates the knob, haptically rendered 
detents (i.e., ‘clicking’ sensations) are provided in 
synchrony with the graphical notches and film strip 
boundaries. Additional effects, such as torque ramps at the 
start and end of film sections, and torque textures that 
represent content of the graphical media near the knob, 
could be easily added. 

To experiment with an interaction not possible with a static 
knob, we explored clutching effects, again as described by 
Snibbe et al. [13]. Clutching is achieved by rendering a 
virtual heavy mass, initially stationary, that can be engaged 
by pushing down on the knob to come in contact and then 
‘spinning it up’.  The graphical film starts to rotate in 
synchrony with the virtual mass. When the user releases 
downward pressure on the knob, the clutch is disengaged; 
but the simulated inertia keeps the virtual mass rotating, and 
the film rolling across the screen. Haptic effects of the 
media can be felt on the knob as the film visually scrolls. 
Third, the user can stop the film scrolling by pushing the 
knob down – thereby applying a ‘brake’ and grounding 
friction to the simulated inertia in the film strip. In contrast 
to the distributed positions in the initial implementation of 
this metaphor by Snibbe et al. [13], the current 
implementation has the knob “in contact” with the graphical 
film, providing a stronger sense of direct interaction. 

Information Flow 
Our second example involves information flow through a 
metaphorical pipe, with the prototype illustrated in Figure 
3. Flow through the pipe is indicated graphically by small 
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Figure 2:  Media editing with a haptic knob coupled to a 
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white circles, which could represent information such as 
network traffic, electricity usage, or water supply. To create 
a valve in the pipe, we built a force feedback slider and 
embedded it between two networked graphical liquid 
crystal displays (LCDs). To further improve the conceptual 
coupling between the haptic and graphic feedback controls, 
a graphical rectangle is fixed to the physical slider handle. 

If used in a control room, collections of valve interfaces 
such as the prototype in Figure 3 could be connected into a 
network of graphical pipes on a wall or table. Thus, a 
tangible interface similar to those explored by Ullmer et al. 
[15] and MacLean et al. [9] can be realized. More flexible 
information flow surfaces could be obtained by embedding 
dynamic force-feedback sliders, knobs, and buttons into the 
DataTiles introduced by Rekimoto et al. [11]. In other 
words, a physical manual control could be embedded into a 
graphical tile. Tiles could then be mounted and re-arranged 
into sophisticated information topologies. 

Like the previous knob example, the dynamic haptic slider 
provides many useful interactions not possible with static or 
purely graphical sliders. For example, as the user moves the 
valve handle (see Figure 3), s/he feels different haptic 
feedback related to the flow of particles against the slider. 
Reduced or increased flow through the pipe produces more 
or less haptic resistance via the slider. The user can feel a 
difference between fully closed and 99% closed. Because 
the haptic and graphic slider handle is mounted directly 
over the graphical pipe, the user gets a much stronger 
conceptual connection to the ‘fully closed’ and ‘mostly 
closed’ system states compared to a typical GUI widget 
controlled with a mouse. Because the haptics are 
completely simulated, a variety of haptic effects ranging 
from physically-based models to completely abstract 
models can be developed depending on the user’s preferred 
metaphorical context.  Additional effects (not implemented) 
could include appropriate graphic and haptic icons for 
different pipes and/or different data ‘flow’ within the pipes. 
This would especially help in time-and-safety-critical 
applications because users would learn to associate 
combined visual/haptic icons with particular system states; 
multimodal reinforcement has been shown to provide 
significant performance benefits over single modality cues 
[14]. 

PROTOTYPING TECHNIQUES 
The following sections describe the two rapid physical 
prototyping techniques that we used to realize the scenarios 
described above in terms of actual integration of the haptic 
and graphical displays. The separate graphic and haptic 
implementation details are fairly standard: we programmed 
the prototypes with a combination of C++ / OpenGL and 
Visual Basic code, and used our Twiddler and RTPM tools 
to set up the haptic control architecture [10, 12]. We custom 
built the physical knobs and sliders. 

Integrating into an Active Display Surface 
We first explored physical milling of a display surface (see 
details in our accompanying video). Specifically, we drilled 
a hole in an LCD through which we placed a knob shaft. 
Most pixels remained operational after drilling (see Figure 
4). A fully functional LCD with a hole, or milled region, 
could be obtained by adding additional horizontal and 
vertical connectors to the pixels.  

As illustrated in our slider example in Figure 3, multiple 
LCD surfaces can also be ‘wrapped’ around a physical 
control using current LCD technology. This may be cheaper 
and less destructive than drilling or milling an LCD: we 
estimate that approximately one LCD will be destroyed for 
every successful drilling or milling effort because of 
difficulties in preventing liquid crystal leakage as shown in 
Figure 4.  Nevertheless, milling an LCD is a practical 
prototyping technique when imperfections in the graphical 
display surface may be acceptable. 

A related display option could be based on E Ink [4], which 
consists of thin paper-like sheets with actively refreshable 
pixels. Their thinness and general manufacturing would 
ease the creation of active surfaces with holes, compared to 
LCD technology.  

The main advantage of active surfaces over projection 
techniques is the reduced physical volume required; in our 
design the additional space behind or in front of the 
graphical surface is limited to the depth of the actuator, 
which is much less than the throw distance of a projector. 

Rear Projection 
We ended up using a rear projection technique for our knob 
prototype (media manipulation, Figures 1 & 2) because it 
was quicker and cheaper to obtain a fully functional display 
surface (no missing pixels), and the extra space required 
was acceptable. As illustrated in Figure 5, a haptic knob can 
be mounted into a transparent support surface such as 
acrylic. The surface can be coated with a semi-transparent 
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Figure 4:  LCD pixels damaged by physical drilling of two 
holes for knob shafts (following drilling of two experimental 
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medium, such as paper, and rear projected using a standard 
data projector. This prototype required 1 m of space behind 
the screen; however, future versions could be more 
compact. For example, mini-projectors (as envisioned in 
[1]) could be used in the near future, by embedding 
multiple very small, low-cost projectors closely behind the 
display surface. Front projection techniques would rarely be 
a viable option because they would almost always produce 
disruptive shadows on the surface as the user interacts with 
the physical control. 

SUMMARY & FUTURE WORK 
Previous research has shown both the performance benefits 
of adding programmable haptic feedback models to 
graphical systems, and of co-locating haptic and graphic 
feedback.  In this paper, we demonstrate a system that 
combines these benefits by co-locating programmable 
haptic controls with dynamic visual feedback. We have 
presented two application prototypes, media navigation and 
information flow, as compelling examples of the possible 
affordances and task performance benefits for future 
manual controls.  We have also illustrated two practical 
methods for implementing this type of integrated 
configuration:  integrating programmable manual controls 
into an active media surface, and rear projection on to a 
passive surface with embedded controls. 

Future work will include user studies to confirm our 
inferences from individual co-located and programmable 
haptic feedback research.  We will compare the 
performance differences between [co-located and disjoint] 
and [haptics and/or graphics] conditions for both the 
presented and future prototypes.  Specifically, we hope to 
devise more sophisticated co-located haptic-graphic 
coupling, to allow interactions not permitted by static or 
distributed controls. 
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Figure 5:  Example mounting of a haptic component 
into a graphical screen 


