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Abstract. Two recent methods have increased hopes of �nding a polynomial time solu-

tion to the problem of computing the minimumweight triangulation of a set S of n points

in the plane. Both involve computing what was believed to be a connected or nearly

connected subgraph of the minimum weight triangulation, and then completing the tri-

angulation optimally. The �rst method uses the light graph of S as its initial subgraph.

The second method uses the lmt-skeleton of S. Both methods rely, for their polynomial

time bound, on the initial subgraphs having only a constant number of components. Ex-

periments performed by the authors of these methods seemed to con�rm that randomly

chosen point sets displayed this desired property. We show that there exist point sets

where the number of components is linear in n. In fact, the expected number of compo-

nents in either graph on a randomly chosen point set is linear in n, and the probability

of the number of components exceeding some constant times n tends to one.
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1. Introduction.

Let S be a set of n points in the plane. A triangulation T (S) of S is a maximal

set of non-intersecting edges connecting points in S (that is, the addition of one more

edge would create an intersection). The weight of an edge in T (S) is the Euclidean

distance between its endpoints. The weight of T (S) is the sum of the weight of its edges.

Computing the minimum weight triangulation mwt(S) of a point set S is an old open

problem. In fact, the complexity of this problem remains unresolved. It is not known to

be NP-complete or polynomial-time solvable (see Garey and Johnson (1979)).

Recently, there has been a urry of activity concerning this problem. This activity

was sparked by a result of Keil (1994), who found the �rst non-trivial subgraph of the

minimum weight triangulation of a point set. He showed that the
p
2-skeleton of a set

of points S is a subgraph of the minimum weight triangulation of S. (�-skeletons, a

proximity graph whose region of inuence depends on the parameter �, were introduced

by Kirkpatrick and Radke (1985) in the context of Computational Morphology.) The

importance of this result rests on the fact that computing a subgraph of the minimum

weight triangulation provides a polynomial time algorithm for computing the minimum

weight triangulation, if the number of components in the subgraph is constant.

Gilbert (1979) and, independently, Klincsek (1980) provided an O(n3) time dy-

namic programming algorithm for computing the minimumweight triangulation of a sim-

ple polygon. This algorithm can be used to compute the minimum weight triangulation

of a point set S in the following way. Suppose we are given a subgraph of the minimum

weight triangulation that includes the convex hull ch(S) of S and consists of k connected

components. There are at most
�

n
2

k�1

�
ways to choose k � 1 edges to connect these com-

ponents. For each choice that, along with the initial subgraph, forms a connected planar

graph we use the algorithm of Gilbert or Klincsek to complete the triangulation optimally.

Given a single component, each of the regions inside ch(S) is a simply connected region

and thus can be optimally triangulated using the algorithm of Gilbert or Klincsek. There-

fore, in nO(k) time, mwt(S) can be computed. (This time complexity can be reduced to

O(nk+2). See Cheng, Golin, and Tsang (1995).) Thus, the mwt problem is polynomial

time solvable if a subgraph of the mwt(S) consisting of a constant number of components

can be computed in polynomial time.

After the original result by Keil (1994), other subgraphs of mwt were found by

Yang and Xu (1994), and Cheng and Xu (1995). All of these subgraphs of the minimum

weight triangulation, including Keil's, are also subgraphs of the light graph. Given a

set S of n points in the plane, the light graph L(S) of S is a set of edges connecting
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points in S with the following property. An edge xy (x; y 2 S) is in L(S) provided that

all segments ab with a; b 2 S n fx; yg that properly intersect xy are strictly longer than

xy. The notion of a light graph and its relation to minimum weight triangulations was

studied by Aichholzer et al. (1995). They showed that the weight of mwt(S) is at least

the weight of L(S). Thus, if L(S) is a triangulation, then it is the minimum weight

triangulation. They also point out that there exist point sets such that not all edges in

L(S) are in mwt(S). However, it was believed that light edges may help both in the

exact computation of the minimum weight triangulation, since non-trivial subgraphs of

L(S) are contained in mwt(S), and in approximate computations of the minimumweight

triangulation. This belief was based on the observation that in practice, most light graphs

seemed to be connected. In random point sets (uniformly distributed in the unit square)

of up to 200 points, Aichholzer et al. observed that L(S) was connected.

An alternate approach to computing the minimum weight triangulation has re-

cently been proposed independently by Keil (1995) and Dickerson & Montague (1995).

They both propose a method of computing a subgraph of the mwt by computing a locally

minimal skeleton or lmt-skeleton for short. The lmt-skeleton of a set of points is the

set of edges contained in every locally minimal triangulation. A triangulation is locally

minimal if every edge of the triangulation is locally minimal. An edge e is locally minimal

if one of the following holds.

(i) The edge e is on the convex hull.

(ii) The edge e is adjacent to two triangles which taken together form a non-convex

quadrilateral.

(iii) The edge e is adjacent to two triangles that form a convex quadrilateral and e is

shorter than the other diagonal of the quadrilateral.

Since the minimum weight triangulation is locally minimal, the lmt-skeleton is a

subgraph of the mwt. Both conjecture that the lmt-skeleton is connected or only has a

constant number of disconnected pieces. In fact Dickerson and Montague ran experiments

on point sets up to 200 and found that the lmt-skeleton was connected.

In this paper, we show that there exist point sets such that the number of compo-

nents in the light graph and lmt-skeleton is linear in the number of points. In fact, for n

independent identically distributed points X1; : : : ;Xn, drawn from the uniform distribu-

tion on [0; 1]2, we show that the expected number of components grows linearly in n. If

C is the number of components, we also show that there exists a constant c1 such that

lim
n!1

PfC > c1ng = 1:
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These results suggest that the lmt-skeleton and the light graph do not help in resolving

the time complexity of computing the minimum weight triangulation. The results are

based on showing that a structure called a diamond causes both graphs to have isolated

vertices and that the number of diamonds found in a random point set is high.

2. Diamonds and their properties.

Given a set S of n points in the plane, a point p 2 S is called a diamond if two

conditions are satis�ed:

(i) The circle centered at p with radius r = 1=
p
n contains no other data point;

(ii) The regular 18-gon centered at p with inscribed circle of radius r and aligned with

the x-axis de�nes 18 quadrilateral sectors with vertices at neighboring tangential

points, a vertex of the polygon, and the origin p (see �gure below). Each of the

sectors contains one and only one data point.

A facet of a diamond is one of the 18 regions sandwiched between the regular

18-gon and the inscribed circle of radius r centered at the diamond.

For the center to be a diamond, the inscribed circle must

contain no other data point, and each facet must contain

exactly one data point.

Let f0; f1; :::; f17 be the points that lie within the facets of a diamond p in clockwise

order about p. A diamond has the property that fi�1fi+1 is shorter than r for all i (index

sum modulo 18). This property implies the following:
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Lemma 1. If a set S of n points in the plane has a diamond , then the latter is an isolated

vertex of L(S).

Proof. Let x be a point in S n fpg. The edge px is longer than r and intersects some

edge fi�1fi+1 that, by construction, is shorter than r.

A diamond is secure if no facet contains a point within angular distance  �
arcsin(1=(2 cos(�=18)) of another facet. A secure diamond has the property that every

edge pfi is shorter than fi�2fi+2.

�=6

�=6� 2

One of the 18 facets enlarged. A diamond is secure if the

point within each facet is also within the �=6�2 sector.

Lemma 2. If a set S of n points in the plane has a secure diamond , then the latter is

an isolated vertex of the lmt-skeleton of S.

Proof. We will show that there exists a locally minimal triangulation which does not

include px for every x 2 S n fpg. If x 2 ff0; : : : ; f17g then without loss of generality

assume x = f0.

Consider the edges T = fpfi; fifi+2 j i oddg. The edges in T form nine empty

triangles surrounding p. If the edges in T are locally minimal in every triangulation which

contains them then there exists a locally minimal triangulation in which p is adjacent only

to fi for i odd. For example, the triangulation that contains T of minimum weight is one
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such locally minimal triangulation. Since x is not adjacent to p in this triangulation, px

is not an edge in the lmt-skeleton of S.

To show that the edges in T are locally minimal in a triangulation we need only

show that if an edge in T is the diagonal of a convex quadrilateral in the triangulation

then the other diagonal is longer.

The edge pfi is the diagonal of the quadrilateral fp; fi�2; fi; fi+2g. Since p is a

secure diamond, the edge fi�2fi+2 is longer than pfi.

The edge fifi+2 may be the diagonal of a convex quadrilateral fp; fi; y; fi+2g but y
is outside the circle of radius r centered at p and thus py is longer than fifi+2.

Theorem 1. For every n � 19, there is a set S of n points whose light graph and

lmt-skeleton consist of at least bn=19c components.

Proof. Follows from Lemmas 1 and 2.

Lemma 3. If A, B, and C are the 18-gons associated with three distinct diamonds then

A \B \ C = ;.

Proof. Suppose A \ B \ C is not empty. This implies that the circumcircles of two

of these 18-gons must intersect so that one contains an arc of the other which is at

least �=3 (and vice versa). This, in turn, implies that the inscribed circle of two of

these 18-gons must intersect so that one contains an arc of the other which is at least

2 arccos(
p
3=(2 cos(�=18))) > 2�=9. Thus an entire facet of one diamond is contained

within the empty inscribed circle of another which contradicts the existence of a point

within that facet.

3. Main result.

Let D be the number of diamonds in the point set S = fXi j 1 � i � ng where

each Xi is chosen uniformly at random in [0; 1]2. Lemma 1 implies that the number of
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components in L(S) is at least D. Thus the following theorem shows that the expected

number of components in L(S) grows linearly in n.

Similarly, let Ds be the number of secure diamonds in the point set. Since Lemma

2 implies that the number of components in the lmt-skeleton of S is at least Ds, the next

theorem shows that the expected number of components in the lmt-skeleton of S grows

linearly in n.

Theorem 2. There exists a positive constant � such that ED � �n for all n. There exists

a positive constant �0 such that EDs � �0n for all n.

Proof. Since the Xi's are i.i.d., we note that ED = nP fX1 is a diamondg :

P fX1 is a diamondjX1g

�
�
0 if X1 is within 2r of the perimeter of [0; 1]2

PfN0 = 0; N1; : : : ; N18 = 1jX1g otherwise

where (N0; N1; : : : ; N18; N19) is a multinomial random variable with parameters n� 1 and

(�r2; cr2; : : : ; cr2; 1 � (� + 18c)r2), just as in a ball-in-20 urns experiment. The �rst urn

is the circle of radius r = 1=
p
n around X1 and the next 18 urns are the 18 facets. The

constant c is 1=18-th of the area di�erence between the circumscribing 18-gon and the

circle, when the circle has unit radius. A bit of work shows that c = tan(�=18)� (�=18).

We have

PfN0 = 0; N1; : : : ; N18 = 1jX1g =
(n� 1)!

(n� 19)!
(cr2)

18
(1� (� + 18c)r2)

n�19

� (n � 18)18c18n�18 (1� (� + 18c)=n)
n

� c18e�(�+18c)

as n!1. Thus, the expected number of diamonds is at least

nc18e�(�+18c)(1 + o(1)) �P fX1 is not within 2r of the perimeter of [0; 1]2g

� nc18e�(�+18c)(1 + o(1))(1 � 8r)

� nc18e�(�+18c) :

The proof is almost identical for Ds. The only di�erence is that the constant c in

the proof becomes somewhat smaller (c = tan(�=18)� (�=18)� (tan(=18)� (=18))).
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Remark. As 0 � D � n, we have, for 0 < a < �, with � as in the Theorem above,

PfD � ang �
ED � an

n� an
�

�� a

1 � a
:

Take a = (1 � �)�, � > 0, and conclude that PfD � (1 � �)n�g > �� > 0. Similarly,

PfDs � (1 � �)n�0g > ��0 > 0 The concentration result from the next Theorem shows

that these probabilities tend in fact to one with n.

Theorem 3. If � > 0 is as in Theorem 2, then limn!1PfD � �n=2g = 1: If �0 > 0 is as

in Theorem 2, then limn!1PfDs � �0n=2g = 1:

Proof. The proof is a result of an exponential tail inequality due to McDiarmid (1989)

whose origins can be traced back to Hoe�ding (1963) and Azuma (1969) (see also Stout

(1974), or Grimmett and Stirzaker (1992, p. 448)). If Z is an arbitrary function of n

independent random variables X1; : : : ;Xn, and if Z(x1; : : : ; xn) changes by at most c

when one of the xi's changes value (with c not depending upon the xj's), then

PfjZ �EZj > ug � 2e�2u
2
=(nc2) :

We will apply this inequality to D.

Let D(i) be the number of diamonds in the set of n�1 points S(i) = fX1; : : : ;Xi�1;

Xi+1; : : : ;Xng. We claim that

D(i) � 2 � D � D(i) + 2: (1)

Consider the change in the number of diamonds caused by adding Xi to S(i). In order

to decrease the number of diamonds, Xi must fall within the 18-gons associated with one

or more diamonds. At most two of these 18-gons can overlap any one point (Lemma

3). Thus we can destroy at most two diamonds with the addition of Xi which implies

D � D(i)�2. In order to increase the number of diamonds, Xi must either be a diamond

itself or complete, i.e., �ll in the last facet, of one or more diamonds. At most two such

last facets can overlap (Lemma 3). Thus we can create at most two diamonds with the

addition of Xi which implies D � D(i) + 2. If we replace one of the Xi's, D can thus

change by at most four (apply (1) twice). By McDiarmid's inequality,

PfjD �EDj � ug � 2e�2u
2
=(16n) ;
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where u > 0. By Theorem 2, ED � �n. Thus,

PfD � �n=2g � PfD �ED � ��n=2g

� 2e�n�
2
=32

! 0 :

The proof is identical for Ds.

Theorems 2 and 3 above remain valid for the uniform distribution on any convex

compact set of positive area. It is also applicable if on such a convex set, the data points

are drawn from a density that remains bounded away from 0 and 1.

4. Conclusion.

These results imply that the light graph and the lmt-skeleton do not provide suf-

�cient information in order to compute the minimum weight triangulation of a particular

point set in polynomial time given the approach outlined in the introduction. In fact,

for random point sets, our result only insists that the expected number of components is

larger than one when n is larger than approximately 1051 which might explain why many

isolated components were not observed in the experiements conducted on both the light

graph and the lmt-skeleton.
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