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Abstract

This paper describes an experimental investigation

of the application of dynamical systems theory to

the veri�cation of digital VLSI circuits. We analyze

the behavior of a nine-transistor toggle element us-

ing a simple, SPICE-like model. We show how such

properties as minimum and maximum clock frequency

can be identi�ed from topological features of solutions

to the corresponding system of di�erential equations.

This dynamical systems perspective also gives a clear,

continuous-model interpretations of such phenomena

as dynamic storage and timing hazards.

Keywords: Dynamical systems, hardware veri�ca-

tion, hybrid models, real time systems

1 Introduction

Most veri�cation of VLSI designs, synchronous and

asynchronous, assumes discrete models for signal val-

ues and transition times. These discrete models lend

themselves well to event-driven simulation [3], model

checking [4], and theorem proving [17]. However,

many important circuit phenomena cannot be mod-

eled with discrete time and values, and failure to ac-

count for these phenomena can lead to faulty designs.

These problems are especially apparent in the design

of asynchronous circuits where computation is driven

by internal events and not regulated by an external

clock. This has led to many heuristic guidelines for de-

signing such circuits referring to such things as \mono-

tonic transitions," \isochronic forks" [12], and debates
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of \interleaving semantics" versus \true concurrency".

Underlying these issues is a more basic question, \can

discrete models of circuit behavior be based on a phys-

ically sound model of circuit behavior?"

The question is not new. About a decade ago, the

\qualitative physics" community addressed issues of

circuit behavior [6, 18]. These researchers performed

very coarse integrations of circuit equations trans-

formed into discrete domains. Non-determinism in the

discrete domain was used to ensure that every contin-

uous behavior had a corresponding discrete behavior.

However, to make this guarantee, the discrete models

tended to admit non-physical behaviors that prevent

veri�cation of typical VLSI designs. Noting this limi-

tation, others have argued that veri�cation of hybrid

systems should be based on physics as expressed by

systems of di�erential equations [15].

Another attempt at discretizing continuous models

is described Kurshan and McMillan in [11]. As in the

\qualitative physics" approach, Kurshan and McMil-

lan partition the phase space of the circuit into �xed

boxes, and map these boxes to discrete states. How-

ever, they integrate the boundaries of these boxes over

�xed intervals of the continuous time domain to obtain

a non-deterministic discrete state transition relation.

Veri�cation is performed by model checking this re-

lation. By carefully choosing the sizes of the phase

space boxes, they were able to verify an arbiter design

of Seitz [16]. To perform the integration e�ciently,

they made several convexity assumptions that would

be violated by a more detailed circuit model (e.g. one

with non-linear capacitances). Their method might

accommodate such models by choosing a su�ciently

�ne discretization, but it is not clear that this can

be done without leading to an intractable state space

explosion.



We favor an approach that bases the mapping from

continuous to discrete behaviors on dynamical systems

theory. Instead of quantizing the continuous system,

discrete behaviors are recognized from topological fea-

tures of the solutions of the system of di�erential equa-

tions. Examples of this approach include Hurtado [10]

who examines arbiters from a dynamical systems the-

ory perspective, Brockett [2] who describes systems

of di�erential equations that perform simple compu-

tations such as counting, and Black [1] who proposes

dynamical systems theory as a possible basis for an

asynchronous design methodology.

Our application of dynamical systems theory dif-

fers from those mentioned in the previous paragraph

in that our approach is analytical whereas the others

view it from a perspective of synthesis. To be more

speci�c, prior work has focused on the problem of �nd-

ing a system of di�erential equations that performs a

desired computation. We, on the other hand, start

from an existing design and extract a system of dif-

ferential equations from the circuit. We then seek to

verify that this behavior is in fact realized by the ex-

tracted equations.

This paper describes an experimental approach to

applying dynamical systems theory to VLSI design.

We take an existing design for a toggle 
ip 
op and

attempt to show that, under a suitable abstraction, its

discrete behavior satis�es a discrete speci�cation. To

derive the possible continuous behaviors, we employ

circuit simulation. The observations presented in this

paper provide explanations of the circuit behavior, but

these explanations are not mathematical proofs. Our

simulation based approach has revealed features of the

circuit dynamics that have not, to our knowledge, been

considered by more synthesis oriented approaches. We

believe that the dynamical features that we have ob-

served are essential to understanding the operation of

real VLSI circuits. In particular, we show the follow-

ing:

� The discrete behavior of the toggle element cor-

responds to a periodic attractor of the continuous

dynamical system.

� Dynamic storage leads to degeneracies that pre-

clude a one-to-one mapping between attractors

and states.

� Local properties of attractors o�er insight into

circuit dynamics, but robust veri�cation will re-

quire analysis of more global properties than can

be established by simple simulation.

2 The toggle element

This section presents the toggle element that is used

as an example in the remainder of the paper. The

design was originally described by Yuan and Svens-

son [20]. The single-phase clocking technique pro-

posed in that paper has received great interest because

of the high clock rates that can be achieved. Using a

single clock, these designs have inherent timing races

that we hope to elucidate with the analysis presented

here. We chose the toggle element as our example

because it is a simple circuit, yet its behavior in a

continuous model exempli�es many of the issues that

we believe are crucial to understanding typical VLSI

designs.

A discrete speci�cation of the toggle is simple. The

circuit has an input, �, and an output, z. Every time

the � input makes a low-to-high transition, the z out-

put should make a single transition, either from low

to high, or from high to low. When the � input makes

a high-to-low transition, the z output should remain

unchanged. Thus, the output changes once for every

other change of the input.

Figure 1 shows Yuan and Svensson's implementa-

tion of the toggle. The operation of this circuit can

be understood by using a simple switch model start-

ing from a state where the � input is low. In this

case, y will eventually become high, z is 
oating, and

x is the logical negation of z. If we assume that the

value stored on node z is a well-de�ned logical value,

then the circuit has two possible states when � is low:

(x; y; z) = (L;H;H), and (x; y; z) = (H;H;L). Start-

ing from these two states, we can derive the corre-

sponding stable successor states for when � is high.

If the circuit is allowed to reach a stable state before

each transition of the � input, then it implements a

toggle as illustrated by the state transition diagram

shown in �gure 2.

The description of the toggle element in the pre-

vious paragraph assumed a switch-level model. Al-
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Figure 1: The Yuan-Svensson toggle element.
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Figure 2: State transition diagram for the toggle ele-

ment.

though such models are helpful when seeking an in-

tuitive understanding of how such a circuit operates,

they fail to address many analog aspects of the circuit

operation that are critical to ensuring its proper be-

havior. Because the circuit uses a single-phase clock-

ing scheme, there are timing hazards associated with

each clock transition. For example, consider the tran-

sition from state (L;H;H) to state (L;H;L) when

� makes a low-to-high transition. If the high-to-low

transition of z occurs before � is completely high, then

x may make a spurious low-to-high transition. This in

turn could enable a high-to-low transition of y and

cause z to return to its original high value. In sec-

tion 5, we will show that such behaviors can actually

arise with realistic circuit models. Other anomalous

behaviors can arise as a consequence of precharged

logic when spurious capacitances introduce coupling

to logically unrelated signals. The Yuan-Svensson de-

sign employs techniques such as single-phase clock-

ing and precharged logic to achieve high clock rates.

Switch-level models are inadequate to verify the be-

havior of such designs because the behavior of the cir-

cuit during a clock transition is critical for the correct

operation of the circuit. This precludes considering

clock transitions as instantaneous events. Further-

more, traditional analog simulation cannot establish

that the design is robust under a speci�ed range of

device parameters and input signal characteristics. It

is for these reasons that we consider a dynamical sys-

tems approach for analyzing these circuits.

3 Dynamical systems

Dynamical systems theory provides a basis for map-

ping the continuous behaviors of circuit models formu-

lated as systems of di�erential equations to the dis-

crete behaviors of digital models. In this approach,

we consider the phase space de�ned by the voltages

of each node in the circuit; the state of the circuit is

given by a vector of voltages, v. The circuit equa-

tions give us _v, the time derivative of v, as a function

of v. Integrating these equations gives a unique tra-

jectory for each state. Since we employ deterministic

circuit models, this trajectory speci�es the entire past

and future behavior of the circuit. An attractor is
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a possibly in�nite set of points in phase space such

that all trajectories starting in some neighborhood of

this set asymptotically approach the set in the limit as

time goes to +1. The neighborhood associated with

each attractor is called its basin of attraction, and the

basins of attraction of a dynamical system partition

the phase space. Thus, if a dynamical system has a

�nite set of attractors, we can identify a �nite parti-

tion of its continuous phase space. This partitioning

provides a discrete interpretation of continuous behav-

iors. To analyze the toggle element, we consider two

broad classes of attractors:

Fixed-point attractors: the trajectory asymptotically

approaches a �xed point.

It is tempting to try to identify �xed-point at-

tractors with digital states. However, as we shall

describe in section 5, circuits that use dynamic

storage can have extended, connected limit sets

for which such a simplistic interpretation does not

apply.

Periodic attractors: the trajectory enters an orbit of

�xed period.

We can map this continuous orbit to a cycle of

states of the �nite state machine description of

the circuit in a digital model. In section 6 we

shall establish conditions under which trajectories

for the toggle element converge to periodic orbits

with periods twice that of the input clock.

In general, dynamical systems can exhibit other be-

haviors such as chaotic attractors and divergent 
ows.

Although it is possible to design circuits with chaotic

behavior, such designs do not seem to have widespread

application. Divergent 
ows can be excluded on sim-

ple physical grounds (i.e. the voltages on a chip are

bounded).

The system of di�erential equations that de�ne a

dynamical system may have parameters such as the

mobility of carriers in the channel region of a transis-

tor or the frequency of a periodic input. The value

of a parameter is �xed over time as the behavior of

the dynamical system evolves. By varying the value

of the parameters, a family of dynamical systems is

produced. At critical values of a parameter, qualita-

tive changes may occur in the structure of the phase

space as characterized by its system of attractors. For

example, �xed-point attractors may be created or de-

stroyed, or a �xed-point attractor may be replaced by

a periodic attractor (the latter example is known as a

Hopf bifurcation [8]). These bifurcations are discrete

events that occur at precise values of the parameters.

The choice of which quantities to represent as vari-

ables and which to represent as parameters depends

largely on what behaviors are of interest. Certain

quantities, such as gate oxide thickness are naturally

modeled as parameters, as we don't expect these quan-

tities to vary with time for any given physical transis-

tor. On the other hand, quantities such as the volt-

age or frequency of an input signal can be modeled

as either a parameter or a variable depending on the

objectives of the analysis.

4 A continuous circuit model

Our goal is to assess the feasibility of a dynamical

systems approach to analyzing the behavior of CMOS

circuits. Accordingly, we have started by using simple,

intuitive circuit models. If we are successful in this

framework, we hope that such success will provide a

foundation for applying dynamical systems theory to

more accurate circuit models.

We view a circuit as a collection of transistors and

capacitors. A transistor is a device whose drain-to-

source current is determined by the equations given

in �gure 3. This is a simple �rst order model that

neglects such phenomena such as the body-e�ect, sub-

threshold conduction, and the dependence of Ids on

Vds voltage in the saturation region (see [7]). In this

paper, we use \typical" parameters for the MOSIS 2�

n-well process: Kn = 2:3 � 10�5 amps=volt2, Vtn =

1:0volt,Kp = �8:4�10�6amps=volt2, Vtp = �1:0volt.

S is the shape factor for the transistor.

We assume that all capacitors are of �xed value,

that all capacitances are to ground, and that there

is a positive capacitance from every node to ground.

These capacitances are represented by a diagonal ma-

trix, C, where C(i; i) is the capacitance from node i

to ground. In this paper, we ignore resistances and in-

ductances. Again, this is a simplistic model that leads

to an intuitive understanding of the circuit dynamics.
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Figure 3: A simple transistor model.

Given a circuit state, v, we use the equations given

in �gure 3 to determine the net current 
owing out of

each node due to drain-to-source currents. Let m(v)

denote this current vector. By the de�nition of capac-

itance, the current 
owing out of each node through

the capacitors is given by the vector C _v, and by Kir-

cho�'s current law, we have m(v) = �C _v. Thus, our

di�erential-equation model for a circuit is

_v = �C�1m(v)

Although it is straightforward to derive these equa-

tions, �nding closed-form solutions is, in most practi-

cal applications, impossible. Accordingly, the results

presented in this paper are based on numerical approx-

imations to these solutions obtained using a fourth or-

der Runge-Kutta integrator [14].

5 Static analysis

We now consider the equilibrium behavior of the

toggle element when � is considered as a parameter

taking on �xed values in the range of 0 to 5 volts. We

call this the \static" behavior of the toggle element. In

the next section, we will consider the behavior when

� is considered as a variable, in particular as an input

driven by a sinusoidal source, and we will refer to this

as the \dynamic" behavior of the circuit.

When � is low, we might hope to �nd a pair

of �xed-point attractors corresponding to the states

(x; y; z) = (L; H; H) and (H; H; L) and, when � is high, a

pair corresponding to (L; H; L) and (L; L; H). We might

further hope that the basins of attraction for � low

and those for � high would overlap in such a way as to

give rise to the desired behavior of the toggle element.

In this section, we will examine the phenomena that

preclude such a simple, static characterization of the

toggle's behavior.

y

x z

Figure 4: The toggle with � � Vtn

Consider �rst the behavior when � < Vtn. As shown

in �gure 4, x is the output of an inverter whose in-

put is z, y is driven high, and z is 
oating. There

is a �xed point for any value of z between �Vtn and

Vdd + Vtp. This set of �xed points (called the !-limit

set, see [8]) forms a curve that corresponds to the

transfer function of the inverter that drives x. This

curve connects the points corresponding to the states

(�; x; y; z) = (L; L; H; H) and (L; H; H; L). Thus, it is dif-

�cult to justify distinguishing these two states based

on the static behavior of the toggle when � = 0.

The assumption that the voltage of z can be �xed at

any value neglects the currents due to phenomena such

as subthreshold conduction and the reverse-bias cur-

rents across di�usion-substrate junctions. However, a

more accurate model that considers these currents will

not provide the two states that we hoped to see. In-

stead, it will reveal that the voltage of z slowly drifts

to some value between ground and Vdd, and the !-limit

set collapses to a single point, not two distinct states.

When the voltage of � slightly exceeds Vtn, z is

pulled to ground, which causes x to approach Vdd.

This exerts a weak pull-down on y, but for su�ciently

low voltages of �, the p-channel pull-up will dominate.
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Figure 5: The toggle with Vtn < � < Vdd + Vtp.

Thus, when the voltage of � slightly exceeds Vtn, the

!-limit set collapses to a single point corresponding to

the state (x; y; z) = (H; H; L).

In general, when � is between Vtn and Vdd + Vtp,

the circuit functions as a ring of three inverters (see

�gure 5), and we are not surprised to observe a Hopf-

bifurcation where the single �xed-point attractor is

replaced by a periodic attractor. By simulation using

the model parameters given in �gure 3, the bifurcation

occurs at � roughly equal to 1.78 volts. The toggle el-

ement continues to oscillate for any value of � between

this threshold and Vdd+Vtp. The upper threshold can

be justi�ed by considering operation with � slightly

less than Vdd + Vtp. All three stages of the toggle ele-

ment continue to function as inverters with high-gain

transfer functions. The two dominant poles are estab-

lished by the \inverters" driving nodes x and y, and

these poles are at comparable frequencies. Thus, this

circuit satis�es the Nyquist criterion for oscillation [9],

with a period of oscillation that grows without bound

as � approaches Vdd + Vtp.

Figure 6 shows the equivalent circuit for the toggle

element when the voltage of � is greater than Vdd+Vtp.

We consider points in the !-limit set. The voltage of

node z is determined by the voltage of node y. If the

voltage of z is greater than Vtn, then the voltage of x is

zero. Otherwise, the x can take on any value between

zero and Vtn. In a discrete interpretation, x = L at any

point in the !-limit set, and this set includes a curve

that connects the points corresponding to the states

(�; x; y; z) = (H; L; L; H) and (H; L; H; L). This situation

arises due to the dynamic storage of the toggle state

on node y. As with the � = L scenario, we need to

z

yx

Figure 6: The toggle with Vdd + Vtp < �.

consider the dynamic behavior of the circuit to justify

a discrete model of its behavior.

Viewing � as a parameter, the toggle has four dis-

tinct regions of operation summarized below:

� � Vtn: The !-limit set of the system is a continu-

ous curve that connects the points corresponding

to the discrete states (�; x; y; z) = (L; L; H; H) and

(L; H; H; L).

Vtn < � < 1:77 volts: The system has a single

�xed point. This �xed point starts at (x; y; z) =

(5; 5; 0) for � slightly above Vtn and moves to

� (5:0; 2:8; 3:0) for � = 1:77 volts.

1:78 < � < Vdd + Vtp: The system has a single pe-

riodic attractor. The frequency of the oscillation

depends on �.

Vdd + Vtp � �: The !-limit set of the system in-

cludes a continuous curve that connects the points

corresponding to the discrete states (�; x; y; z) =

(H; L; L; H) and (H; L; H; L).

Thus, the discrete states identi�ed in section 2 cor-

respond to elements of the !-limit set when � is be-

low the n-channel threshold or above the p-channel

threshold. In both cases, the two discrete states cor-

respond to regions of a single, connected !-limit set.

When � is not between these bounds, bifurcations oc-

cur that lead to !-limit sets that do not correspond to

the desired states of the circuit. The correct operation

of the toggle element requires that signals within the

toggle change fast enough so that a distinct state is

established after each transition of �. On the other
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hand, the changes must be slow enough to ensure that

the intended discrete state is not lost when the con-

tinuous state approaches the \spurious" attractors for

intermediate values of �. These two-sided constraints

on behavior of signals in the toggle re
ects the tim-

ing races that are inherent in the design based on a

single-phase clocking methodology. To understand the

operation of the toggle element, we must consider its

operation while � changes.

6 Dynamic analysis

We now consider the behavior of the toggle element

when � is considered as a variable. For simplicity, we

assume that � is a periodic signal. In particular,

� = 2:5(1 + sin2�ft)

where f is a parameter of the system (the clock fre-

quency). Figure 7 shows the periodic attractor of the

toggle element when f = 100MHz (compare with �g-

ure 2). The salient feature of the attractor is that its

period is twice that of �; this is the signature of a

toggle element.

We found the attractor by numerically integrating

the di�erential equations describing the system (i.e. by

simulation). We let the simulation run until periodic

behavior was observed. We then simulated one more

traversal of the orbit, checking the eigenvalues of the

Jacobian matrix at each step. These eigenvalues give

the Lyapunov multipliers of the system that allow us

to check for stability as described below. Each entry

of the Jacobian matrix gives the partial derivative a

component of the trajectory vector, _v, with respect to

a component of the state vector, v. Intuitively, the

Jacobian tells us how the trajectory would change if

the state is slightly perturbed. If the eigenvalue corre-

sponding to an eigenvector of the Jacobian is negative,

then a perturbation of the state along the direction of

this eigenvector will result in a change in the trajectory

that tends to return the system to the original path.

On the other hand, a positive eigenvalue indicates di-

vergent behavior. Thus, if all eigenvalues are negative

everywhere along the orbit, then the orbit is a periodic

attractor. By computing the values of the eigenvalues

at each simulation step during one traversal of the or-

x

y

z
� = 5V

f = 100MHz

� = 0V

f = 100MHz

Figure 7: Phase space plot for the toggle element.

bit, we obtain strong experimental evidence that the

orbit is a periodic attractor.

When we computed the eigenvalues, we were sur-

prised to discover that at many points along the orbit

the Jacobian had eigenvalues equal to zero. We found

two causes for these degeneracies. The �rst is dynamic

storage. If a node is 
oating, there is no tendency to

restore its voltage after a perturbation. The second is

a consequence of the simple transistor model that we

used. When both the n- and p-channel devices driving

a node are in saturation, the currents through these

transistors are independent of the voltage on the node

that they are driving. Let n be such a node. Since we

assume �xed capacitances, _vn is independent of small

changes of vn.

The presence of zero eigenvalues prevents us from

concluding stability based purely on the values of the

eigenvalues at each point along the orbit. However,

our simulations revealed no points along the proposed

attractor for which any eigenvalues were positive, and

there were regions where all eigenvalues were strictly

negative. These two conditions are su�cient to con-

clude that the observed orbit is indeed a stable, peri-

odic attractor.

When non-linear capacitances are considered, there

are sections of the periodic attractor where the Jaco-

bian has positive eigenvalues. Let n be a node, and

consider a section of the trajectory where the capaci-
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z
� = 5V

f = 903MHz

� = 0V

f = 903MHz

� = 5V

f = 904MHz

� = 0V

f = 904MHz

Figure 8: Bifurcation at upper frequency limit.

tance of n is decreasing. A perturbation of vn in the

direction of _vn decreases the capacitance of node n.

If the drain-source currents 
owing into n are roughly

unchanged by the perturbation, then _vn will increase

in magnitude. This implies that the Jacobian has an

eigenvector with a positive eigenvalue. Such an orbit

may still be stable. In a region where the Jacobian

has a positive eigenvalue, an invariant manifold con-

taining the periodic attractor must expand along the

axis of the corresponding eigenvector. If for each such

expansion there is a compensating contraction else-

where along the orbit, then the orbit corresponds to a

stable, periodic attractor. Veri�cation of such proper-

ties requires more powerful techniques than the simple

simulations described in this paper (for an example,

see [5]).

Having established that the toggle element func-

tions correctly at 100 MHz, we now address the ques-

tion of the maximum and minimum frequencies of

operation for the circuit. When the frequency of �

exceeds a critical value, there is a transition in the

phase-space structure from a period two to a period

three attractor. By simulation, we determined that

this transition occurs at a frequency between 903 and

904 MHz. As shown in �gure 8, the two attractors

are quite distinct, even though the frequency di�er-

ence is less than 0:2%. As the critical frequency is ap-

proached, the asymptotic behavior continues to give

x

y

z
� = 5V

f = 52MHz

� = 0V

f = 52MHz

� = 5V

f = 51MHz

� = 0V

f = 51MHz

Figure 9: Bifurcation at lower frequency limit.

a clear indication of the behavior of the device; how-

ever, the time required to approach this orbit can grow

very large. The attractor for 904 MHz operation also

shows the cause of the failure: the transition from

(�; x; y; z) = (L; H; H; L) to (H; L; L; H) is not completed

while � is high. It is not surprising that this is the

critical transition as it requires three sequential state

changes, whereas each of the others only requires one.

An extra clock cycle is expended for this transition,

producing an attractor of period three in place of the

desired one of period two.

As the frequency of � is decreased, another failure

mode emerges. As described in section 5, the attrac-

tor structure of the toggle collapses when � is between

Vtn and Vdd + Vtp, and each region of � is clearly ex-

hibited. In �gure 7 the intermediate region is evi-

denced by the dip in the trajectory on the transition

from (�; x; y; z) = (H; L; H; L) to (L; H; H; L). For correct

operation, � crosses Vdd + Vtp while the trajectory is

still in the basin of attraction corresponding to state

(L; H; H; L). However, when the clock frequency is too

low, the toggle functions as a free-running oscillator

for much of each clock cycle. Again, the transition is

very sharp. Figure 9 shows the phase-space plots for

the toggle operating at 51 and 52 MHz.

In this section we have shown how discrete behav-

iors can be extracted from the periodic attractors as-

sociated with a dynamical system driven by a periodic
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source. In particular, the correct operation of the tog-

gle element is characterized by a period two orbit, and

the topological structure of the attractor changes dra-

matically at the high and low critical frequencies for

the design.

We must stress that, although the period two be-

havior is necessary for the circuit to be considered as

a toggle, in most applications, such a simple crite-

rion will not be su�cient. In particular, as the crit-

ical frequencies are approached, the attractor is de-

formed, and the output may not make full excursions

and transitions may not be monotonic. We are cur-

rently exploring criteria based on invariant manifolds

that should allow us to verify the operation of the

circuit for a wide range of inputs, not just sinusoidal

signals. Furthermore, this should allow us to deter-

mine when the output of one circuit element has the

required characteristics to be used as the input to an-

other circuit.

7 Conclusions

We have described an experimental analysis of a

toggle element based on dynamical systems theory.

We showed that a simple interpretation that asso-

ciates discrete states with �xed-point attractors of

the dynamical system does not apply to this circuit

because of degeneracies introduced by dynamic stor-

age. We expect that self-timed designs that are based

on precharged logic (e.g. William's divider, see [19])

would have similar properties.

We have also shown that when the input, �, is

viewed as a parameter, bifurcations occur for inter-

mediate values of �, resulting in a system of attrac-

tors that do not correspond to any desired discrete

state. These transient phase-space con�gurations cor-

respond to the race that is inherent in the single-phase

clocking scheme of the toggle element. We plan to in-

vestigate the phase-space behavior of transistor level

implementations of asynchronous circuits to see if sim-

ilar behaviors are observed.

Because of the limitations of viewing the input as a

parameter, we modeled the circuit with the input as a

variable. For simplicity, we constrained � to sinusoidal

waveforms. With this approach, the system exhibited

a periodic attractor that clearly corresponded to the

desired discrete behavior. Furthermore, it gave a sim-

ple criterion for determining the range of frequencies

for which toggle behavior occurs. By this approach,

the veri�cation task becomes one of identifying the

gross structure of the phase space rather than one of

comparing waveforms against some nebulous, intuitive

criteria. We believe that this demonstrates a clear ad-

vantage of the dynamical systems approach.

To show the stability of proposed attractors, we

considered the eigenvalues of the Jacobian matrix at

each step of a continuous simulation. We encoun-

tered zero valued eigenvalues and noted that this pre-

cludes applying a purely local criterion for stability.

We are actively exploring techniques to identify in-

variant manifolds of the phase space. Finding such a

manifold is a prerequisite to many other veri�cation

tasks including demonstrating robustness under vari-

ations of the input signal, demonstrating robustness

under process parameter variation, verifying circuits

with multiple inputs, and showing that the output of

one circuit is a suitable input to another.
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