# Numerical Integration of the 

 Generalized Euler Equationsby<br>Sebastian Reich

## Technical Report 93-20 <br> June 1993

Department of Computer Science University of British Columbia Rm 333-6356 Agricultural Road

Vancouver, B.C.
CANADA V6T $1 Z 2$
Telephone: (604) 822-3061
Fax: (604) 822-5485

# NUMERICAL INTEGRATION OF THE GENERALIZED EULER EQUATIONS 

SEBASTIAN REICH

INSTITUT FÜR ANGEWANDTE ANALYSIS UND STOCHASTIK<br>MOHRENSTRABE 39<br>BERLIN, O-1086, GERMANY<br>E-MAIL: NA.REICH@NA-NET.ORNL.GOV *


#### Abstract

For the generalized Euler equations on arbitrary finite dimensional Lie groups explicit numerical integration schemes that preserve either the underlying Lie-Poisson structure or the Hamiltonian (energy) of the problem are derived. The concept of energy preservation is generalized to so-called $M$-orthogonal schemes and it is shown that certain energy preserving schemes are actually $M$-orthogonal. We also provide a backward error analysis for those schemes.
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[^0]1. Introduction. Recently a lot of attention has been devoted to the numerical integation of Hamiltonian systems of the type

$$
x^{\prime}=\{x, H\}
$$

where $H$ denotes the Hamiltonian of the system and $\{$,$\} is the corresponding Poisson$ bracket [17] defined by

$$
\{F, G\}=F_{x} J(x) G_{x}^{T}
$$

Here $J(x)$ is the skew-symmetric structure matrix of the bracket and $F, G: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are arbitrary smooth functions. The two most important types of Poisson brackets are given by (i) $J(x)$ a constant skew-symmetric matrix and (ii) $J(x)$ skew-symmetric and linear in $x$. In the latter case the structure matrix $J(x)$ is derived from a Lie algebra associated with the phase space $\mathbb{R}^{n}$ and the corresponding bracket is called a Lie-Poisson bracket [17]. It has been shown that numerical integrators that preserve the Poisson bracket exist in both cases and that those schemes possess better longterm stability properties than standard integration codes [19],[11],[16],[6]. While these schemes are implicit in general, explicit schemes for separable Hamiltonians and

$$
J=\left(\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right)
$$

have been derived in [18],[15],[16],[10]. In this paper we derive explicit schemes for Lie-Poisson systems with a quadratic Hamiltonian which we call generalized Euler equations [2]. We first derive a second order symmetric method and, based on this method, we construct higher order methods by a proper composition of the second order scheme as suggested in [4],[15],[25].

While these integrators preserve the Poisson structure of the problem they do not, in general, preserve the Hamiltonian of the systems [11]. Therefore, attention has also been devoted to energy preserving schemes [3],[21],[19],[8]. Especially it has been shown that the implicit midpoint rule is energy preserving for the rigid body equations [3],[21]. In this paper we show that there exist explicit energy preserving schemes (in the sense that they do not require the solution of a nonlinear system of equations) and that those schemes (as well as the implicit midpoint rule) possess the stronger property of $M$-orthogonality. This property implies that the numerical solutions do not only stay on level curves of constant energy but that the numerical schemes is also non-dissipative on these level curves. An example of an energy preserving scheme that is not $M$-orthogonal is given. Finally we also provide a backward error analysis in terms of an asymptotic expansion. A similar result in terms of $P$-series [13] was given in [12] for Hamiltonian systems with a constant structure matrix $J$.

Applications of generalized Euler equations include rigid body dynamics [2], certain Riccati equations [24], and finite dimensional truncations of ideal hydrodynamics [26]. As a numerical example we consider the Euler equations on the Lie algebra $A_{3,7}^{a}$ [24] and the Euler equations for the free rigid body [2].
2. The Generalized Euler Equations. Eulerian motion of a rigid body can be described as motion along geodesics in the group of rotations of three dimensional euclidian space provided with a left-invariant riemannian metric. A significant part of Euler's theory depends only upon this invariance, and therefore can be extended to
other groups (see, e.g., [2],[17]). In this section we summarize a few results on such a generalization which are needed throughout this paper (see [2],[17] for details).

Let $G$ be a real Lie group and $g$ its Lie algebra, i.e., the tangent space to the group at the identity provided with the Lie bracket operation [, ]. We also consider the dual vector space $\mathbf{g}^{*}$ to the Lie algebra $\mathbf{g}$. This is the space of real linear functionals on the Lie algebra. Next we introduce the Lie-Poisson bracket on $\mathbf{g}^{*}$. For that reason let $F, G: \mathbf{g}^{\star} \rightarrow \mathbb{R}$ be any two smooth functions. Their gradient is an element of $\left(\mathbf{g}^{*}\right)^{*} \simeq \mathbf{g}$ at any point $\xi \in \mathbf{g}^{*}$. Then the Lie-Poisson bracket of the two functions $F$ and $G$ is defined by

$$
\{F, G\}(\xi)=\langle\xi ;[\nabla F(\xi), \nabla G(\xi)]\rangle
$$

where $\langle;\rangle$ is the natural pairing between $g$ and $\mathbf{g}^{*}$.
Now let $A: \mathbf{g}^{*} \rightarrow \mathrm{~g}$ be a symmetric positive definite linear operator. Then $A$ defines a scalar product (,) on $\mathbf{g}^{*}$ by

$$
(\xi, \eta)=\langle\xi ; A \eta\rangle
$$

and a kinetic energy $T$ by the formula

$$
T(\xi)=\frac{1}{2}(\xi, \xi)
$$

With this terminology, the generalized Euler equations become

$$
\xi^{\prime}=\{\xi, T\}
$$

Introducing proper coordinates $x=\left(x^{1}, \ldots, x^{n}\right)$ in $\mathbf{g}^{*}$, these equations can be rewritten as

$$
\begin{equation*}
x^{\prime}=J(x) \nabla T(x) \tag{1}
\end{equation*}
$$

with

$$
T(x)=\frac{1}{2} x^{T} M x
$$

where $M$ is a matrix with entries only in the main diagonal and $J(x)$ is the structure matrix of the Lie-Poisson bracket in the coordinates $x$ defined by

$$
J_{i j}=\sum_{r=1}^{n} c_{i j}^{\tau} x_{r}
$$

Here $c_{i j}^{\tau}$ are the structure constants of the Lie group $g$ relative to the coordinates $x$ in $\mathbf{g}^{*}$ [17]. Due to the special structure of the matrix $M$, (1) simplifies furthermore to

$$
x^{\prime}=\sum_{i=1}^{n} J(x) \nabla T_{i}(x)
$$

with

$$
\begin{equation*}
T(x)=\sum T_{i}(x)=\sum \frac{1}{2} x_{i} m_{i i} x_{i} \tag{2}
\end{equation*}
$$

where $m_{i i}$ is the corresponding entry in the main diagonal of $M$.
The flow $\phi_{t}$ of (1), which can be written as

$$
\phi_{t}(x)=B_{t}(x) x
$$

with

$$
\frac{\partial}{\partial \tau} B_{\tau}(x)_{\mid \tau=t}=J\left(B_{t}(x) x\right) M B_{t}(x)
$$

has two important properties: (i) $\phi_{t}$ preserves the Poisson bracket, i.e.

$$
\frac{\partial}{\partial x} \phi_{t}^{T}(x) J(x) \frac{\partial}{\partial x} \phi_{t}(x)=J\left(\phi_{t}(x)\right)
$$

and (ii) $\phi_{t}$ is $M$-orthogonal, i.e.

$$
B_{t}^{T}(x) M B_{t}(x)=M
$$

The second property can be easily shown by differentiating $B_{t}^{T}(x) M B_{t}(x)$ with respect to time and using the fact that $J(x)$ is skew-symmetric. Note that $M$-orthogonality implies the preservation of the Hamiltonian $T$; i.e. $T \cdot \phi_{t}=T$.

Remark 2.1. By means of the coordinate transformation $\tilde{x}=M^{1 / 2} x$, the Euler equation (1) can be transformed into

$$
\tilde{x}^{\prime}=\tilde{J}(\tilde{x}) \tilde{x}
$$

where $\tilde{J}(\tilde{x})$ is again skew-symmetric. Thus the corresponding flow $\tilde{\phi}_{t}(\tilde{x})=\tilde{B}_{t}(\tilde{x}) \tilde{x}$ satisfies now $\tilde{B}_{t}(\tilde{x}) \in S O(n)$.

In the subsequent sections we will discuss discretizations of (1) which preserve either the Lie-Poisson structure or the $M$-orthogonality of the flow. Numerical schemes that preserve either the energy $T$ or the Lie-Poisson structure have been discussed in the literature before (see, e.g., [11],[6], [21]). It turns out that some of the energy $T$ preserving schemes, such as the implicit midpoint rule, are automatically $M$-orthogonal. However, the schemes discussed so far are implicit in the sense that they require the solution of nonlinear systems of equations. In contrast to this we will exploit the special structure of the Euler equations (1) and, based on this, derive explicit schemes.
3. $M$-Orthogonal Integrators. In [9], the numerical integation of matrix differential equations of the type

$$
\begin{equation*}
U^{\prime}=A(U) U \tag{3}
\end{equation*}
$$

with $A(U) \in \mathbb{R}^{n \times n}$ skew symmetric for all $U \in \mathbb{R}^{n \times q}, n \geq q \geq 1$, was discussed under the aspect of the preservation of the following solution behavior: If the matrix solution satisfies $U^{T}(t) U(t)=I$ at $t=0$ then this holds for all $t$; i.e., the solution $U(t)$ is orthogonal for all $t$. As was shown in [9], Gauss-Legendre RK methods [14] preserve this property; i.e. $U_{n}^{T} U_{n}=I$ if $U_{o}^{T} U_{o}=I$. Furthermore, in case $U \in \mathbb{R}^{n \times n}$, a projection method was proposed with the effect that any integration scheme can be turned into a so-called unitary integrator [9]. This method consists basically of a $Q R$ decomposition of the numerical solution $U_{n}$ and a subsequent substitution of $U_{n}$ by the corresponding $Q_{n}$.

In this section we apply and generalize these results to vector valued differential equations of the type

$$
\begin{equation*}
x^{\prime}=J(x) M x \tag{4}
\end{equation*}
$$

where the matrix $J(x)$ is the structure matrix of a Lie-Poisson bracket and $M$ is a symmetric matrix corresponding to the quadratic Hamiltonian $T$.

With a simple modification of the proof given in [22], it is straightforward to show that the Gauss-Legendre methods lead to iteration schemes

$$
x_{k}=B_{h}\left(x_{k}\right) x_{k}
$$

where $B_{h}$ is $M$-orthogonal for all $x$, i.e.

$$
B_{h}(x)^{T} M B_{h}(x)=M
$$

Remark 3.1. It has been observed before (see, e.g., [7],[19],[21]) that GaussLegendre methods preserve quadratic Hamiltonians such as $T$ for the generalized Euler equations (1). Note however that energy preservation does not automatically imply the $M$-orthogonality of the scheme. As an example consider the formulation

$$
\begin{aligned}
x^{\prime} & =J(x) M x+\lambda x \\
0 & =T(x)-T(x(0))
\end{aligned}
$$

which is a differential-algebraic equation of index two [5]. The discretization of this formulation by an implicit Radau Runge-Kutta method [14] results in a scheme that preserves the energy $T$ but, in general, will not be $M$-orthogonal. Thus the numerical solutions stay on level curves of constant energy but on these level curves artificial dissipation might be introdced by the numerical integration scheme. This numerically introduced dissipation might lead to a destabilization of the numerical solution in a long-term integration.

In the remainder of this section we discuss a modification of Gauss-Legendre methods which leads to schemes that avoid the solution of nonlinear equations while preserving the $M$-orthogonality of the original method.

Let us consider the discretization of (4) by a Runge-Kutta method

$$
\begin{align*}
x_{k+1} & =x_{k}+h \sum_{i=1}^{s} b_{i} J\left(X_{i}\right) M X_{i} \\
X_{i} & =x_{k}+h \sum_{j=1}^{s} a_{i j} J\left(X_{j}\right) M X_{j} \quad(i=1, \ldots, s) \tag{5}
\end{align*}
$$

For non-stiff differential equations and implicit Runge-Kutta methods (such as the Gauss-Legendre methods), the following function iteration in the variables $X_{i}$ with $X_{i}^{o}=x_{k}$ proves to be very efficient:

$$
\begin{equation*}
X_{i}^{l}=x_{k}+h \sum_{j=1}^{s} a_{i j} J\left(X_{j}^{l-1}\right) M X_{j}^{l-1} \quad(l=1, \ldots, m) \tag{6}
\end{equation*}
$$

By comparing the solution $X_{i}$ of (5) with the solution $X_{i}^{l}$ of (6) it is easy to show that

$$
X_{i}=X_{i}^{l}+O\left(h^{l+1}\right)
$$

and thus the modified scheme (6) is of the same order, $p, p \geq 1$, as the corresponding RK method (5) provided $X_{i}^{o}=x_{k}$ and $m=p$. However, even if (5) is $M$-orthogonal,
the scheme corresponding to (6) will not, in general, be $M$-orthogonal. To ensure the $M$-orthogonality of a scheme (6) corresponding to a Gauss-Legendre method the following modification of (6) has to be made: Let us replace the $m$ th iteration step by the following linear system of equations

$$
\begin{equation*}
X_{i}^{m}=x_{k}+h \sum_{j=1}^{s} a_{i j} J\left(X_{j}^{m-1}\right) M X_{j}^{m} \quad(i=1, \ldots, s) \tag{7}
\end{equation*}
$$

For the resulting iteration together with the output map

$$
\begin{equation*}
x_{k+1}=x_{k}+h \sum_{i=1}^{s} b_{i} J\left(X_{i}^{m-1}\right) M X_{i}^{m} \tag{8}
\end{equation*}
$$

we obtain
Lemma 3.1. Let (5) be the scheme corresponding to a Gauss-Legendre method of order $p$. Then the iteration (6)-(7) with $m=p$ together with the output equation (8) results in a $M$-orthogonal integrator for differential equations of the type (4) of order p.

Proof: The equations (7) together with (8) can be written as

$$
x_{k+1}=B\left(X^{m-1}\right) x_{k}
$$

and can be considered as the discretization of a time-dependent differential equation

$$
\begin{equation*}
x^{\prime}=J(t) M x \tag{9}
\end{equation*}
$$

with $J\left(t_{j}\right)=J\left(X_{j}^{m-1}\right)$ by a Gauss-Legendre method. Again a straightforward modification of the proof given in [9] for matrix differential equations of the type

$$
U^{\prime}=A(t) U
$$

shows that Gauss-Legendre methods are $M$-orthogonal for time-dependent problems of type (9) and, consequently, $B\left(X^{m-1}\right)$ is $M$-orthogonal.

A similar iteration method was proposed in [9] for matrix differential equations (3). However, the iteration considered there requires the solution of a linear system of equations of type (7) in each step. Also no results are stated on the number of iterations that are needed to obtain a certain order of convergence.

As an example, let us consider the second order scheme corresponding to the implicit midpoint rule. Following Lemma 3.1 and after reformulating the resulting equations, we obtain

$$
\begin{align*}
x_{k+1} & =(I-(h / 2) J(X) M)^{-1}(I+(h / 2) J(X) M) x_{k}  \tag{10}\\
X & =x_{k}+(h / 2) J\left(x_{k}\right) M x_{k} \tag{11}
\end{align*}
$$

Note that this scheme is no longer symmetric.
Remark 3.2. The Gauss-Legendre Runge-Kutta methods also preserve quadratic Casimir functions [17] corresponding to the Lie-Poisson bracket of the problem under consideration (see [7] for a proof). This is no longer true for the modified GaussLegendre methods discussed in this section. However, if one choses $m$ in Lemma 3.1 such that $m \geq p$, then the resulting scheme preserves quadratic Casimir functions up to terms of order m.

From a practical point of view it might also often be sufficient to choose $m$ in (6) large enough and not to replace the mth iteration by (7). The method obtained this way will be of order $p$ in the variable $x$ and $M$-orthogonal of order $m, m>p$.

Example 3.1. Let us assume that $x \in \mathbb{R}^{3}$ and that the structure matrix $J(x)$ corresponds to the so(3); i.e.

$$
J(x)=\left(\begin{array}{ccc}
0 & x_{3} & -x_{2} \\
-x_{3} & 0 & x_{1} \\
x_{2} & -x_{1} & 0
\end{array}\right)
$$

Then, since

$$
J(x) y=-J(y) x
$$

the Gauss-Legendre methods are both $M$ - and I-orthogonal (I the identity matrix). This is in contrast to the modified Gauss-Legendre schemes discussed in this section which, depending on wether the formulation

$$
x^{\prime}=J(x) M x
$$

is integrated or

$$
x^{\prime}=-J(M x) x
$$

are either $M$ - or I-orthogonal.
4. Lie-Poisson Integrators. In this section we consider the discretization of the Euler equations (1) under the aspect of preservation of the Lie-Poisson bracket. So-called Lie-Poisson integrators have been discussed before for systems (1) with arbitrary Hamiltonian $T$ [11],[6]. Here we make use of the fact that for the Euler equations the Hamiltonian $T$ is quadratic and derive an explicit Lie-Poisson integrator.

Assuming that the coordinate system was chosen such that the matrix $M$ has entries in the main diagonal only, (1) can be rewritten as

$$
\begin{align*}
x^{\prime} & =\sum_{i=1}^{n} x_{i} m_{i i} J_{i}(x)  \tag{12}\\
& =\sum_{i=1}^{n} X^{i}
\end{align*}
$$

with $X^{i}=x_{i} m_{i i} J_{i}(x)$ where $J_{i}(x)$ denotes the ith column of $J(x)$. Since $J_{i i}(x)=0$, $x_{i}$ is constant for each vector field $X^{i}$ and, thus, $X^{i}$ is linear and the flow $X_{t}^{i}$ can be computed analytically. This allows us to apply an idea first used for Hamiltonian systems with separable Hamiltonian (see, e.g, [25]) to derive a Lie-Poisson integrator for the Euler equations (1).

Lemma 4.1. Let $X_{t}^{i}$ be the flow corresponding to the linear vector field $X^{i}$ in (12). Then the following composition of these flows

$$
\psi_{h}^{2 n d}(x)=\prod_{i=1}^{n} X_{h / 2}^{i} \cdot \prod_{i=0}^{n-1} X_{h / 2}^{n-i} \cdot x
$$

yields a discretization of (1) which is of second order, symmetric, and Lie-Poisson.
Proof: The second order convergence can easily be seen by applying the Baker-Campbell-Hausdorff formula [23],[25]. The preservation of the Lie-Poisson bracket follows from the fact that each flow $X_{t}^{i}$ is Lie-Poisson.

Example 4.1. Let us again assume that $x \in \mathbb{R}^{3}$ and that the structure matrix $J(x)$ corresponds to the so(3); i.e.

$$
J(x)=\left(\begin{array}{ccc}
0 & x_{3} & -x_{2} \\
-x_{3} & 0 & x_{1} \\
x_{2} & -x_{1} & 0
\end{array}\right)
$$

The vector fields $X^{i}$ corresponding to (12) are

$$
X^{1}=m_{11} x_{1}\left(\begin{array}{c}
0 \\
-x_{3} \\
x_{2}
\end{array}\right) \quad X^{2}=m_{22} x_{2}\left(\begin{array}{c}
x_{3} \\
0 \\
-x_{1}
\end{array}\right) \quad X^{3}=m_{33} x_{3}\left(\begin{array}{c}
-x_{2} \\
x_{1} \\
0
\end{array}\right)
$$

and the corresponding flows can be computed analytically. Thus the iteration scheme

$$
\psi_{h}^{2 n d}(x)=X_{h / 2}^{1} \cdot X_{h / 2}^{2} \cdot X_{h}^{3} \cdot X_{h / 2}^{2} \cdot X_{h / 2}^{1} \cdot x
$$

is of second order and symmetric. The time-h-map $\psi_{h}^{2 n d}$ can be written as

$$
\psi_{h}^{2 n d}(x)=B_{h}(x) x
$$

with $B_{h}(x) \in S O(3)$. Thus $\psi_{h}^{2 n d}$ can be also considered as an I-orthogonal integrator (I the identity matrix). Note however that I-orthogonality does not imply the preservation of the Lie-Poisson structure.

As shown in [25] for systems with separable Hamiltonian, the second order scheme $\psi_{h}^{2 n d}$ can be used to obtain higher order Lie-Poisson integrators. For example, the composed method

$$
\psi_{h}^{4 t h}=\psi_{c_{1} h}^{2 n d} \cdot \psi_{c_{2} h}^{2 n d} \cdot \psi_{c_{1} h}^{2 n d}
$$

with $2 c_{1}+c_{2}=1$ and $2 c_{1}^{3}+c_{2}^{3}=0$ is of fourth order.
Besides being Lie-Poisson integrators, the schemes introduced in this section possess another important preservation property.

Lemma 4.2. The Lie-Poisson integrators considered in this section preserve any Casimir function [17] corresponding to the Lie-Poisson structure of the problem.
Proof: The Lie-Poisson integrators considered here are the composition of flows solving certain Euler equations on the Lie algebra exactly. Since each single flow preserves the Casimir functions, the composition of those flows also preserves Casimir functions.
5. Numerical Experiment. In this section we apply our results to the Euler equation on the Lie algebra $A_{3,7}^{a}[24]$ and the Euler equation for the free rigid body [2].
5.1. Euler Equation on the $A_{3,7}^{a}$. The structure matrix of the Lie-Poisson bracket for the Lie algebra $A_{3,7}^{a}[24]$ is given by

$$
J(x)=\left(\begin{array}{ccc}
0 & 0 & a x_{1}-x_{2} \\
0 & 0 & x_{1}+a x_{2} \\
-a x_{1}+x_{2} & -x_{1}-a x_{2} & 0
\end{array}\right)
$$

where $a>1$ is a constant. Thus the vector fields $X^{i}, i=1,2,3$ are given by

$$
\begin{aligned}
X^{1} & =m_{11} x_{1}\left(\begin{array}{c}
0 \\
0 \\
-a x_{1}+x_{2}
\end{array}\right) \\
X^{2} & =m_{22} x_{2}\left(\begin{array}{c}
0 \\
0 \\
-x_{1}-a x_{2}
\end{array}\right) \\
X^{3} & =m_{33} x_{3}\left(\begin{array}{c}
a x_{1}-x_{2} \\
x_{1}+a x_{2} \\
0
\end{array}\right)
\end{aligned}
$$

with corresponding flows

$$
\begin{aligned}
X_{t}^{1} & =\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}+t m_{11} x_{1}\left(-a x_{1}+x_{2}\right)
\end{array}\right) \\
X_{t}^{2} & =\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}-t m_{22} x_{2}\left(x_{1}+a x_{2}\right)
\end{array}\right) \\
X_{t}^{3} & =\left(\begin{array}{c}
e^{\gamma t}\left(\cos (\omega t) x_{1}-\sin (\omega t) x_{2}\right) \\
e^{\gamma t}\left(\sin (\omega t) x_{1}+\cos (\omega t) x_{2}\right) \\
x_{3}
\end{array}\right)
\end{aligned}
$$

where $\gamma=a m_{33} x_{3}$ and $\omega=m_{33} x_{3}$.
The Casimir function of the Lie-Poisson bracket is given by

$$
C(x)=\left(x_{1}^{2}+x_{2}^{2}\right) \exp \left(-2 a \arctan \frac{x_{2}}{x_{1}}\right)
$$

Based on these flows the second order Lie-Poisson integrator of Section 4 was used to integrate the corresponding Euler equations. In Fig. 1 the drift in the Hamiltonian and in the Casimir function is plotted versus time. For the numerical experiment we used step-size $h=0.01, a=2.0$, and the Hamiltonian

$$
H(x)=0.5 x_{1}^{2}+x_{2}^{2}+0.005 x_{3}^{2}
$$

The same equations were integrated using the modified $M$-orthogonal midpoint rule (10)-(11). The drift in the Hamiltonian and the Casimir function is shown in Fig. 2.
5.2. Euler Equation for the Rigid Body. Recall that the equations of motion for a simple rigid body in three dimensions take the form [3]:

$$
\begin{align*}
A^{\prime} & =A J(M x)  \tag{13}\\
x^{\prime} & =-J(M x) x \tag{14}
\end{align*}
$$

where $A \in S O(3)$ is the matrix of direction cosines for a body frame attached to the rigid body as viewed in an inertial frame, $x \in \mathbb{R}^{3}$ is the body angular momentum,


Fig. 1. Drift in the Hamiltonian (dotted line) and in the Casimir function (solid line) for the Lie-Poisson integrator.


Fig. 2. Drift in the Hamiltonian (dotted line) and in the Casimir function (solid line) for the $M$-orthogonal integrator.
and $M$ is the moment of inertia tensor of the rigid body in the body frame. $J(x)$ is defined as in Example 4.1.

Let us discretize the equation (14) by a method given in Lemma 3.1. The resulting time- $h$-map can be written as

$$
\begin{equation*}
x_{k+1}=B_{h}\left(x_{k}\right) x_{k} \tag{15}
\end{equation*}
$$

where $B_{h}\left(x_{k}\right)$ is $I$-orthogonal; i.e. $B_{h}\left(x_{k}\right) \in S O(3)$. Then, a spatial angular momentum $\pi=A x$ preserving update for the spatial attitude $A$ is given by

$$
\begin{equation*}
A_{k+1}=A_{k} B_{h}^{T}\left(x_{k}\right) \tag{16}
\end{equation*}
$$

Furthermore, if $A_{k} \in S O(3)$, then also $A_{k+1} \in S O(3)$. Note that this scheme does not preserve the energy of the system. This would be the case if (14) were discretized by a Gauss-Legendre method (since then $B_{h}\left(x_{k}\right)$ would also be $M$-orthogonal). The order of the overall scheme is the same as the order of the method applied to the equation (14). If (14) were discretized by a Lie-Poisson integrator of Section 4, then the iteration map could be written again as (15) with $B_{h}\left(x_{k}\right) I$-orthogonal and the same update (16) could be used for the spatial attitude $A$.

The rigid body equation (13) was integrated by the second order explicit Runge method [13], the modified implicit midpoint rule (10)-(11), and the second order LiePoisson integrator of Lemma 4.1. The results were obtained for $M=\operatorname{diag}(1,1 / 2,1 / 3)$, $x(0)=(1,10,1), A(0)=I$, and $h=0.1$. In Fig. 3-5 the computed values of the variable $A(1,1)$ for all three methods are plotted versus time. For comparison we also plotted the "exact" numerical solution abtained by the fourth order Gauss-Legendre method with step-size $h=0.001$.

While the explicit second order Runge method leads to unacceptable results, the other two methods both yield only small phase errors. However, the modified midpoint rule (as well as the midpoint rule itself) results in a constantly growing phase error, while for the Lie-Poisson integrator the phase drift "oscillates" around the zero value.
6. Backward Error Analysis. In this section we show that the solutions of a $M$-orthogonal, Lie-Poisson integrator, respectively, can be formally considered as the exact solution of a certain perturbed differential equation at time $t=h$. Throughout this section we assume that the mappings involved are smooth, i.e. $C^{\infty}$ and that the step-size $h$ is kept constant during the integration. We will also use the symbol $\approx$ instead of $=$ to indicate that two expressionsare equal only in the sense of asymptotic power expansions (nothing is said about their convergence [1]).

Following the approach taken in [25] for separable Hamiltonian systems, it is easy to show that the numerical solutions of a Lie-Poisson integrator, as discussed in Section 4, can be considered as the exact solution of a perturbed system

$$
x^{\prime}=J(x) \nabla \tilde{T}(x, h)
$$

where $\tilde{T}(h)$ is the perturbed Hamiltonian satisfying

$$
\tilde{T}(h)=T+O\left(h^{p}\right)
$$

and $p$ is the order of the scheme. The Taylor expansion of $\tilde{T}(h)$ is given by the Baker-Campbell-Hausdorff formula [23]. Note, however, that the perturbed Hamiltonian $\tilde{T}$


Fig. 3. Numerical values of $A(1,1)$ for the second order Runge method (solid line) compared to the exact solution (dotted line).


Fig. 4. Numerical values of $A(1,1)$ for the modified midpoint rule (solid line) compared to the exact solution (dotted line).


Fig. 5. Numerical values of $A(1,1)$ for the second order Lie-Poisson integrator (solid line) compared to the exact solution (dotted line).
is no longer quadratic in $x$. Let $\tilde{X}_{t}$ denote the flow of the perturbed Hamiltonian system and $\psi_{h}$ the time- $h$-map corresponding to the Lie-Poisson integrator, then we have

$$
\psi_{h} \approx \tilde{X}_{h}
$$

Below we give a general result that can be used to show that a similar statement holds for $M$-orthogonal integrators. Specifically: There exists a perturbed skewsymmetric matrix $\tilde{J}(x)$ such that the flow $\tilde{X}_{t}$ of the perturbed system

$$
x^{\prime}=\tilde{J}(x, h) M x
$$

satisfies

$$
\psi_{h} \approx \tilde{X}_{h}
$$

and

$$
\tilde{J}(h)=J+O\left(h^{p}\right)
$$

where $p$ is the order of the $M$-orthogonal scheme $\psi_{h}$. Note that the perturbed matrix will not, in general, correspond to a Lie-Poisson bracket and will not be linear in $x$.

Lie-Poisson integrators and $M$-orthogonal integrators are special cases of numerical schemes for differential equations whose corresponding vector fields $X$ belong to a certain Lie subalgebra $\mathbf{g}$ of the infinite dimensional Lie algebra of all vector fields on $\mathbb{R}^{n}$ [1]. Let us assume that there is a corresponding Lie subgroup $G$ such that $\mathbf{g}=T_{i d} G[23],[1]$. An important aspect of those differential equations is that the corresponding flow $X_{t}$ forms a one-parametric subgroup in $G$. For Hamiltonian differential equations on a symplectic manifold this is the subgroup of canonical mappings and for differential equations of type (4), the flow $X_{t}$ is $M$-orthogonal.

Especially in the context of long term integrations, it is desirable to discretize differential equations of this type in such a way that the corresponding iteration map belongs to the same subgroup $G$ as the flow $X_{t}$. We will call those integrators Lie algebraic integrators.

The following result concerning the backward error analysis of Lie algebraic integrators can be made:

Lemma 6.1. Let us assume that the vector field $X$ in

$$
x^{\prime}=X(x)
$$

belongs to a Lie subalgebra g of the Lie algebra of all vector fields on $\mathbb{R}^{n}$. Let us assume furthermore that

$$
x_{k+1}=\psi_{h}\left(x_{k}\right)
$$

is a Lie algebraic integrator for this subalgebra $\mathbf{g}$, i.e. $\psi_{h} \in G$ for all $h$ sufficiently small. Then, for a constant step-size $h$, there is a vector field $\tilde{X}(h)$ belonging to the same subalgebra $\mathbf{g}$ with corresponding flow $\tilde{X}_{t}(h)$ such that

$$
\psi_{h} \approx \tilde{X}_{h}(h)
$$

Thus the iteration map $\psi_{h}$ can be considered as the time- $h$-flow of the perturbed vector field $\tilde{X}(h)$ which belongs to the same subalgebra $\mathbf{g}$ as $X$.
Proof: The Taylor expansion of $\psi_{h}$ can be written as

$$
\psi_{h}=\sum_{i=0}^{\infty} h^{i} \psi_{h=0}^{[i]}
$$

Let $\tilde{X}(h)$ be some vector field such that the corresponding flow $\tilde{X}_{t}(h)$ satisfies

$$
\tilde{X}_{h}(h)=\psi_{h}+O\left(h^{p+1}\right)
$$

(In the first place we simply take $\tilde{X}(h)=X$ and $p$ equal to the order of the scheme.) Again we write the Taylor expansion of $\tilde{X}_{h}$ as

$$
\tilde{X}_{h}(h)=\sum_{i=0}^{\infty} h^{i} \tilde{X}_{h=0}^{[i]}
$$

Define the mapping $Y^{[p+1]}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ by

$$
Y^{[p+1]}+O(h)=\frac{\psi_{h}-\tilde{X}_{h}}{h^{p+1}}
$$

Then, since $\tilde{X}_{h}(h), \psi_{h} \in G$ for all $h$ sufficiently small and $\tilde{X}_{h=0}(h=0)=\psi_{h=0}=i d$, $Y^{[p+1]} \in T_{i d} G=\mathrm{g}$ and

$$
Y^{[p+1]}=\psi^{[p+1]}-\tilde{X}^{[p+1]}
$$

Next we define a new $\tilde{X}(h)$ by

$$
\tilde{X}(h):=\tilde{X}(h)+h^{p} Y^{[p+1]}
$$

with $\tilde{X}_{h}(h)$ now satisfying

$$
\tilde{X}_{h}(h)=\psi_{h}+O\left(h^{p+2}\right)
$$

Thus, by increasing $p$, we finally obtain

$$
\tilde{X}(h) \approx X+\sum_{i=1}^{\infty} h^{i} Y^{[i]}
$$

and

$$
\psi_{h} \approx \tilde{X}_{h}(h)
$$

Since $X$ and all the $Y^{[i]}$ belong to one and the same subalgebra, any linear combination and especially $\tilde{X}(h)$ belongs to this subalgebra too.

For $M$-orthogonal integrators (flows, respectively) the corresponding Lie algebra g consists of all vector fields of the type

$$
X(x)=J(x) M x
$$

with $J(x)$ skew-symmetric. Its Lie bracket [, ] is given by the Lie bracket of arbitrary vector fields on $\mathbb{R}^{n}$; i.e., the $i$ th component of $Z=[X, Y]$ is defined by

$$
[X, Y]_{i}=\sum_{i=1}^{n} Y_{i} \frac{\partial X_{j}}{\partial x_{i}}-X_{i} \frac{\partial Y_{j}}{\partial x_{i}}
$$

In case $J(x)=J=$ const., this formula reduces to

$$
J_{3} M x=\left[J_{1} M x, J_{2} M x\right]=\left(J_{1} M J_{2}-J_{2} M J_{1}\right) M x
$$

and $J_{3}$ is skew-symmetric as required. Furthermore, let $B_{h}(x) x$ be an arbitrary oneparametric family of $M$-orthogonal mappings with $B_{h=0}(x)=I$, then

$$
\frac{\partial}{\partial h} B_{h}(x) x_{\mid h=0}=: \quad X(x) \in T_{i d} G
$$

by definition but also $X \in \mathbf{g}$. Thus $\mathrm{g}=T_{i d} G$.
Remark 6.1. The above lemma can be used to show that, based on a first order Lie algebraic integrator, Lie algebraic integrators of any order can be constructed by the method given in [25] for Hamiltonian systems.
7. Concluding Remark. The results of this paper can be generalized on the one side to Hamiltonian differential equations

$$
\begin{equation*}
x^{\prime}=J(x) \nabla T(x) \tag{17}
\end{equation*}
$$

where $J(x)$ is the structure matrix of some Poisson bracket and $T$ is a quadratic Hamiltonian, and on the other side to Hamiltonian systems

$$
x^{\prime}=\{x, H\}
$$

with a Lie-Poisson bracket $\{$,$\} and a Hamiltonian of the type$

$$
H(x)=\sum_{i=1}^{n} H_{i}\left(x_{i}\right)
$$

An example of such a Hamiltonian system is given in [6] where a finite dimensional approximation of the Vlasov-Poisson equations is discussed.
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