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1. Introduction. There has been much recent interest in the numerical integra
tion of Hamiltonian systems 

(1) q' = 
p' 

+VpH(q,p) 
-VqH(q,p) 

where q,p E Rn and H : R 2"' - R is sufficiently smooth. The system (1) can_ 
be accurately solved over long time intervals by an implicit canonical discretization 
scheme (22) which maintains the symplectic structure of the .flow. A natural question 
is what happens when (1) is constrained by algebraic equations on q and/or p. In this 
paper, we restrict ourselves to the case of holonomic contraints in which case, starting 
from a Lagrangian variational principle, on,e would arrive at a system of cli.fferential
algebraic equations (DAEs) of the form: 

(2) 
q' 
p' 
0 

+VpH(q,p) 
-VqH(q,p)- G(ql). 
g(q) 

where g: R11 -+ Rm, G(q) = gq{q) E Rmxn, and>. E Rm. If 

(3) 

is invertible, then (2) defines implicitly a Hamiltonian vector field on the (2n - 2m)
dimensional manifold 

(4) M = {(q,p): g(q) = 0, G(q)VpH(q,p) = O} 

The fl.ow of a Hamiltonian vector field possesses an important symplectic structure 
[2]. Much recent research has gone into developing symplectic numerical discretiza
tion schemes for unconstrained systems (1) that inherit the symplectic structure of 
the original system. It has been observed in numerical experiments [201 that sym
plectic methods with fixed stepsize possess better long- te.rrn stability properties than 
nonsymplectic methods or symplectic methods with varying stepsize. 

The symplectic integration of the constrained equations (2) · was treated in [16] 
via symplectic parametrization of the constraint manifold and by methods based on 
Dirac's theory on weak invariants. These methods lead to unconstrained Hamiltonian 
systems of type (1) which can be handled by direct application of symplectic methods. 
In [17), it was shown that in the case of a separable Hamiltonian function 

(5) 

where M is a symmetric, positive definite matrix, the constrained system (2) can be 
integrated directly by proper modifi.catiorn; [1] of the Verlet scheme. This discretiza
tion results in a symplectic method which also preserves the constraints. Note that 
separable Hamiltonians occur, e.g., ill the context of multibody systems and molecular 
dynamics [25]. A non-separable Hamiltonian is obtained, e.g. , whenever a particle is 
moving under the influence of an electro- magnetic field [9]. 

In the fast part of this paper, we consider direct symplectic _n_umerical discretiza
tion of com;trained Hamiltonian systems via implicit Runge-Kutta (IRK) methods. 
We show that those IRK methods which are symplectic for unconstrained i;ystems 
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(1) lead also to symplectic integrators for constrained Hamiltonian systems with arbi
trary Hamiltonian H. However, it turns out that those methods do not preserve the 
constraint manifold M. Moreover, and at times more importantly, a reduction in the 
method's order may result. 

In the second part, we discuss the discretization of constrained Hamiltonian sys
tems by means of partitioned Runge-Kutta (PRK) methods. Again it turns out that 
those PRK methods which are symplectic for unconstrained systems (1) can be applied 
to constrained Hamiltonian systems. Furthermore, we show that there exist symplec
tic PRK methods that preserve the constraint manifold M. Based on a first order 
symplectic PRK method, we construct methods of second and higher order following 
an idea given in [27] for unconstrained systems. 

In the third part, we discuss constrained Hamiltonian systems with separable 
Hamiltonian (5). The generalization of a family of PRK methods introduced first 
by Ruth in [21) to constrained systems is discussed from a Lie algebraic point of 
view (8),(19),[27]. Besides providing a different view at the symplectic integration of 
constrained Hamiltonian systems, this approach allows for a straightforward back
ward error analysis of symplectic schemes. We show in particular that the numerical 
solutions can formally be interpreted as the exact solutions of a certain perturbed 
Hamiltonian system evaluated at discrete time points. 

2. Constrained Hamiltonain Systems and Symplectic Structure. For no
tational convenience we introduce the following notation. Let x = (q,p) E R 2n and 
define the mapping</>: R 2n - R 2m by 

( 
g(q) ) 

G(q)V pH(q,p) 

Let J E R 2nx 2n be the skew-symmetric matrix 

J = ( ~I ~) 

Then the dynamics of the constrained Hamiltonian system (2) can be described equiv
alently by the formulation 

x' = JVH(x)+J«l>(x)t.X 
0 = </>(x) 

(6) 

where cI>(x) = </>x(x) and .X E R 2m. Note that the invertibility of (3) implies that 
cI>(x)JcI>(x)t has full rank too. Thus, in contrast to the index three formulation (2), 
(6) is a DAE of index two [6]. It is well-known (6), [15] that this fact is significant for 
the numerical treatment of the problem. 

To see that (6) is indeed equivalent to (2) rewrite (6) as 

(7) 

and (2) as 

x' JV H(x) + Jcpl(xt~1 + Jcp2(xt~2 
0 = </>1 (x) 
0 ¢2( X) 

x' = JV H(x) + J«l>1 (xl.X 
0 = 4>1(x) 
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where <I> 1(x) = <P!(x), <I> 2(x) = <P;(x), and >.1 E Rm, >. 2 E Rm,>. E Rm. Differenti
ating the constraints we obtain >i 2 = 0 and >i1 = >i. Here one has to make use of the 
fact that <I>i(x)J<I>i(x)t = 0 for i = 1,2 and ¢2(x) = <I> 1(x)JVH(x). 

REMARK 2.1. (6) represents only one possible reformulation of the index three 
DAE (2) as an index two problem (5], (10]. However, the results obtained in this paper 
on symplectic integrators apply only to the index two formulation (6). 

In (16], the following method for the numerical treatment of (2) was proposed. In 
terms of the formulation (6) this approach can be paraphrased as follows: Differenti
ation of the constraint O = <P(x) in (6) with respect to time yields an equation for A 
in terms of the variable x; i.e. 

Consider now the unconstrained Hamiltoni~n system 

(8) x' = JVH0 (x) 

with the modified Hamiltonian H0 

(9) 

It is easy to see that the constraint manifold M is an invariant manifold of the dif
ferential equation (8) and that on M both (6) and (8) define the same Hamiltonian 
vector field. In (16], it was now suggested to integrate the unconstrained Hamiltonian 
system (8) instead of the formulation (6). The formulation (8) has the advantage that 
any symplectic integrator suitable for systems with non-separable Hamiltonian can 
be applied. A disadvantage of (8) is that it requires the explicit computation of >. 
and its derivative with respect to x. In Section 2 we will show that this reformulation 
of (6) as an unconstrained system is not necessary to obtain a symplectic integrator 
for constrained Hamiltonian systems and that (6) or (2) can be directly integrated by 
a symplectic IRK method. The direct integration of (6) (or (2)) has the advantage 
that it does not require the explicit computation of >. as a function of x. However, 
discretization of (8) and (6) (or (2)) by the same symplectic IRK method results in 
a lower order scheme for (6). This is due to the well-know order reduction for IRK 
methods applied to higher index DAEs [15]. 

Another disadvantage of the formulation (8) is that a symplectic integrator will, 
in general, not preserve the constraint manifold M. The same is true for the direct 
integration of the formulation (6) by a symplectic IRK method. In Section 7 we will 
show that this is in contrast to a particular class of symplectic partitioned Runge-
K utta (PRK) methods which preserve both the symplectic structure and the constraint 
manifold M. 

Assume now that the discretization of (6) (or (2)) by a Runge--Kutta method 
results in the one-step method 

(10) 

Then '1i h is called symplectic if it preserves the differential 2-form given by the wedge 
product [2] 

w2 = dq I\ dp = ~ dq1 I\ di 

' 
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i.e. dqn+l I\ dpn+l = dqn I\ dpn, which is equivalent to 

We say that the method preserves the constraint </>( x) = 0 if </>( Xn) = 0 implies 
</>(Xn+1) = 0. 

Finally we mention the following useful results concerning wedge products. Let 
dv and du be arbitrary vectors in Rk, k > 0. Then we define dv I\ du by 

dv I\ du = 1:dvi I\ dui 
i 

where dvi I\ dui is the exterior product of the ith component of dv and du [2]. Let 
dx = (dq, dp), then dx I\ Jdx = 2 dq I\ dp. Furthermore du I\ Adu = 0 for any real 
symmetric matrix A and du I\ Bdv = (Btdu) I\ dv for any matrix i3 E Rkxl and 
du E Rk, dv E R1• Also note that JJ = -I and Jt = -J. 

3. Symplectic Runge-Kutta Methods. The discretization of the DAE (6) by 
an s-stage IRK method with Butcher's tableau 

(11) 
C A 

leads to the system [15] 

Xn+i = Xn + h Li=l bJ{V H(Xi) + 4'(Xi)tAi} 

(12) 
Xi = Xn + hEJ=1 aijJ{VH(Xj) + 4'(Xj)tAj} 

O = </>(Xi) 
(i=l, ... ,s) 

(A similar system results for a discretization of (2) where </>( x) = g( q) and 4>( x) = 
G(q).) With (11) we associate the s x s matrix M with entries 

The matrix Mis well known from the definition of algebraic stability of RK methods 
[15]. Our ma.in result is as follows. 

THEOREM 3.1. If M = 0 holds and A is invertible, then the method defined by 
(12) is symplectic. 
Proof: We use the notation 

Then we have 

(13) dXi I\ JdXf = 0 

for all i = 1, ... , s. To see this note that 

-dXi I\ JdXf = dXi A {Hxx(Xi)dXi + 4'(XddAi + 
2m 

+ I: Afrk(xi)dXi} 
k=l 
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where the components of Ai have been indexed by a superscript and fk is the Hessian 
of the kth constraint function. Now Hxx and rk are symmetric matrices and thus 

because </>(Xi)= 0 implies 4>(Xi)dXi = 0. 
Now differentiate the first equation in (12) and take the wedge product to arrive 

at 

(14) 
( dxn + h E b,dX!) I\ J( dxn + h E bjdXJ) 
dxn /\ J dxn + 2h E b,dxn /\ J dXl + 
+h2 EE bib;dXJ I\ J dXJ 

Now differentiate the second quation in (12) and take the wedge product of the result 
with JdX/ to obtain a relation for dxn /\ JdX:; i.e. --

dxn /\ JdXf = dXi /\ JdXf - h L ai;dXJ /\ JdXf 

Next, use this formula to eliminate dxn /\ JdXf in (14). Thus getting 

dxn+I I\ J dxn+I = dxn /\ J dxn + 2h E bidX1 /\ J dXI + 
+ h2 EE(b,b; - 2b,a,;)dXJ /\ JdX/ 

We now use (13) and the fact that 

dX! /\ J dX~ = dX~ I\ J dX! 
' 3 3 I 

together with the assumption m,; = 0 to derive 

This implies the conservation of the two-form w2 = ( dx /\ J dx )/2. D 

COROLLARY 3.2. For constant step-size h, the implicit Gauss-Legendre RK meth
ods result in a symplectic discretization of (6) and (2). Lets be the number of stages. 
Then, J or ( 6), the global error satisfies 

where v = s for s even and v = s + 1 otherwise. For ( 2), we obtain 

where v is as before. 
Proof: For Gauss-Legendre RK methods we have M = 0. Order results for IRK 
methods applied to higher index DAEs can be found in [12]. D 

REMARK 3.1. The order of a Gauss-Legendre method with s stages applied to 
the unconstrained formulation (8) is 2s. Thus, the reformulation of a constrained 
Hamiltoniari system as an unconstrained system has the advantage that comparable 
Gauss-Legendre methods lead to higher order schemes. Furthermore, higher index 
pmblems a,-e essentially ill-posed [18] and special care is needed for the solution of the 
resulting systems of nonlinear equations. This is especially true for the index three 
formulation ( 2). 
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Note, however, that the unconstrained formulation requires the explicit computa
tion of .X and its derivative as a function of x. 

As shown in [27] for unconstrained systems, higher order methods can be con
structed based on the implicit midpoint rule. This idea generalizes in a straightforward 
way to constrained Hamiltonian systems: Let \JI h denote the time-h-map defined by 
(12) for the implicit midpoint rule. Then the composed mapping 

(15) 

with 2c1 + c2 = 1 and 2cf + c~ = 0 is of fourth order and symplectic. More generally, 
if \Jlh is of order p = 2k, k > l, then the composed method (15) with 2c1 + c2 = 1 
and 2ci+I + ~+I = 0 is of order p + 2. Methods based on the composition of second
order schemes have the computational advantage that the dimension of the systems 
of nonlinear equations to be solved during the integration does. not increase . with the 
order of the scheme. (Although the number of such systems of course does.) 

4. Preservation of Constraints for IRK Methods. Although the method 
described in the previous section is symplectic for Gauss-Legendre IRK methods, it 
will not, in general, preserve the constraint manifold M; i.e. </>(xn) = 0 does not imply 
</>(xn+i) = 0. To overcome this problem and the order reduction of IRK applied to 
index two problems, a projected IRK method was introduced in [4]. To define this 
method, let Xn+i be given by (12), where we put Xn = Xn and define the new Xn+l by 

Xn+I Xn+I + Jcf>(Xn+i)tµn+I 

0 </>(Xn+1) 

However, although the projected method (12) preserves now the constraint manifold 
M, the method is no longer symplectic. To see this, note that 

Thus, for the methods discussed in the previous section, we can either preserve the 
constraints or the symplectic structure but, in general, not both. This is even true for 
the particular situation of quadratic constraints g( q) = 0. Specifically: 

It was shown by Cooper in [7] that IRK methods with M = 0 preserve quadratic 
first integrals of ordinary differential equations. In [4], a somewhat similar result was 
proven for the following situation: Let g(q) = 0 be a quadratic constraint; i.e. 

(16) 

where Tis an arbitrary symmetric n X n matrix and c is an arbitrary positive constant. 
Furthermore, let us replace the index three DAE (2) by the index two formulation 

q' = +"vpH(q,p) 
(17) p' -"vqlf(q,p)- G(q)t.X 

O = G(q)"vpH(q,p) = qtT"vpll(q,p) 

which is obtained from (2) by differentiating the constraint g(q) = 0 once. Note that 
g is now a first integral of this formulation. It was shown in [4] that discretization 
of this DAE by an IRK method with M = 0 results in a scheme which preserves the 
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quadratic constraint (16); i.e., g(qn) = 0 implies g(qn+t) = O. The crucial step in 
proving this is to make use of the fact that ( see also [7]) 

Q!TQ~ = 0 

for all stages i = 1, ... , s. Here Qi denotes 

While this is true for the discretization of (17), it is easy to see that this condition is 
not satisfied for (12) where Qi is now given by 

Qi= V,,H(Qi,Pi) + </>,,(Qi,Pi)tAi 

Note furthermore that the discretization · of (17) by an · IRK ·method with M = 0, 
although it preserves quadratic constraints, does not preserve the symplectic structure 
(for the stage variables we get g(Qi) IO and thus dQi I\ d(G(Q,)tAi) IO in general). 

In Section 7, we will show that the class of partitioned Runge-Kutta methods in
cludes methods that preserve both the sympletic structure and the constraint manifold 
M. 

5. Reversible Integration. The involution RE L(R2n) 

(18) 

reverses the direction of the flow of a constrained Hamiltonian system (2) with H 
satisfying 

(19) 

This means that time reversal t - -t together with the coordinate transformation R 
leave the equations (2) invariant. The standard example of a Hamiltonian satisfying 
(19) is provided by the separable Hamiltonian (5). 

In terms of the flow ¢ of the Hamiltonian system, (19) implies that ¢ is R
reversible [24); i.e. 

or in other words that the evolution of the system backward in time is equivalent 
to the evolution forward in time in the changed coordinates determined by R. It is 
natural to ask for the same property of the time-h-map (10) of an one-step method 
[24]. Thus we call an IRK method R-reversible if the resulting time-h-map q,h (10) 
satisfies 

It has been shown, e.g., that the implicit midpoint rule is R-reversible for uncon
strained Hamiltonian systems with the Hamiltonian H satisfying (19). The following 
two corollaries show that this result can be generalized to constrained Hamiltonian 
systems. 
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COROLLARY 5.1. Let (2) be a constroined Hamiltonian system with the Hamil
tonian H satisfying (19). Assume that (2) is discretized by a Gauss-Legendre RK 
method (11) Then the resulting scheme is R-reversible and symplectic. 
Proof: Gauss-Legendre RK methods (12) are symmetric and the corresponding time-
h-map 'IJf h (10) satisfies 

For each stage variable Xi we have 

were X[ is given by 

Thus, if we apply the involution R to all the variables in (12) and premultiply all the 
equations by R-1 , then this is equivalent to replacing the stepsize h by -h. However, 
this corresponds to the inverse of 'IJ1 h for symmetric schemes. Therefore 'IJ1 h is R
reversible. The symplecticity follows from Theorem 3.1. D 

The same result does not hold for the discretization of the formulation ( 6). This 
is due to the fact that the corresponding mapping to Xf in the above proof is not 
R-reversible. (The exact solutions satisfy .>.2 = 0 in (7). This is no longer true for 
the stage variables Ar.) However, the following projection to an R-reversible mapping 
can be applied [24): 

COROLLARY 5.2. Let (6) be a constrained Hamiltonian system with the Hamilto
nian H satisfying (19). Assume that (6) is discre'tized by a Gauss-Legendre RK method 
(11). Denote the resulting time-h-map by 'IJf h. Then the modified time-h-map 

i h = R 'IJf -h/2 R'IJf h/2 

is symplectic, R-reversible, and of the same order as 'IJf h. 

Proof: ih is symplectic if 'IJf his. Since the flow of (6) is R-reversible, R-1(\Jf h)-1 R = 
R 'IJf -h R is an approximation of the flow of the same order as 'IJ1 h. Finally, we see that 
(ih)-1 = R-1 ih R because of ('IJf h)-1 = '11-h• D 

6. Partitioned Runge-Kutta Methods. The fact that the system (1) pos
sesses a natural partitioning suggests the use of partitioned Runge-Kutta (PRK) 
methods (see, e.g., [23]). In this section we show how to generalize those methods 
to constrained Hamiltonian systems. Our main interest in the following section is 
then to show that there exist PRK methods that are symplectic and preserve the 
constraint manifold M. 

A PRK method is specified by two tableaux 

(20) 
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Straightforward application of a PRK method to the system (6) (or (2)) results in the 
equations 

qn+I = qn + h Li=l bi{VpH(Qi, Pi)+ c/>p(Qi, Pi)tAi} 
Pn+l Pn - h Li=l bi{V qH(Q;, Pi)+ </>9 (Q;, P;)tA;} 

If we assume for now that the tableaux (20) are such that (21) indeed defines a mapping 
(gn,Pn)--+ (qn+i,Pn+i) for h small enough, then the following result can be given: 

(22) 

(23) 

THEOREM 6.1. Assume that the coefficients of the method (21) satisfy the relations 

b;a,i + biaii - f,/i,i = o 1 $ i,j $ s 

bj = f,j 1 sis s 

then the method defined by (21) is symplectic. If (21) is the discretization of the 
formulation (2) and if the corTesponding Hamiltonian is separable; i.e. of type (5), 
then the condition (22) alone implies symplecticity of the method. 
Proof: The proof is analogous to that of Theorem 3.1. Note that, as in the proof of 
Theorem 3.1, we have dXi A JdXJ = 0 with dXi = (dQ,, dPi) and dXJ = (dQ~, dP!). 
If {21) is the discretization of (2) and the Hamiltonian is of type (5), then we even 
obtain dQ; A dPf = dP; A dQ~ = 0 and we can drop the condition {23). 0 

The same conditions on the coefficients in (20) give the symplecticity for uncon
strained systems. However, (21) is the discretization of an index two DAE (index 
three DAE, for (2) ) and thus order results for ODEs do not automatically apply to 
(21) [13]. 

7. Preservation of Constraints for PRK Methods. To begin with let us 
consider the discretization of (2) by the following one--stage method 

qn+l = 9n + h V,,H(qn,Pn+1) 
Pn+i = Pn - h{VqH(qn,Pn+i) + G(qn)t>.n} 

(24) 
0 = g(Qn+i) 

Pn+t = Pn+t - hG( qn+l )t µn+l 
0 = G( qn+t )V ,,H( qn+i, Pn+i) 

Let us assume that (qn,Pn) EM, then Taylor expansion of g(qn+t) = 0 yields 

(Here and in the sequel we frequently supress arguments when these are readily ap
parent.) Thus, if (3) is invertible, then i(24) has a unique solution >.n, A similar 
argument shows that (24) also has a unique solution µn+I• Thus (24) defines a map
ping (qn,Pn) EM--+ (qn+1,Pn+1) EM for h small enough. 

THEOREM 7.1. The method {24) is symplectic, preserves the constraint manifold 
M, and is global of first order on M. 



Proof: The preservation of the constraint manifold M is obvious. The symplecticity 
of the method follows from the fact that 

and 

dqn /1. dfin+i = dqn /1. d [pn - h{V qH(qn,Pn+i) + G(qnr An}] 
dqn /1. dpn - hHpqdqn /1. dfin+i 

Next we show that the local truncation error of (24) is of order two. To see this 
differentiate the constraint g(q) = 0 in (2) twice to obtain A in (2) as a function of 
(q,p): 

which implies that 

Thus the local truncation error of (24) is of order two in the variable q and of order 
one in the variable ji. For the variable µn+l we obtain the estimate 

µn+1 = {GHppGt}-1 {~g9q(VpH, VpH) + GHpqVpH} + O(h) 

and thus An+ µn+l = A+ O(h). This implies that (24) is of second order in the 
variable p and thus the overall method has local truncation error of order two as well. 
Since we assumed the Hamiltonian to be sufficiently smooth, (24) defines a smooth 
mapping on M. This and standard convergence results [14] imply now that (24) is 
convergent of order one on M. □ 

A second order scheme can be obtained from (24) by using its adjoint method [14] 
which is given by 

qn+ 1 qn + h V pH ( qn+l, Pn) 

Pn Pn - hG(qn)tµn 

0 g(qn+i) 

Pn+l Pn+i - h{VqH(qn+i,Pn) + G(qn+1)tAn+1} 

0 G(qn+1)VpH(qn+1,Pn+1) 

Denoting the time-h-map of (24) by Wh and the time-h-map of the adjoint method 
by Wh, we know that the composed method 

(25) w~ = wh/2 ° wh/2 
11 



is symmetric and is therefore of second order [14),[22). 
As shown by Yoshida in [27] for unconstrained systems, one can construct now 

methods of arbitrarily high order. As already mentioned in Section 3, these results 
natura.lly extend to constrained systems. Specifica.lly: 

Let '11'~ denote the time-h-map of the second order method (25). Then the com
posed mapping 

(26) 

with 2c1 + c2 = 1 and 2cr + c~ == 0 is of fourth order, symplectic, and preserves the 
constraint manifold M. More generaUy, if '1i 2 is of order p = 2k, k > 1, then the 
composed method (26) with 2c1 + c2 == 1 and 2ci+1 + c;+1 = 0 has order p + 2. 

Note that methods constructed this way correspond to schemes (21) with (3k + 1) 
stages for a method of order 2k + 2. Thus, e.g., a method of order six already requires 
10 stages. A 6th order method with 8 stages and a 8th order method with 16 stages 
were derived in [27]. These methods are also based on second order schemes and can 
be generalized to constrained systems. 

8. Numerical Example. For the mathematical pendulum the equations (6) 
take the form 

q~ Pt + q1A2 

q~ P2 + q2A2 

p~ -q1A1 - P1A2 

p; = -g - q2A1 - P2A2 

0 (q; + qi - 12)/2 
0 q1p1 + q2p2 

Discretization of these equations by the implicit midpoint rule ( stepsize h = .1 and 
initial value (q1, q2,P1,P2) = (0, 1, 1, 0), g = l = 1) results in a second order symplectic 
method which preserves neither the constraints nor the Hamiltonian of the problem 
(Fig. 1-3). If the same problem is integrated by the R-reversible modification of the 
implicit midpoint rule (see Theorem 6.2 with h/2 replaced by h to keep the results 
comparable), then the high-frequency component in the drift gets eliminated (Fig. 
3-6). 

If we put A2 = 0 in the above DAE, then the resulting system of equations can 
be discretized by the PRK methods described in Section 7. In Fig. 7, the drift in the 
Hamiltonian H is plotted for the second order scheme (25). Note that this method 
preserves the constraint manifold M exactly. 

9. Constrained Hamiltonian Systems and Lie Groups. From now on we 
consider constrained Hamiltonian systems with separable Hamiltonian T(p) + V(q). 
Although the discretization of those systems can easily be discussed in terms of Runge
K utta methods, we will follow here the Lie algebraic approach as suggested in [8), [19], 
and [27] for unconstrained systems with separable Hamiltonian. A main advantage of 
this approach is that it provides a straightforward backward error analysis [28]. 

In this section we generalize the necessary Lie algebraic notation to constrained 
Hamiltonian systems. To start with, let us introduce the Hamiltonian H: R 2nxRm -

12 
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FIG. 1. Drift in the coordinate constraint for the DAE formulation discretized by the implicit 
midpoint rule. 

0.04 

0.03 

0.02 

0.01 

0 

-0.01 

-0.02 

-0.03 

-0.04 
0 5 IO 15 20 25 30 35 40 45 50 

FIG. 2. Drift in the velocity constraint/or the DAE formulation discretized by the implicit midpoint 
rule. 
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R 

(27) 

Then the constrained Hamiltonian system (2) can be rewritten as 

x' { x, H(,\)} 

0 = g(x) 

Here braces stand for the (generalized) Poisson bracket defined by 

{F,G} = Fx JG!: 

where J is as defined in Section 2 and F: R2n-+ R 1, G: R2n-+ Rk, k,l ~ 1, are 
sufficiently smooth functions . If we introduce the differential operator Da, G: R2n -+ 

R, by 

DaF = {F,G} 

then ( 2) can also be written in the form 

(28) x' = Dn(>,) x 
0 = g(x) 

where the Lagrange multiplier ,\ is implicitly determined by the constraint g( x) = 0 
in the following way: 

For g = 0 to be an invariant of the differential equation 

x' = Dnp..)x 
16 



we need that 

0 == g' == {g, H(>.)} 

Now 

{g, H(>.)} {g,T} 

and thus we obtain the hidden constraint 

f(x) :== {g, T}(x) == G(q)VT(p) 

which again has to satisfy 

0 == f' == {f, H(>.)} 

This time we obtain 

{f,H(A)} {/, T} + {/, V} + {/, g }>. 

and, under the assumption that 

exists, this yields then 

(29) 

Note that in the computation of>. we made use of the fact that, because g == 0, 

{F,l>.} == {F,g}>. 

for arbitrary functions F. Thus >., although it is a function of x, can be formally 
considered as an independent parameter. 

REMARK 9 .1. ( 28) describes a Hamiltonian vector field on the constraint manifold 
M, 

M == {x E R 2n: g(x) == 0, f(x) == O} 

As pointed out in [3], this vector field does not depend on the values of the Hamiltonian 
(27) away from the manifold M. Furthermore, the Poisson structure on M is specified 
by the Poisson bracket 

where 4> = <l>x and the mapping</> is defined as in Section 2; i.e., 

( 
g(x) ) 

</>( X) = f ( X) 

One can show that the restriction of the bracket { F, G} M to M depends only on the 
restrictions of F and G to M. Furthermore, {g, F}M == {f , F}M = 0 for arbitrary 
Junctions F : R 2n - R. 

17 



Once .Xis known as a function of x, the formal solution of (28) is given by 

x(t) = exp(tDH)•x(0) 

where H = H(.X). 
Here we used the fact that the symplectic diffeomorphisms on R 2n, M respectively, 

form a Lie group. If</> and t/; are two elements in the group, then their product is 
denoted by </>·t/; and the action of</> on an element x E R 2n by </>•x. The flow generated 
by the differential operator DH is denoted by exp (tDH ). The flow exp (tDH) forms a 
one-parametric subgroup in the Lie group of symplectic mappings. 

The time evolution of a sufficiently smooth function F : R 2n ---+ R1 along solutions 
of (28) is given by 

(30) F' = DHF 

with the formal solution 

F(x(t)) = exp(tDH) · F(x(O)) 

In the following sections we will need the Taylor expansion of this formula which is 
given by 

(31) 

where F and H are assumed to be er -mappings. From (30) we conclude that 
F(x(t)) = F(x(0)) if {F, H} = O. 

10. Semi-Explicit Symplectic Integrators. Let us introduce the following 
notation. Define C(.X) by 

and let De('>.) denote the corresponding differential operator. Then the exponential 
functions exp (tDT ), exp (tDv + tDcp,)), and exp (tDc(µ)) can be computed explicitly 
by 

__ (q.+tpVT(p)) exp (tDT) · x 

exp (tDv + tDG(>.)) · x = ( p- t (VV(:) + G(q)t.X) ) 

exp (tDc(µ)) · x = ( p- t b(q)tµ ) 

Similar to unconstrained systems [8),[19),[27), this suggests that we should consider 
the mapping wt: M---+ M, defined by 

k 

(32) w1 .- exp (hDc(µ)) II exp (hciDT) · exp (hdiDv + hdiDc(A;)) 
i=l 

18 



to approximate the exact flow 

Here the A/s are implicitly determined by the fact that 

{33) (i=l, ... ,k) 

where the xi's are given by 

1 

Xi = IT exp (hcjDT) · exp (hdjDv + hdjDc(A,)) · x 
i=l 

and µ has to be chosen such that Ill~ ( x) E M. 
Note that the iteration 

can be implemented in the following way 

qn+l Qk 
Pn+l Pk - hG( Q k)t µ 

0 G(qn+i) VT(Pn+i) 

(34) Qi Qi-t + hciv'T(Pi) 
Pi Pi-1 - hdi(VV(Qi-t) + G(Qi-1)tAi) (i=l, ... ,k) 
0 = g(Qi) 

which can be understood as the discretization of the DAE (2) by a k-stage partitioned 
Runge-Kutta method. Here G(q) = gq(q) denotes the derivative of g. 

For the analysis of {32) we will use the Baker-Campbell-Hausdorff (BCH) formula 
[26) which states that for any two operators X and Y, the product of the exponential 
functions exp X and exp Y can be expressed formally as a single exponential function 

(35) exp (Z) = exp (X) · exp (Y) 

where 

z 1 
X + Y + 2[X, Y] + 

1 1 + 
12

([X, [X, Y]] + [Y, [Y,X]]) + 
24

[X, [Y, [Y,X]]] + 
1 

-
720 

([Y, [Y, [Y, [Y, X]]]] + [X, [X, [X, [X, Y]]]]) + 
1 + 

360
([Y, [X, [X, [X, Y]]]] + [X, [Y, [Y, [Y,X]]]]) + 

1 + 120 ([X, [X, [Y, [Y, Xl]]] + [Y, [Y, [X, [X, Y]]]]) + 
+ ... 

19 



and [X, Y) := XY - Y X, etc. Furthermore, if X and Y are differentiable operators; 
i.e. X =DA, Y = DB, then Z can be considered as a differentiable operator Z = Do 
with C given by 

C = 1 
A+ B + 2{B, A} + 

1 1 
+ 

12 
( {{A, B}, B} + {{B, A}, A})+ 

24 
{{ {A, B}, B}, A} + 

+ ... 

Here one has to point out that, unless A and B are C00-mappings, only a finite number 
of elements in the above series exist. 

We also like to mention the Jacobi identity for Poisson brackets which is given by 

{{A,B},C} + {{B,C},A} + {{C,A};B} · =· 0 

for sufficiently smooth functions A, B, C : R 2n - R. 
Let us start now the analysis of (32) for the simplest case k = l and c = d = l. 

For the mapping 

'11h = exp (hDo(µ)) · exp (hDT) · exp (hDv + hDo(A)) 

the repeated application of the BCH formula (35) yields 

where 

fi(µ,A) 

wl = exp (hDR(µ,A)) + O(h3
) 

C(µ) + T + V + C(A) + 
h 

+ 2({T,C(µ)}+ {V,T}+ {C(A),T}) 

Now, because '111 maps Minto M, we have 

and 

Since exp ( hD R) can be considered as the time-h-map of the flow corresponding to 
the Hamiltonian vector field 

x' = {x, il(µ, A)} 

the variables µ and A are determined on M, according to (30) and (31), by 

and 

{f, fl (µ, A)} = 0( h2
) 
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which becomes 

and 

0 = {f,g}(µ +A)+ {f, T} + {f, V} + O(h) 

Here we used the fact that C(µ) = gtµ, C(A) = gtA, {g,{V,T}} = -{f, V}, and 
{g, T} = f = 0. Thus, for h small enough, µ and A are uniquely determined, µ+A = 
,\ + O(h) and 

fl = H + O(h) 

on M where,\ is as in (29). Thus we have proven the following 
THEOREM 10.1. The map wl defines a first order symplectic integrator on the 

constraint manifold M. 

11. Higher Order Methods. In [27], the formula 

(36) exp (Z) = exp (X) • exp (Y) • exp (X) 

with 

1 
Z = 2X + Y + 6([Y, [Y,X]]- [X, [X, Y]]) + 

1 + 
360 

([X, [X, [X, [X, Y]]]] - [Y, [Y, [Y, [Y, X]]]] + 
+ ... 

was used to show that symplectic integrators of arbitrarily high order exist for Hamilto
nian systems of the form (1). In this section we show that this result can be generalized 
to constrained systems in a straightforward manner. 

Let us first consider the two-stage method wI as defined by (32) with c1 = 0, 
C2 = 1, d1 = d2 = 1 /2, which we will rewrite as 

(37) 

Here we used the fact that the two operators Dv and De commute and that De(µ.)+ 
1/2Dc(A2 ) can formally be replaced by 1/2Dc(µ.)· 

COROLLARY 11.1. The map wl defines a second order symplectic integrator on 
the constraint manifold M. If the Hamiltonian satisfies (19), then wI is R-reversible. 
Proof: Twofold application of the BCH formula (35) to the mapping wI yields 

wI = exp (hDH(µ.,A)) + O(h3
) 

with 

Now using as before that on M 

{g, H(µ, A)} O(h2
) 
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and 

{f, fl(µ, A)} = O(h2
) 

we obtain ½(µ+A)=,\ + O(h2) andµ - ,\ = O(h). Thus 

H = H + O(h2
) 

on M which proves that (37) is of second order. The R-reversibility follows from the 
fact that Wi is symmetric. D 

REMARK 11.1. Note that the implementation of wi in terms of (21) leads to the 
popular Verlet scheme with RATTLE-type constraints [1]. The symplecticity of this 
scheme has already been discussed in [17]. 

Now higher-order methods can be constructed along the same lines as demon
strated in (27] for unconstrained systems. To see this note that wJ is a symmetric 
method and satisfies Wi w:h = id. Thus the expansion of Wi yields 

This together with the formula (36) implies, for example, that the composed method 

w;1h. w~h • w;1h 
with 211 + ; 2 = 1 and 2;f + ,? = 0 is a fourth order scheme. Since exp ( hcDv + 
hcDcp,)) • exp (hdDv + hdDc(µ.)) can be replaced formally by exp (h(c+ d)Dv + h(c + 
d)Dc(>,)), we obtain 

COROLLARY 11.2. The mapping wt in (32) with c1 = c3 = 11, c2 = ,2, c4 = 0, 
d1 = d4 = ;i/2, and d2 = d3 = ( ,1 + ,2)/2 defines a fourth order symplectic integrator 
on the constraint manifold M. Here 

1 
1'1 = 2 - 21/3 ' 

-21/3 
1'2 = 2 - 21/3 

If the Hamiltonian satisfies (19), then wt is R-reversible. 
For the construction of 6th and 8th order methods based on the second order 

scheme (37) see [27]. 

12. Backward Error Analysis for Constrained Hamiltonian Systems. 
In this section we show that the solutions of the symplectic integration scheme (32) 
can be formally interpreted as the exact solutions of a certain perturbed constrained 
Hamiltonian system on the constraint manifold M evaluated at discrete time points. 
Similar results for unconstrained systems can be found, e.g., in [11], (22], [28]. 

Our basic assumption in this section is that the Hamiltonian (27) and the con
straint function f = {g, T} are er -functions, r ~ 2. Under this condition the ,\/s 
andµ in (32) are cr-1-functions in (q,p) EM and the Taylor expansion of W~ with 
respect to h up to terms of order r is given by the BCH formula (35). Thus, as al
ready demonstrated in the previous sections for the first and second order schemes, 
the time-h- map W~ : M ....,. M, defined by (32), can be written as 

(38) 

where fr: M X [O, h0 ]....,. R, h0 > O, is a C2-function in (q,p) EM. 
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THEOREM 12.1. Let the Hamiltonian (27) and the constraint function f = {g, T} 
be er -functions, r > 2, and let the stepsize h be constant, h < h 0 • Then the numerical 
solutions Xn, n = 1, 2, ... , N, of the symplectic integration scheme (32) satisfy 

where x(t) is the exact solution of the perturbed Hamiltonian system 

x' {x, lI(h)}M, x(0) = X 0 

0 = g(x) 

on M evaluated at the discrete time points tn = nh. Here fl is as in (38) and { x, fl} M 

denotes the modified Poisson bracket as defined in Remark 9.1. If (32) is a vth order 
scheme, v < r, than the perturbed Hamiltonian fl satisfies · 

on M where H is the Hamiltonian (27) of the constrained system with A as in (29). 
Proof: The solutions of the perturbed Hamiltonian system are given by 

x(t) = exp (tDfI(h)) · x(0) 

where D[I is defined by D[I F = {F, iI}M. As pointed out in Remark 9.1, the solutions 
have to satisfy g(x(t)) = f(x(t)) = 0. 

The Ai 's and µ in (32) are such that 

and 

which implies, accorcling to (30) and (31 ), that {g, fl} == O(hr-l) and {/, fl} = 
O(hr-1 ) on M. Thus DfI = Dfl + O(hr-1 ) and 

'11~ = exp (hDfI(h)) + O(hr) 

Furthermore, 

and therefore fl= H + O(h11
) on M. □ 

REMARK 12 .1. Following the approach taken in [11], similar results could be for
mulated for symplectic IRK methods and general symplectic PRK methods as discussed 
in Sections 3 and 6. 
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