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#### Abstract

The three rotational degrees of freedom between the coordinate system of a sensed object and that of a viewer define the attitude of the object. Orientation-based representations record 3-D surface properties as a function of position on the unit sphere. All orientation-based representations considered share a desirable property: the representation of a rotated object is equal to the rotated representation of the object before rotation. This makes the orientation-based representations well-suited to the task of attitude determination.

The mathematical background for orientation-based representations of shape is presented in a consistent framework. Among the orientation-based representations considered, the support function is one-to-one for convex bodies, the curvature functions are one-to-one for convex bodies up to a translation and the radial function is one-to-one for starshaped sets.

Using combinations of the support function and the curvature functions for convex bodies, the problem of attitude determination is transformed into an optimization problem. Previous mathematical results on the radial function for convex objects are extended to starshaped objects and the problem of attitude determination by the radial function also is transformed into an optimization problem. Solutions to the optimization problems exist and can be effectively computed using standard numerical methods.

A proof-of-concept system has been implemented and experiments conducted both on synthesized data and on real objects using surface data derived from photometric stereo. Experimental results verify the theoretical solutions.

Novel contributions of the thesis include: the representation of smooth convex objects by the support function and curvature functions; the definition of a new orientation-based representation for starshaped sets using the 3-D radial function; and solutions to the 3-D attitude determination problem using the aforementioned representations. In particular, the scope of orientation-based representations has been extended, both in theory and in practice, from convexity to starshapedness.
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## Chapter 1

## Introduction

Tasks that a robot vision system performs include recognition, localization and inspection. These tasks are carried out based on data about objects collected by a robot vision system through various sensing devices. Recognition identifies the object. Localization determines the three translational and the three rotational degrees of freedom of a sensed object in space. Inspection verifies the suitability of the object for a particular task. Attitude determination solves for the three rotational degrees of freedom between the coordinate system of a sensed object and that of a viewer. Thus, attitude determination is a sub-problem of localization.

If the shape of an object is invariant with respect to a class of rotations then each rotation in the equivalence class thus determined is considered to define the same attitude. A 3-D object may have additional rotational invariances when viewed from a particular viewpoint. In this case, it is understood that attitude determination solves for the three rotational degrees of freedom up to an equivalence class of rotations that can not be further distinguished given the viewpoint provided.

Attitude determination is required for many robot vision tasks including directing a robot arm to grasp an object, navigation and camera calibration. Suppose a robot is placed, in a factory, beside a bin of machine parts all of the same type. The robot is instructed to grasp a machine part in a specified way. Each part has a 3-D shape that is known to the robot, i.e., the robot has a model of the part in a standard coordinate
system. The parts the robot sees in the bin are instances of the model subject to unknown rotation, scaling and translation. The attitude determination problem for the robot is to determine the unknown rotation so that the robot can be directed to grasp a machine part in the specified way.

Shape representations are required to support object recognition, localization and inspection. An object is a connected compact set in $R^{3}$. The shape of an object concerns the geometry of the surface of the object modulo translation, scaling and rotation. A representation of shape is a language for encoding a general class of shapes [75], together with rules that specify how it is applied to any particular shape [53].

Orientation-based representations of shape are shape representations with particular properties. The term "orientation-based representation" was introduced by Woodham [76]. An orientation-based representation records 3-D surface properties as a function of position on the unit sphere. These representations are termed orientation-based because one associates each point on the sphere with the unit vector from the center of the sphere to that point.

This dissertation studies various orientation-based representations and solves the attitude determination problem by making use of the dependence of the orientation-based representations of shape on rotations.

In order for an orientation-based representation to effectively represent the shape of an object, a correspondence between the surface point of an object and a point on the unit sphere is required. Two ways to establish such a correspondence are employed in this dissertation. They are called Gauss map and dilation map and are shown in Figure 1.1a and Figure 1.1b respectively.

The Gauss map takes each surface point to the point on the sphere corresponding to the unit normal to the tangent plane at that point. Figure 1.1a illustrates the Gauss map.

(a) Gauss map

(b) dilation map

Figure 1.1: Mappings between surface points and points on the sphere, illustrated in 2-D.

Many representations based on the Gauss map have been defined. Representations of this type used in computer vision include: the Extended Gaussian Image (EGI), defined as the reciprocal of the Gaussian curvature [35], and the support function, defined as the distance from the origin to the tangent plane [57]. For polyhedra, the EGI specifies the area of each face as a function of face orientation. The EGI has been used for both recognition and attitude determination of convex polyhedra [12, 37, 47]. The support function appears explicitly in one of the methods described [47].

Other representations of 3-D shape based on the Gauss map have been defined. For example, the first and second curvature functions are defined, respectively, as the sum of the principal radii of curvature and the product of the principal radii of curvature. Thus, for smooth objects, the EGI and the second curvature function are equivalent. These curvature functions possess desirable mathematical properties when combined with the support function. The first and second area functions also are defined (see Section 2.5.2). For polyhedra, the EGI is equivalent to the second area function.

The Gauss map is one-to-one for smooth (i.e., $C^{2}$ ), strictly convex objects. It has proven difficult to extend representations based on the Gauss map beyond the convex
case since, in general, the Gauss map is many-to-one. Approaches have been described to decompose non-convex surfaces into regions for which the Gauss map is one-to-one and to augment the information recorded to handle the many-to-one nature of the mapping [40, 46].

One can go beyond convexity by choosing a different way to establish the correspondence between surface point and point on the sphere. Let the origin be in the interior of the object. Without loss of generality, assume that the size of the object is large enough so that the unit sphere fits entirely within the object. A surface point $p$ is mapped the point on the sphere that is the intersection of the sphere with the ray from the origin to $p$. Call this map the dilation map. Figure 1.1b illustrates the dilation map. Unfortunately, in general, the dilation map is not one-to-one either. However, for a suitable choice of origin, it is one-to-one when the object is a starshaped set [10, 72].

Representations of 3-D shape based on the dilation map can also be defined. The radial function records the distance from the origin to the boundary point. The distance function is the reciprocal of the radial function.

The two aforementioned mappings between the surface point and point on the sphere both lead to a desirable property that all the orientation-based representations considered share: the representation of a rotated object is equal to the rotated representation of the object before rotation. This facilitates the construction of the representation of a rotated object from that of the original object. This property also makes orientation-based representations suitable for attitude determination. Using inequalities involving two objects, one for the model and the other for the sensed surface data, one can define functions of rotation that achieve extrema when the rotation is such that the rotated model and the sensed object differ only by scaling and translation. Thus, attitude determination is transformed into the problem of determining the extremum of a known function. This, in turn, can be expressed as an optimization problem for which standard solutions exist.

Chapter 2 establishes a consistent framework for orientation-based representations of shape. A mathematical definition of orientation-based representation and the mathematical background for orientation-based representations are provided. Definitions of various orientation-based representations are given and their properties are studied. The emphasis of the study is on:

1. The conditions under which the representation is one-to-one;
2. The conditions under which a given function is a valid instantiation of an orientationbased representation;
3. The conditions under which an object can be reconstructed from its representation.

Results concerning these aspects are summarized in Table 2.1 (page 62). The representations introduced in Chapter 2 have been studied in the mathematics literature. However, the source material is diverse both in time and in language. The coherent presentation in Chapter 2 of the mathematical background for orientation-based representations is a contribution of this dissertation. In addition to being the theoretical foundation of this dissertation, these results are relevant to research in other areas. For example, the Minkowski sum (Section 2.4.1) is used both in geometric object modeling [17] and in robotics [48]. On first reading of the thesis Chapter 2 might well be skipped. Results are presented in general $d$-dimensional space $R^{d}$ to preserve the original generality of the mathematics and to connect the special case $d=3$ to the generic meaning of the representations.

As mentioned, a few orientation-based representations have already been proposed and utilized in computational vision. Overall, however, little of the material presented in Chapter 2 has been utilized. Objects represented typically are limited to polytopes and to some special non-convex objects [35]. The state of the art is presented in Chapter 3 and highlighted in Table 3.1 (page 72).

Chapter 4 provides theoretical solutions to the problem of attitude determination using orientation-based representations. The results in Chapter 2 on inequalities involving orientation-based representations are utilized. By combining the representation of a model and that of an object in the inequalities, the attitude determination problem is transformed into optimization problems for which standard numerical methods can be applied. Indeed, optimization itself is not an intended contribution of the thesis research. Instead, existing optimization tools are employed throughout. The orientationbased representations used are the first curvature function, the second curvature function, the support function and the radial function. The use of the first curvature function is new. The use of the support function on smooth, strictly convex objects also is new. The curvature functions are directly related to the area functions which are well defined for any convex object. Thus, the use of the curvature functions can be regarded as an application of a theory of general convex objects to a specific type of convex objects (smooth, strictly convex objects) rather than as a simple substitute for Gaussian and mean curvatures. Since the support function is one-to-one only for convex bodies and the curvature functions are only defined for convex bodies, attitude determination using them is, in general, not necessarily valid for non-convex bodies. A major contribution of this dissertation is to demonstrate that the radial function is an effective representation for starshaped objects ${ }^{1}$ and that the attitude of starshaped objects can be determined using the radial function. Thus the class of objects handled is extended to starshaped objects (which strictly includes convex objects as a special case).

A proof-of-concept system has been implemented and experiments conducted to test numerical solutions for three cases:

1. Attitude determination when both the model and sensed surface are given in known analytic form;

[^0]2. Attitude determination when the sensed surface, then the model and then both are discretized versions of a known analytic form;
3. Attitude determination with sensed data obtained, via photometric stereo, from real objects and model data given in known analytic form.

Cases 1 and 2 represent simulation studies that were essential to software development, error analysis and tests of robustness. Case 3 tests the performance of the system on real objects machined from data derived from analytic forms. Experimental results show that attitude determination can be solved by the aforementioned orientation-based representations of shape. The system and the experiments are described in Chapter 5.

Chapter 6 summarizes the contributions of this dissertation and points out future directions for research.

Appendix A and Appendix B describe notational conventions and basic definitions used. Appendix C provides a brief introduction to spherical harmonics which are used in Chapter 5 to define the experimental shapes.

## Chapter 2

## Mathematical Background

Orientation-based representations are functions defined on the unit sphere or set functions defined on sets of the unit sphere. The representations considered in this dissertation are based on the two mappings from an object to the unit sphere described in Figure 1.1 of Chapter 1. Some representations can be defined using the mappings and basic calculus. To build a theory of orientation-based representations and to solve the attitude determination problem, deeper mathematical background is needed. The orientation-based representations considered in this dissertation are described in the mathematics literature. However, the source material is diverse both in time and in language. This chapter gives a coherent presentation of the mathematical background for orientation-based representations. Results are presented in general $d$-dimensional space $R^{d}$ to preserve the original generality of the mathematics and to connect the special case $d=3$ to the generic meaning of the representations.

There are six sections in this chapter. The first five sections present definitions, properties and relationships among, respectively, five types of mathematical objects that establish the background for orientation-based representations of shape. Each of these sections is further divided into subsections where one mathematical object of the type of the section is presented. Figure 2.1 depicts the interdependence between the subsections of this chapter, where subsections directly related to attitude determination in this dissertation are emphasized. The last section of this chapter, Section 2.6, summarizes the


Figure 2.1: Interdependence of the subsections in Chapter 2.
properties of the orientation-based representations of shape.

To further describe the first five sections, let $R^{d}$ denote the $d$-dimensional real space, $S^{d-1}$ denote the unit sphere in $R^{d}, B^{d}$ denote the unit ball in $R^{d}$ and $\mathcal{B}\left(S^{d-1}\right)$ the $\sigma$ algebra of Borel subsets of $S^{T d-1}$. The five types of mathematical objects considered are:

1. Functions that are associated with one set and whose domains are $\mathbf{R}^{\mathrm{d}}$, $\mathbf{S}^{\mathbf{d}-1}$ or $\mathcal{B}\left(\mathbf{S}^{\mathbf{d}-1}\right)$ (Section 2.1).

Functions in this category are the support function, the normal representation, the curvature functions, the distance function, the radial function, the cross sectional measure and the breadth and the area functions. These functions define orientationbased representations of shape. Among them, the support function (Section 2.1.1), the curvature functions (Section 2.1.3) and the radial function (Section 2.1.5) are the orientation-based representations used in attitude determination (Chapter 1 and Chapter 5) in this dissertation. All the functions are defined on $S^{\prime d-1}$ except the area function which is defined on $\mathcal{B}\left(S^{d-1}\right)$. The introduction of the $\sigma$-algebra of Borel subsets of $S^{\prime d-1}, \mathcal{B}\left(S^{r d-1}\right)$, provides a way of stating the properties of the are function since the area function is a set function.

To give an example of orientation-based representations, consider the support function of a 2-D polygon, $P$. For a point $u$ on the unit circle, the value of the support function of $P$ at $u$ is the maximal signed distance between the origin and the support plane of $P$ with outer normal $u$. Figure 2.2 shows the 2-D) example of a convex polygon and its support function defined for vectors $u \in S^{1}$. The value of the support function is the distance between the origin and the dashed arc along the direction determined by $u$.
2. Mappings from one hypersurface to sets on $\mathbf{S}^{\mathrm{d}-1}$ (Section 2.2).


Figure 2.2: The support function of a convex polygon.

The spherical image is in this category. Although it is not an orientation-based representation, it is included because of its close relation to Gauss map.
3. Mappings from one or more sets to scalar values (Section 2.3).

Scalar values are volume, surface area, diameter and width. These numbers can be calculated from the orientation-based representations introduced in Section 2.1.

## 4. Mappings from one or more sets to a new set (Section 2.4).

These mappings are called transformations. The transformations are achieved by constructing the representation of a new set from the orientation-based representations of some given sets. The constructions make use of the properties of orientation-based representations defined in Section 2.1. Typically, the properties of the transformed set are of more interest than the transformation itself. Transformed sets are the (Minkowski) vector sum, the Blaschke sum, the polar mean, the polar reciprocal set, the Legendre transform, the projection body, the parallel body and the central body.
5. Functions and mappings obtained via combinations of a set with the unit ball $B^{d}$ or combinations of several sets (Section 2.5).

Their names are usually prefixed with " $i$-th" or "mixed" depending on whether the unit ball is involved in the combination. They are called mixed measurements. The mixed measurements included are the mixed volume, the $i$-th area function, the mixed area function, the $i$-th curvature function, the mixed curvature function, the mixed body and the dual mixed volume. Among them, the $i$-th curvature function and the mixed curvature function are orientation-based representations, the mixed volume and the dual mixed volume are scalar values, the $i$-th area function and the mixed area function are set functions, and the mixed body is a set. The theorems concerning the mixed volumes (Section 2.5.1) and the dual mixed volumes (Section 2.5.6) are directly used in the solutions to the attitude determination problem (Chapter 4).

The mathematical constructions have been studied intensively in the context of convex bodies. Some of them are only meaningful when applied on convex bodies. Possibilities to extend functions and mappings to non-convex sets are discussed. References to the mathematical results are provided but the original proofs are not repeated. General references are Bonnesen and Fenchel [7], Busemann [15], Grünbaum [32], Pogorelov [60] and Schneider [69]. Notation, definitions and facts used but not defined in this chapter are given in Appendix A and Appendix B.

### 2.1 Representations

Definition 2.1 An orientation-based representation of shape is a map from connected compact sets in $R^{d}$ to functions defined on the unit sphere $S^{d-1}$ in $R^{d}$ or set functions defined on $\mathcal{B}\left(S^{d-1}\right)$.

An example of an orientation-based representation of shape is the support function. The support function is defined for any set in $R^{d}$. Its value at point $u$ on the unit
sphere is the maximal signed distance (from an origin) to the tangent plane with outer normal $u$. This mapping from objects to functions defined on the unit sphere conforms to Definition 2.1 and thus is an orientation-based representation of shape. The name of the mapped function, the support function, also is used to name the representation.

An orientation-based representation represents the shape of an object via a correspondence between points on the unit sphere and points on the object surface. Two ways of establishing such a correspondence, the Gauss map and the dilation map, are depicted in Figure 1.1. The Gauss map takes each surface point to the point on the sphere corresponding to the unit normal to the tangent plane at that point. The dilation map takes a surface point $p$ to the point on the unit sphere that is the intersection of the sphere with the ray from the origin to $p$. Representations based on the Gauss map come with useful mathematical properties. However, many of these properties require the correspondence to be one-to-one. This restricts the representation to strictly convex objects since the one-to-one correspondence then is guaranteed, as by the following theorem:

Theorem 2.1 (Bonnesen-Fenchel [7] page 15.) If a convex body has only regular boundary points, then its boundary can be mapped one-to-one and continuously onto $S^{d-1}$ by means of equally directed support planes.

By the definition of starshaped set, correspondence via the dilation map is one-to-one for starshaped objects when the origin is inside the kernel of the object. The class of starshaped objects strictly includes the class of convex bodies. The mathematical study of starshaped objects is not as extensive as that of convex bodies.

Representations studied in the following subsections are the support function, the normal representation, the curvature functions, the distance function, the radial function, the cross sectional measure, the breadth and the area functions. Definitions are given and the relations between the representations are described once sufficient background is
established. For each representation, the following aspects are of main concern:

1. Conditions under which a representation is one-to-one;
2. Necessary conditions for a function to be the representation of an object;
3. Sufficient conditions for a function to be the representation of an object;
4. Methods by which an object can be reconstructed from its representation.

### 2.1.1 The Support Function

Definition 2.2 (Lay [42] 29.1 page 206.) Let $C \subseteq R^{d}$ be a nonempty set. The support function $H(C ; v)$ of $C$ is the real-valued function defined by

$$
H(C ; v)=\sup \{\langle x, v\rangle \mid x \in C\},
$$

for all $v \in R^{d}$ for which the supremum is finite.

It is obvious that the support function of a set depends on the choice of the origin of the coordinate system. If a set $C$ is translated into $C^{\prime}$ by a vector $a$, the support function of $C^{\prime}$ is

$$
\begin{equation*}
H\left(C^{\prime} ; v\right)=H(C ; v)+\langle a, v\rangle . \tag{2.1}
\end{equation*}
$$

If $C$ is rotated by a rotation $R$, its support function is rotated by the same rotation, i.e.,

$$
\begin{equation*}
H(R(C) ; v)=H\left(C ; R^{-1}(v)\right) \tag{2.2}
\end{equation*}
$$

If $C$ is a convex body, the support hyperplane of $C$ with outer normal $v \in R^{d} \backslash\{O\}$ is $\langle x, v\rangle=H(C ; v)$. If $v \in S^{d-1}$, the value $H(C ; v)$ is the signed distance from the origin to the support plane of $C$ with outer normal $v$. If $C$ is non-convex, then $\langle x, v\rangle=H(C ; v)$
is the support plane of $C$ with outer normal $v$ that is of maximum signed distance from the origin.

Examples of support functions are:

1. The support function of a point is a linear function. The support function of a polytope is a piecewise linear function.
2. The support function of the unit ball with center at the origin is $\|v\|$.
3. The support function of the $d$-dimensional cube that has edges parallel to the axes with edge length two and centered at the origin is $\sum_{i=1}^{d}\left|v_{i}\right|$.

Theorem 2.2 (Bonnesen-Fenchel [7] page 26.) The support function $H(C ; v)$ of a nonempty set $C$ is positively homogeneous and convex. That is, it satisfies

1. $H(C ; \lambda v)=\lambda H(C ; v) \quad$ for all $\lambda \geq 0, v \in R^{d}$,
2. $H(C ; v+w) \leq H(C ; v)+H(C ; w) \quad$ for all $v, w \in R^{d}$.

Positive homogeneity and convexity are also sufficient for a function to be the support function of a convex set.

Theorem 2.3 (Bonnesen-Fenchel [7] page 29.) If $H(v)$ is any function defined on $R^{d}$ such that

1. $H(\lambda v)=\lambda H(v) \quad$ for all $\lambda \geq 0, v \in R^{d}$,
2. $H(v+w) \leq H(v)+H(w) \quad$ for all $v, w \in R^{d}$,
then there exists a nonempty closed convex set $C$ such that $H(v)$ is the support function $H(C ; v)$ of $C$.


Figure 2.3: Two polygons with the same support function.

Support functions are defined for any nonempty set. However, only for convex sets is the support function one-to-one.

Theorem 2.4 (Grünbaum [32] page 14.) If $C_{1}, C_{2}$ are nonempty closed convex sets in $R^{d}$ such that $H\left(C_{1} ; v\right)=H\left(C_{2} ; v\right)$ for every $v \in R^{d}$, then $C_{1}=C_{2}$.

In general, the support function is not one-to-one for non-convex bodies. For example, in Figure 2.3, the two polygons have the same support function. The left one is convex while the right one is not. The support functions are the same because the convex hulls of the two polygons are the same.

Theorem 2.5 (Lay [42] page 209.) Let $C$ be a nonempty closed convex set and $H(C ; v)$ its support function with a nonempty domain $D$. Then $C$ can be characterized by the condition

$$
C=\{x \mid\langle x, v\rangle \leq H(C ; v) \text { for all } v \in D\},
$$

or, equivalently

$$
C=\bigcap_{v \in D}\{x \mid\langle x, v\rangle \leq H(C ; v)\} .
$$

Theorem 2.6 (Bonnesen-Fenchel [7] page 27.) Let $C_{1}$ and $C_{2}$ be two convex bodies. Then $H\left(C_{1} ; v\right) \leq H\left(C_{2} ; v\right)$ holds for all $v \in R^{d}$ if and only if $C_{1} \subseteq C_{2}$.

The next theorem gives the coordinates of the boundary points of a convex body via the support function of the convex body.

Theorem 2.7 (Bonnesen-Fenchel [7] page 29.) If a convex body $C$ has only regular support planes, then its support function $H(C ; v)$ has continuous partial derivatives of the first order, and

$$
x_{i}=\frac{\partial H(C ; u)}{\partial u_{i}}, u \in S^{\prime d-1}, i=1, \ldots, d
$$

holds for the coordinates $x_{i}$ of its boundary points whose outer normal is $u$.

### 2.1.2 The Normal Representation

Definition 2.3 (Firey [21] page 1.) Let $C$ be a convex body having only regular support hyperplanes, $u \in S^{d-1}$, and let $x(C ; u)$ be the point on the boundary of $C$ at which the unit outer normal is $u$. Function $x$ is called the normal representation of the boundary of $C$.

Because of the one-to-one correspondence between the sphere and the surface of a regular convex body via directions of support planes, as stated in Theorem 2.1, the normal representation of a convex body rotates with the convex body, i.e.,

$$
\begin{equation*}
x(R(C) ; u)=x\left(C ; R^{-1}(u)\right) \tag{2.3}
\end{equation*}
$$

The normal representation $x(C ; u)$ can be extended to be defined on $R^{d} \backslash\{O\}$ by $x(C ; v)=x(C ; v /\|v\|), v \in R^{d} \backslash\{O\}$. The necessary and sufficient conditions for a contimuously differentiable function to be the normal representation of the boundary of a convex body is given by Firey [21].

Theorem 2.8 (Firey [21] page 3.) In order that $x(v)$, assumed to be continuously differentiable, be the normal representation of the boundary of a non-degenerate convex body with regular support planes, it is necessary and sufficient that, when extended to be defined over $R^{d} \backslash\{O\}$, its Jacobi matrix

$$
\left(X_{i j}\right), X_{i j}=\frac{\partial x_{i}(v)}{\partial v_{j}}, i, j=1,2, \ldots, d,
$$

does not vanish identically and is symmetric and non-negative definite on $S^{d-1}$.

Let $C$ be a convex body with regular support planes, then

$$
\begin{equation*}
H(C ; v)=\langle v, x(C ; v)\rangle, \tag{2.4}
\end{equation*}
$$

and by Theorem 2.7

$$
\begin{equation*}
x_{i}(C ; v)=\frac{\partial H(C ; v)}{\partial v_{i}} \tag{2.5}
\end{equation*}
$$

If $x(C ; v)$ is continuously differentiable, then $H(C ; v)$ is twice continuously differentiable, and

$$
\frac{\partial^{2} H(C ; v)}{\partial v_{i} \partial v_{j}}=\frac{\partial x_{i}(C ; v)}{\partial v_{j}}=\frac{\partial x_{j}(C ; v)}{\partial v_{i}} .
$$

Thus the Hessian matrix of the support function $H(C ; v)$

$$
\left(\frac{\partial^{2} H(C ; v)}{\partial v_{i} \partial v_{j}}\right)
$$

is the Jacobi matrix of the normal representation, $x(C ; v)$,

$$
\left(\frac{\partial x_{i}(C ; v)}{\partial v_{j}}\right)
$$

The normal representation of a convex body helps to establish relations between the radii of principal curvature and the support function of a convex body. To show this, introduce parameters $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d-1}$ on the unit sphere $S^{d-1}$ such that the coordinates of
the points $u$ of the unit sphere are analytic functions $u\left(\alpha_{1}, \ldots, \alpha_{d-1}\right)$, and the parameters are such indexed that

$$
\operatorname{det}\left[u \frac{\partial u}{\partial \alpha_{1}} \frac{\partial u}{\partial \alpha_{2}} \cdots \frac{\partial u}{\partial \alpha_{d-1}}\right]>0
$$

Let $C$ be a convex body with regular support planes. Then $x(C ; v)$ can be obtained as a function $x\left(\alpha_{1}, \ldots, \alpha_{d-1}\right)$ of the parameters. If the origin is assumed to be in int $C$, then

$$
\operatorname{det}\left[x \frac{\partial x}{\partial \alpha_{1}} \frac{\partial x}{\partial \alpha_{2}} \ldots \frac{\partial x}{\partial \alpha_{d-1}}\right]>0
$$

Differentiating (2.5) gives

$$
\frac{\partial x_{i}}{\partial \alpha_{l}}=\sum_{j=1}^{d} H_{i j} \frac{\partial v_{j}}{\partial \alpha_{l}} \text {, where } H_{i j}=\frac{\partial^{2} H}{\partial v_{i} \partial v_{j}} .
$$

If $d x$ and $v$ are parallel to the directions of principal curvature and $r$ is the associated radius of principal curvature, then $d x=r d v$. Thus,

$$
\sum_{j=1}^{d} H_{i j} d v_{j}=r d v_{i}, i=1,2, \ldots, d
$$

Therefore the radii of principal curvature must satisfy the equation

$$
\left|\begin{array}{ccc}
H_{11}-r & \cdots & H_{1 d}  \tag{2.6}\\
\vdots & \ddots & \vdots \\
H_{d 1} & \cdots & H_{d d}-r
\end{array}\right|=0
$$

which can be expanded into ${ }^{1}$

$$
r^{d}-D_{1}(H) r^{d-1}+D_{2}(H) r^{d-2}+\cdots+(-1)^{d-1} D_{d-1}(H) r+(-1)^{d} D_{d}(H)=0
$$

where $D_{i}(H)$ is the sum of all $i$-rowed principal minor determinants of the matrix $\left(H_{i j}\right)$. Since $H(C ; v)$ is homogeneous of degree 1 in $v$, and $H_{i}(v)=\frac{\partial H(C ; v)}{\partial v_{i}}$ is homogeneous of

[^1]degree 0 in $v$, then by Euler's Theorem,
\[

$$
\begin{equation*}
\sum_{j=1}^{d} H_{i j} v_{j}=0, i=1,2, \ldots, d \tag{2.7}
\end{equation*}
$$

\]

Thus the determinant $D_{d}(H)$ of $\left(H_{i j}\right)$ vanishes. Then equation (2.6) results in a $(d-1)$-th degree equation for the radii of principal curvature $r_{1}, \ldots, r_{d-1}$ :

$$
\begin{equation*}
r^{d-1}-D_{1}(H) r^{d-2}+D_{2}(H) r^{d-3}+\cdots+(-1)^{d-1} D_{d-1}(H)=0 \tag{2.8}
\end{equation*}
$$

Therefore the radii of principal curvature $r_{i}(u), i=1, \ldots, d-1$, at $x(u)$, are the solutions to equation (2.8). Thus the radii of principal curvature together with zero are the eigenvalues of the Hessian matrix of $H$. From $(2.8), D_{i}(H)$ is also the $i$-th elementary symmetric function $\left\{r_{1} \cdots r_{i}\right\}$ of $r_{1}, \ldots, r_{d-1}$. In particular, the sum of the radii of principal curvature at $x(u)$ is the trace of the Hessian matrix of $H$, i.e.,

$$
\begin{equation*}
\Delta H(u)=r_{1}(u)+r_{2}(u)+\cdots+r_{d-1}(u), u \in S^{d-1} \tag{2.9}
\end{equation*}
$$

Furthermore

$$
\begin{equation*}
D_{d-1}(H)=r_{1}(u) r_{2}(u) \cdots r_{d-1}(u), u \in S^{d-1} \tag{2.10}
\end{equation*}
$$

is the product of the radii of principal curvature and is therefore the reciprocal of the Gaussian curvature.

### 2.1.3 The Curvature Functions

Definition 2.4 (Bonnesen-Fenchel [7] page 121.) Let $C$ be a convex body, $H(C ; v)$ be its support function. Let $D_{i}(H)$ be the sum of all $i$-rowed principal minor determinants of the matrix $\left(H_{i j}\right)$, where $H_{i j}=\frac{\partial^{2} H}{\partial v_{i} \partial v_{j}}$. Define

$$
\begin{equation*}
F_{i}(C ; u) \triangleq D_{i}(H), i=1,2, \ldots, d-1 \tag{2.11}
\end{equation*}
$$

as the $i$-th curvature function of the convex body $C$.

Since the normal representation and the support function rotate with the convex body (see (2.2) and (2.3)), the curvature functions rotate with the convex body too, i.e.,

$$
\begin{equation*}
F_{i}(R(C) ; u)=F_{i}\left(C ; R^{-1}(u)\right) \tag{2.12}
\end{equation*}
$$

Of particular interest are the first and the $(d-1)$-th curvature functions:

$$
\begin{aligned}
F_{1}(C ; u) & =r_{1}(C ; u)+\cdots+r_{d-1}(C ; u) \\
F_{d-1}(C ; u) & =r_{1}(C ; u) r_{2}(C ; u) \cdots r_{d-1}(C ; u)
\end{aligned}
$$

When $d=3$, a convex body has two curvature functions, $F_{1}$ and $F_{2}$, which are the sum of the radii of principal curvature and the reciprocal of the Gaussian curvature, respectively.

Theorem 2.9 (Bonnesen-Fenchel [7] page 121.)

$$
\begin{equation*}
\int_{S^{d-1}} \omega F_{i}(C ; \omega) d \omega=0 \tag{2.13}
\end{equation*}
$$

This theorem says that a necessary condition for a function defined on $S^{\prime d-1}$ to be the curvature function of a convex body is that the centroid of the surface on the unit sphere covered with mass density $F_{i}$ is the center of the sphere. This also is a sufficient condition for a function defined on $S^{d-1}$ to be the $(d-1)$-th curvature function of a convex body.

Theorem 2.10 (Bonnesen-Fenchel [7] pages 127-128.) Let $F(u)$ be a positive continuous function on the unit sphere that satisfies the relation

$$
\int_{S^{d-1}} \omega F(\omega) d \omega=0
$$

Then there exists a convex body uniquely determined up to translation for which $F$ is the curvature function $F_{d-1}$.

Theorem 2.9 and Theorem 2.10 together give a necessary and sufficient condition for a positive continuous function $F_{d-1}$ on $S^{d-1}$ to be the curvature function $F_{d-1}(C ; u)$ of
a convex body $C$. The existence problem of a closed convex surface $C$ such that the sum of the radii of principal curvature at a point with unit outward normal vector $u$ is a given function $\phi(u)$ defined on $S^{d-1}$ is called Christoffel's problem. The problem has been studied by quite a few mathematicians, including Christoffel himself. A recent solution to the existence problem is the constructive proof by Firey [21], which Firey claims corrects and complements the incomplete treatment to the problem by earlier researchers.

Theorem 2.11 (Firey [21] page 9.) Let $\phi$ be a continuously differentiable function over $S^{d-1}$. There exists a non-degenerate convex body $C$ with regular support hyperplanes such that $\phi(u)$ is the sum of the principal radii of curvature at that boundary point of $C$ at which $u$ is the outer normal if and only if $\phi$ satisfies the following conditions. Let

$$
\Theta\left(u^{\prime}, u\right)=\frac{\left[1-\left\langle u^{\prime}, u\right\rangle^{2}\right]^{\frac{1}{2}(1-d)}}{\omega_{d}} \int_{\pi}^{\operatorname{arc} \cos \left\langle u^{\prime}, u\right\rangle} \sin ^{d-2} t d t
$$

then

$$
\begin{gathered}
\int_{S^{d-1}} u \phi(u) d \omega(u)=0 \\
\int_{S^{d-1}}\left\langle u, u^{\prime \prime}\right\rangle \Theta\left(u^{\prime}, u\right)\left\langle\nabla \phi(u), u^{\prime \prime}\right\rangle d \omega(u) \geq 0
\end{gathered}
$$

for all $u^{\prime}$ on $S^{\prime-1}$ and $u^{\prime \prime}$ for which $\left\langle u^{\prime}, u^{\prime \prime}\right\rangle=0$ with strict inequality for some such choices.

The $(d-1)$-th and the first curvature function are one-to-one for convex bodies up to a translation.

Theorem 2.12 (Bonnesen-Fenchel [7] page 122.) Two convex bodies with interior points and continuous curvature function $F_{d-1}$ can be carried into one another by a translation.

Theorem 2.13 (Bonnesen-Fenchel [7] page 122.) A convex body is uniquely determined, up to a translation, by its first curvature function $F_{1}$.

The definition and the theorems of this section assume that the support function of the convex body has second derivatives. This is only necessary when the curvature functions are defined via $D_{i}(H)$. The assumption can be dropped if the curvature functions are defined by mixed volumes as will be described in Section 2.5.1.

### 2.1.4 The Distance Function

Definition 2.5 (Bonnesen-Fenchel [7] page 23.) Let $C$ be a convex body with interior points. Suppose the origin $O$ is chosen in the interior of $C$. For any $x \in R^{d} \backslash\{O\}$, let $\xi_{x}$ be the (unique) intersection point of the ray $\overrightarrow{O x}$ with bd $C$. The distance function $g(C ; x), x \in R^{d}$, of $C$ is defined as

1. $g(C ; O)=0$, and
2. $g(C ; x)=\|x\| /\left\|\xi_{x}\right\|, x \in R^{d} \backslash\{O\}$.

The distance function of a set depends on the choice of the origin of the coordinate system. If a set $C$ is rotated by a rotation $R$, its distance function is also rotated by the same rotation, i.e.,

$$
\begin{equation*}
g(R(C) ; v)=g\left(C ; R^{-1}(v)\right) \tag{2.14}
\end{equation*}
$$

The general relation between the distance function of a set and that of its translation is unknown.

Examples of distance functions are:

1. The distance function of the unit ball with center at the origin is $\|x\|$;
2. The distance function of the cube having edges parallel to the axes with edge length two and centered at the origin is $\max \left\{\left|x_{i}\right| \mid 1 \leq i \leq d\right\}$;


Figure 2.4: The distance function of a starshaped set.
3. The distance function of the $d$-dimensional analogue of the regular octahedron is $\sum_{i=1}^{d}\left|x_{i}\right| ;$
4. The distance function of a starshaped polygon is shown in Figure 2.4. The analytic expressions between the dashed lines define the distance function for points on the unit circle, $u^{2}+v^{2}=1$, in the corresponding region.

The following observations regarding the distance function follow from its definition:

1. The points that satisfy the inequality $g(C ; x) \leq 1$ are precisely the points of $C$;
2. If two convex sets with $O$ as their common interior point have the same distance function, the two must be the same;
3. If the distance function of $C$ is $g(C ; x)$, that of $\lambda C$ is $\frac{1}{\lambda} g(C ; x)$;
4. (Firey [19] page 444.) For convex sets $C_{1}$ and $C_{2}, g\left(C_{1} ; x\right) \geq g\left(C_{2} ; x\right), \forall x \in R^{d}$ if and only if $C_{1} \subseteq C_{2}$.

Theorem 2.14 (Bonnesen-Fenchel [7] page 23.) The distance function, $g(C ; x)$, of a convex set $C$ has the following properties :

1. $g(C ; x) \geq 0 \quad$ with equality if and only if $x=O$,
2. $g(C ; \mu x)=\mu g(C ; x) \quad$ for all $\mu>0, x \in R^{d}$,
3. $g(C ; x+y) \leq g(C ; x)+g(C ; y) \quad$ for all $x, y \in R^{d}$.

Theorem 2.15 (Bonnesen-Fenchel [7] page 24.) If $g(x)$ is any function defined on $R^{d}$ such that

1. $g(x) \geq 0 \quad$ with equality if and only if $x=O$,
2. $g(\mu x)=\mu g(x) \quad$ for all $\mu>0, x \in R^{d}$,
3. $g(x+y) \leq g(x)+g(y) \quad$ for all $x, y \in R^{d}$,
then there exists a nonempty closed convex set $C$ such that $g(x)$ is the distance function of $C$.

Sometimes the distance function is called gauge. In topology $d(x, y) \triangleq g(C ; y-x)$ is a gauge. It is used in Minkowski geometry ([7] page 25).

It is important to note that Definition 2.5 can be applied, without any change, to compact starshaped sets with origin in the interior of the kernel, since any ray $\overrightarrow{O x}$ intersects a compact starshaped set only once. Properties 1 to 4 still hold for starshaped sets. Of particular interest is the one-to-one property. Recall that the support function
is one-to-one only for convex sets. The distance function is one-to-one for starshaped sets. This is significant because the class of starshaped objects strictly includes that of convex objects.

A more general definition of the distance function has been used by Valentine [72], Lay [42] and Beer [4] for starshaped sets that are not necessarily compact.

Definition 2.6 (Valentine [72] page 33.) Let $S$ be a set in a linear space $\mathcal{L}$, starshaped with respect to the origin $O$. The generalized distance function of $S$ is the function $g: \mathcal{L} \rightarrow[0, \infty]$ defined by

$$
\begin{equation*}
g(x)=\inf \{\lambda \mid \lambda>0, x \in \lambda S\} \tag{2.15}
\end{equation*}
$$

From this definition of the distance function, a result that is stronger than both Theorem 2.14 and Theorem 2.15 follows.

Theorem 2.16 (Valentine [72] page 32.) Suppose $S \subset \mathcal{L}$ is starshaped with respect to $O$ and each line through $O$ intersects $S$ in a relatively closed set. Then $S$ is convex if and only if the distance function $g$ of $S$ is subadditive and positively homogeneous, that is,

1. $g(S ; x+y) \leq g(S ; x)+g(S ; y) \quad$ for all $x, y \in \mathcal{L}$.
2. $g(S ; \lambda x)=\lambda g(S ; x) \quad$ for all $\lambda \geq 0, x \in \mathcal{L}$,

The distance function, $g$, of the polygon shown in Figure 2.4 is not subadditive, since $g((-2,-3))=1.5, g((1,-2))=1, g((-2,-3))+g((1,-2))=2.5<g((-2,-3)+$ $(1,-2))=g((-1,-5))=4$. Thus, by Theorem 2.16, the polygon is not convex.

Beer [4] established a selection theorem for starshaped sets by considering the distance function of starshaped sets. He believed that the distance function is intrinsically
related to starshaped set. It is stated in his paper that if $g$ is the distance function of a nontrivial closed set starshaped with respect to an origin, $O$, then $g$ is a nonnegative extended valued positively homogeneous lower-semicontinuous function and there exists $x_{0} \neq O$ satisfying $g\left(x_{0}\right) \neq \infty$. Conversely, any function $g$ with these properties is the distance function of such a set, namely, $S=\{x: g(x) \leq 1\}$. If $O \in$ int ker $S$, then the distance function is continuous. Moreover, it is Lipschitz (see Appendix B).

Beer studied the distance function of parallel bodies of starshaped sets. One of his theorems is as follows.

Theorem 2.17 (Beer [4] page 24.) Let $\left\{S_{C}\right\}$ be a sequence of compact starshaped sets each contained in $\left\{x \in R^{d}:\|x\| \leq M\right\}$. Then $\left\{S_{C}\right\}$ has a subsequence convergent in the Hausdorff metric to a compact starshaped set.

In the study of classes of starshaped sets in $R^{3}$, Melzak [55] asserted that the class of starshaped sets is identifiable with the class of all real valued positive functions on the sphere $S^{2}$ which satisfy a Lipschitz condition. Define $\mathcal{H}$ as follows: $S \in \mathcal{H}$ if and only if $S$ is a bounded closed set in $R^{3}$ and $O \in$ int ker $S$. Let $g(S ; v)$ be the distance function of $S$. The following theorems were obtained where Theorem 2.18 was mentioned similarly in Beer [4].

Theorem 2.18 (Melzak [55] pages 175-176.) If $S \in \mathcal{H}$ then $g\left(S ; u_{1}\right)>0$ and $\mid g\left(S ; u_{1}\right)-$ $g\left(S ; u_{2}\right)\left|<\gamma_{S}\right| u_{1} u_{2} \mid, 0<\gamma_{S}<\infty$, where $u_{1}, u_{2} \in S^{\prime 2}$ and $\left|u_{1} u_{2}\right|$ is the length of the line segment between $u_{1}$ and $u_{2}$. Conversely, any such function $g$ defines a set in $\mathcal{H}$.

Theorem 2.19 (Melzak [55] pages 175-176.) Given any convex set $C \in \mathcal{H}$, any $\lambda>0$ such that $C \subset \lambda B^{3}$, and any $\varepsilon>0$, there exists $S \in \mathcal{H}$ such that

1. $\operatorname{ker} S=C$;
2. $C \subset$ int $S$;
3. $\lambda B^{3} \subset S \subset(\lambda+\varepsilon) B^{3}$.

### 2.1.5 The Radial Function

The definition of the radial function parallels Definition 2.6 of the distance function.

Definition 2.7 (Lutwak [49] page 531.) The radial function of a convex body $C$ is defined as

$$
\begin{equation*}
\rho(C ; u) \triangleq \sup \{\lambda>0 \mid \lambda u \in C\}, \text { for } u \in S^{d-1} \tag{2.16}
\end{equation*}
$$

From 2.15 and 2.16 it can be seen that

$$
\rho(C ; u)=\frac{1}{g(C ; u)} .
$$

Thus, by (2.14),

$$
\begin{equation*}
\rho(R(C) ; u)=\rho\left(C ; R^{-1}(u)\right) . \tag{2.17}
\end{equation*}
$$

For compact convex sets, the properties of the distance function that are derived from Definition 2.5 can be transformed into properties of the radial function:

1. The points that satisfy the inequality $\rho(C ; x) \geq 1$ are precisely the points of $C$;
2. If two convex sets with $O$ as their common interior point have the same radial function, the two must be the same;
3. If the radial function of $C$ is $\rho(C ; x)$, that of $\lambda C$ is $\lambda \rho(C ; x), \lambda>0$;
4. For convex sets $C_{1}$ and $C_{2}, \rho\left(C_{1} ; x\right) \leq \rho\left(C_{2} ; x\right), \forall x \in R^{d}$ if and only if $C_{1} \subseteq C_{2}$.

### 2.1.6 Cross Sectional Measure and Breadth

Definition 2.8 (Bonnesen-Fenchel [7] page 49.) Let $C$ be a convex body and $v$ an arbitrary direction. The $(d-1)$-dimensional volume of the orthogonal projection of $C$ onto a hyperplane with normal direction $v$ is called the $(d-1)$-dimensional cross sectional measure of $C$ in the direction $v$, denoted as $\sigma(C ; v)$. For $d=3, \sigma(C ; v)$ is called the brightness function of $C$, i.e., the area of the orthogonal projection of $C$ onto a plane with normal direction $v$. (Firey [20] page 96.)

Theorem 2.20 (Firey [20] page 96.) If two centrally symmetric convex bodies have the same brightness function, then they differ at most by a translation.

Definition 2.9 (Bonnesen-Fenchel [7] page 56.) Let $C$ be a convex body and $v$ an arbitrary direction. The distance between the two support planes of a convex body $C$ with normal direction $v$ is called the breadth of $C$ in the direction $v$, and is denoted as $B(C ; v)$, for all directions $v$. A convex body is called a body of constant breadth if it has the same breadth in all directions.

For any convex body $C, B(C ; v)=H(C ; v)+H(C ;-v)$.
It follows that spheres are the only central bodies of constant brightness.

### 2.1.7 The Area Function

Definition 2.10 (Firey [24] page 205.) Let $C$ be a convex body in $R^{d}, \Omega \in \mathcal{B}\left(S^{d-1}\right)$. Denote, by $S(C ; \Omega)$, the $(d-1)$-content (area when $d=3$ ) of the set of all those boundary points of $C$, each of which has a support hyperplane with outward normal in $\Omega$. Set function $S(C ; \Omega)$ is called the area function (or primary area function by Firey) of $C$.

Theorem 2.21 (Schneider [69] page 47.) For convex body $C$,

$$
\int_{S^{d-1}} \omega d S(C ; \omega)=0
$$

Theorem 2.22 (Schneider [69] page 47.) Let $\mu$ be a positive measure on $\mathcal{B}\left(S^{d-1}\right)$ not concentrated on a great circle, and suppose that

$$
\int_{S^{d-1}} \omega d \mu(\omega)=0
$$

Then there exists a convex body $C$, unique up to translation, with $S(C ; \Omega)=\mu(\Omega)$.

Obviously, the area function of a polytope $P$ is a discrete system of vectors $\mathcal{A}(P)=$ $\left\{a_{i} \mid 1 \leq i \leq f(P)\right\}$, where $f(P)$ is the number of facets of $P$. For each facet $F_{i}$ of $P$, the direction of $a_{i}$ is that of the outward normal of $F_{i}$ and the length of $a_{i}$ is equal to the $(d-1)$-content of $F_{i}$.

Definition 2.11 (Grünbaum [32] page 332.) A system $\mathcal{V}=\left\{v_{i} \mid 1 \leq i \leq n\right\}$ of non-zero vectors in $R^{d}$ is called equilibrated if $\sum_{i=1}^{n} v_{i}=0$ and no two of the vectors in $\mathcal{V}$ are positively proportional. $\mathcal{V}$ is called fully equilibrated in $R^{d}$ when it is equilibrated and spans $R^{d}$.

Theorem 2.23 (Minkowski's Fundamental Theorem, Grünbaum [32] page 332.)
(1) If $P$ is a polytope in $R^{d}$, then $\mathcal{A}(P)$ is equilibrated. If $P$ is a $k$-polytope, then $\mathcal{A}(P)$ is fully equilibrated in the subspace $R^{k}$ parallel to the affine space spanned by $P$.
(2) If $\mathcal{V}$ is a fully equilibrated system in $R^{k}, k \geq 2$, there exists a polytope $P$, unique within a translation, such that $\mathcal{V}=\mathcal{A}(P)$.

The brightness function (Section 2.1.6) $\sigma(C ; v)$ of $C$ can be expressed in terms of the area function $S(C ; \Omega)$ of $C$ (Firey [20]):

$$
\begin{equation*}
\sigma(C ; v)=\frac{1}{2} \int_{S^{2}}|\langle v, u\rangle| d S(C ; u) . \tag{2.18}
\end{equation*}
$$

### 2.2 Spherical Images

Definition 2.12 (Busemann [15] page 25.) Consider a convex hypersurface $C$. The spherical image $v^{\prime}(p)$ of a point $p \in C$ consists of the points of $S^{d-1}$ which, as vectors, are the outward normals of the support hyperplanes of $C$ at $p$. The spherical image $v^{\prime}(M)$ of a set $M \subseteq C$ is

$$
v^{\prime}(M)=\bigcup_{p \in M} v^{\prime}(p)
$$

Note that spherical images are not defined for non-convex hypersurfaces, because the support hyperplanes at a concave point are not defined.

Theorem 2.24 (Busemann [15] page 25.) For a convex hypersurface $C, v^{\prime}(C)$ is convex.

Definition 2.13 (Busemann [15] page 26.) For any set $M \subseteq C$ for which $v^{\prime}(M)$ is measurable, the integral curvature of $M$ is defined as

$$
v(M)=\text { measure of } v^{\prime}(M)
$$

Theorem 2.25 (Alexandrov, Busemann [15] page 26.) Given a convex hypersurface $C$, $v^{\prime}(M)$ is measurable for any $M \in \mathcal{B}(C)$ and the integral curvature $v(M)$ is completely additive on $\mathcal{B}(C)$.

Theorem 2.26 (Alexandrov, Busemann [15] page 29.) For a given completely additive non-negative set function $\alpha\left(M^{\prime}\right)$ defined for all $M^{\prime} \in \mathcal{B}\left(S^{d-1}\right)$ there exists a closed convex hypersurface $C$ containing origin $O$ in its interior such that $\alpha\left(M^{\prime}\right)=v(M)$ for the projection $M$ of $M^{\prime}$ from $O$ on $C$, if and only if

1. $\alpha\left(S^{\prime d-1}\right)=\omega_{d} \quad\left(\omega_{d}\right.$ is the area of $S^{d-1}$, see Appendix A.)
2. $\alpha\left(C^{\prime}\right) \leq \omega_{d}-\beta \quad$ for every convex set $C$ on $S^{d-1}$, where $\beta$ is the measure of the spherical image of the cone projecting $C$ from $O$.

Theorem 2.27 (Busemann [15] page 30.) Let $C_{1}$ and $C_{2}$ be two closed convex hypersurfaces containing $O$ in the interior. If $v\left(M_{1}\right)=v\left(M_{2}\right)$ for any $M_{i} \in \mathcal{B}\left(C_{i}\right), i=1,2$, which are projections of each other from $O$, then $C_{2}$ is obtained from $C_{1}$ by a dilation with center $O$.

### 2.3 Numbers Associated with A Set

The numbers associated with a set examined in this section are volume, surface area, diameter and width. The emphasis is on how they can be calculated from the representations defined in Section 2.1.

Throughout this section, $C$ is a convex body, $x$ is the normal representation of the boundary of $C, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{d-1}$ are the parameters introduced on $S^{d-1}$ in Section 2.1.2, $u$ is a point on $S^{H-1}$, and $d \omega$ is the area element on $S^{d-1}$ at $u$. We have (BonnesenFenchel [7] page 64)

$$
d \omega=\operatorname{det}\left[u \frac{\partial u}{\partial \alpha_{1}} \cdots \frac{\partial u}{\partial \alpha_{d-1}}\right] d \alpha_{1} \cdots d \alpha_{d-1}
$$

### 2.3.1 The Volume

Let $V(C)$ denote the volume of $C$. Then $V(C)=0$ if and only if $C$ is at most $(d-1)$ dimensional. It is known that $V(C)$ depends continuously on $C$.

Consider a non-degenerate polytope $P$. Denote by $p^{i}, i=1, \ldots, N$, the facets of $P$, by $\mathcal{A}\left(p^{i}\right)$ the area of $p^{i}$, by $u^{i}$ the unit outer normal of the support plane of $P$ containing $p^{i}$. It can be proved (Busemann [15] page 44) that

$$
\begin{equation*}
V(P)=\frac{1}{d} \sum_{i=1}^{N} H\left(P ; u^{i}\right) \mathcal{A}\left(p^{i}\right) \tag{2.19}
\end{equation*}
$$

A limit process of (2.19) gives

$$
V(C)=\frac{1}{d} \int_{S^{d-1}} H(C ; \omega) d S(C ; \omega) .
$$

When $H(C ; v)$ has continuous second derivatives,

$$
d S(C ; u)=F_{d-1}(C ; u) d \omega
$$

Thus

$$
V(C)=\frac{1}{d} \int_{S^{d-1}} H(C ; \omega) F_{d-1}(C ; \omega) d \omega
$$

Representing $V(C)$ in terms of the chosen coordinate system gives

$$
\begin{aligned}
V(C) & =\frac{1}{d} \int_{S^{d-1}} \operatorname{det}\left[x \frac{\partial x}{\partial \alpha_{1}} \cdots \frac{\partial x}{\partial \alpha_{d-1}}\right] d \alpha_{1} \cdots d \alpha_{d-1} \\
& =\frac{1}{d} \int_{S^{d-1}} \operatorname{det}\left[u \frac{\partial x}{\partial \alpha_{1}} \cdots \frac{\partial x}{\partial \alpha_{d-1}}\right] H(C ; u) d \alpha_{1} \cdots d \alpha_{d-1} \\
& =\frac{1}{d} \int_{S^{d-1}} \operatorname{det}\left[u \frac{\partial u}{\partial \alpha_{1}} \cdots \frac{\partial u}{\partial \alpha_{d-1}}\right] H(C ; u) D_{d-1}(H)(u) d \alpha_{1} \cdots d \alpha_{d-1}
\end{aligned}
$$

### 2.3.2 The Surface Area

Let $S(C)$ denote the surface area of a convex body $C$ and $S(C ; \Omega)$ denote the area function of $C$. By Definition 2.10,

$$
S^{\prime}(C)=S\left(C ; S^{d-1}\right)=\int_{S^{d-1}} d S(C ; \omega)
$$

By the relation between the area function and the curvature function,

$$
S(C)=\int_{S^{d-1}} F_{d-1}(\omega) d \omega
$$

Representing the surface area in terims of the chosen coordinate system gives

$$
S(C)=\int_{S^{d-1}} \operatorname{det}\left[u \frac{\partial x}{\partial \alpha_{1}} \cdots \frac{\partial x}{\partial \alpha_{d-1}}\right] d \alpha_{1} \cdots d \alpha_{d-1} .
$$

Given the $(d-1)$-dimensional cross sectional measure $\sigma(C ; v)$ of convex body $C$, the surface area $S\left(C ; S^{\prime d-1}\right)$ of $C$ can be computed via Cauchy's formula (Bonnesen-Fenchel [7] page 53)

$$
S\left(C ; S^{d-1}\right)=\frac{1}{\pi_{d-1}} \int_{S^{d-1}} \sigma(C ; \omega) d \omega .
$$

### 2.3.3 The Diameter and the Width

Definition 2.14 The maximum of $B(C ; v)$ over all $v$ is called the diameter of $C$, denoted as $D(C)$. The minimum of $B(C ; v)$ over $v$ is called the width of $C$, and is denoted as $\Delta(C)$.

Obviously, the diameter of a convex body of constant breadth is equal to its width.

### 2.4 Transformations

There are two types of transformations described in this section. Transformations of the first type combine two sets into a new one. The new sets are determined by their orientation-based representations which are the sum of the orientation-based representations of the two given sets, i.e.,

$$
\mathcal{R}\left(\mathcal{T}\left(S_{1}, S_{2}^{\prime}\right)\right)=\mathcal{R}\left(S_{1}^{\prime}\right)+\mathcal{R}\left(S_{2}^{\prime}\right),
$$

where $\mathcal{R}$ is an orientation-based representation of shape, $\mathcal{T}\left(S_{1}, S_{2}\right)$ is the transformed set. Minkowski vector addition, Blaschke addition and polar mean are of this type. Combinations naturally lead to questions of decomposition.

Transformations of the second type transform a set into a new one such that

$$
\mathcal{R}_{1}\left(\mathcal{T}\left(S^{\prime}\right)\right)=\mathcal{R}_{2}\left(S^{\prime}\right)
$$

where $\mathcal{R}_{1}, \mathcal{R}_{2}$ are two orientation-based representations of shape and $\mathcal{T}(S)$ is the transformed set. Projection body and polar reciprocal set are of this type.

### 2.4.1 Minkowski Vector Addition

Definition 2.15 (Grünbaum [32] page 316.) For two sets $Q$ and $R$ in $R^{d}$, the vector $\operatorname{sum} Q+R$ of $Q$ and $R$ is defined as

$$
Q+R=\{x+y \mid x \in Q, y \in R\} .
$$

If $P=Q+R$, then $Q$ and $R$ are called summands of $P$. The process is called vector addition. Associated with the vector addition is a scalar multiplication $\lambda Q$ defined as $\lambda Q=\{\lambda x \mid x \in Q\}$. The set $\{a\}+\lambda Q, a \in R^{d}$, is said to be homothetic to $Q$, and positively homothetic to $Q$ if $\lambda>0$.

Theorem 2.28 (Grünbaum [32] page 316.)
(1) A set $P$ is the vector sum of $Q$ and $R$ if and only if

$$
H(P ; v)=H(Q ; v)+H(R ; v), \text { for all } v \in R^{d}
$$

(2) Let $Q$ and $R$ be two polytopes, $q_{i}, i=1, \ldots, n$ and $r_{j}, j=1, \ldots, m$, be the vertices of $Q$ and $R$, respectively. A set $P$ is the vector sum of $Q$ and $R$ if and only if $P$ is the convex hull of the set

$$
\left\{q_{i}+r_{j} \mid i=1, \ldots, n, j=1, \ldots, m\right\}
$$

Assertions (1) and (2) can be regarded as equivalent ways to define vector sum. Assertion (1) says that $H(Q+R ; v)=H(Q ; v)+H(R ; v)$. Assertion (2) implies that the vector sum of two polytopes is again a polytope.

In the same manner as the vector sum of two convex bodies is defined, the linear combinations of convex bodies can be defined. Let $\lambda_{i} \geq 0, i=1, \ldots, r$, be arbitrary constants. The linear combination of convex bodies $C_{i}, i=1, \ldots, r$, is defined as

$$
C=\left\{\lambda_{1} x_{1}+\cdots+\lambda_{r} x_{r} \mid x_{i} \in C_{i}\right\},
$$

and is denoted as

$$
C=\lambda_{1} C_{1}+\cdots+\lambda_{r} C_{r}=\sum_{i=1}^{r} \lambda C_{i}
$$

The position of $C$ generally depends on the choice of origin $O$. If $O$ is replaced by another point $O^{\prime}, C$ will be translated by $\left(\sum_{i=1}^{r} \lambda_{i}-1\right) \overrightarrow{O O}^{\prime}$, where $\overrightarrow{O O^{\prime}}$ is the vector from $O$ to $O^{\prime}$. Hence, if $\sum_{i=1}^{r} \lambda_{i}=1$, linear combinations will be independent of the coordinate system. Of particular interest is the linear combination

$$
C_{\theta}=(1-\theta) C_{1}+\theta C_{2}, 0 \leq \theta \leq 1,
$$

of two convex bodies $C_{1}$ and $C_{2}$.

Similar to the argument of Theorem 2.28, the support function $H(C ; v)$ of the linear combination $C$ of the convex bodies $C_{i}, i=1, \ldots, r$, is the linear combination of the support functions $H\left(C_{i} ; v\right)$ of $C_{i}$, i.e.,

$$
H\left(\lambda_{1} C_{1}+\cdots+\lambda_{r} C_{r} ; v\right)=\lambda_{1} H\left(C_{1} ; v\right)+\cdots+\lambda_{r} H\left(C_{r} ; v\right)
$$

Recall the definitions and properties of the normal representation and the first curvature function. The normal representation and the first curvature function of the vector sum of convex bodies are the sum of the normal representations and the first curvature function of the convex bodies, respectively. There is, however, no study done about the distance function of the vector sum of convex bodies. The area function of the vector sum of convex bodies will be used to define the mixed area function of convex bodies. The volume of the vector sum will be used to define the mixed volumes.

In the plane, every polygon is the vector sum of finitely many summands of a simple type (segments and triangles), and every convex set is the limit of finite vector sums of triangles. Both assertions fail to have analogues in higher dimensions.

Since $B(C ; v)=H(C ; v)+H(C ;-v)$ for all direction $v$, for any convex body $C$, it follows that the breadth, in any given direction, of a vector sum is the sum of the corresponding breadth of the summands.

Let $C^{\prime}$ be the reflection of $C$ about the origin. Then $C+C^{\prime}$ is called the vector domain of $C$. A convex body $C$ is a body of constant breadth if and only if its vector domain is a sphere (Firey [20] page 97).

Let $B^{d}$ be the unit ball in $R^{d}$ having origin as the center. If $C$ is a convex body, then $C+\mu B^{d}(\mu \geq 0)$ is called the parallel body of $C$ at distance $\mu$.

The area functions of parallel bodies will be used to define the $i$-th area function of a convex body (Section 2.5.2).

### 2.4.2 Blaschke Addition

Definition 2.16 (Firey [20] pages 94-95.) Let $C_{1}$ and $C_{2}$ be two convex bodies with area functions $S\left(C_{1} ; \Omega\right)$ and $S^{\prime}\left(C_{2} ; \Omega\right)$, respectively. The Blaschke sum of $C_{1}$ and $C_{2}$ is defined as the convex body $C$ whose area function equals to $S\left(C_{1} ; \Omega\right)+S\left(C_{2} ; \Omega\right)$, and is represented as $C=C_{1} \# C_{2}$. The process is called Blaschke addition. The notion of scalar multiplication associated with Blaschke addition is defined as the convex body with area function $\lambda S(C ; \Omega)$, and is denoted as $\lambda \times C$.

The Blaschke sum is well defined, as is seen from Theorem 2.22 in Section 2.1.7. Since the area functions $S^{\prime}\left(C_{1} ; \Omega\right)$ and $S^{\prime}\left(C_{2} ; \Omega\right)$ satisfy the conditions of the theorem, so does their sum. Thus a convex body is uniquely determined, up to translation, as having the sum of the two area functions as its area function. By definition,

$$
S\left(C_{1} \# C_{2} ; \Omega\right)=S^{\prime}\left(C_{1} ; \Omega\right)+S\left(C_{2} ; \Omega\right)
$$

Similar to the vector sum, the weighted Blaschke sum of a family of convex bodies can be defined. Let $C_{i}, i=1, \ldots, r$, be convex bodies, $\lambda_{i} \geq 0, i=1, \ldots, r$. Define

$$
C=\lambda_{1} \times C_{1} \# \cdots \# \lambda_{r} \times C_{r}=\#_{i=1}^{r} \lambda_{i} \times C_{i}
$$

to be the convex body having function $S(C ; \Omega)=\lambda_{1} S\left(C_{1} ; \Omega\right)+\cdots+\lambda_{r} S\left(C_{r} ; \Omega\right)$ as its area function. Similarly, $C_{\theta}=(1-\theta) \times C_{1} \# \theta \times C_{2}, 0 \leq \theta \leq 1$, is of particular interest under certain circumstances.

By equation (2.18), the brightness of a Blaschke sum, in any given direction, is the sum of the corresponding brightness of the summands.

The decomposition of $d$-polytopes with respect to Blaschke addition is well behaved, as the following theorems show.

Theorem 2.29 (Firey-Grünbaum, Firey [26] page 94.) Every polytope $P$ is expressible in the form

$$
P=\#_{i=1}^{m} P_{i}
$$

where each $P_{i}$ is a simplex. Further, if $P$ is $d$-dimensional and the number of facets of $P$ is $f(P)=n \geq d+1$, then there is a representation with $m \leq n-d$.

Theorem 2.30 (Firey-Grünbaum, Firey [26] page 96.) Every $d$-polytope $P$ is representable in the form $P=\#_{i=1}^{m} P_{i}$ where each $P_{i}$ is a $d$-polytope with the number of facets of $P_{i}$ is $f\left(P_{i}\right) \leq 2 d$.

Let $C^{\prime}$ be the reflection of $C, C \# C^{\prime}$ is defined as the areal domain of $C$. Since $C \# C^{\prime}$ is central, and $C, C^{\prime}$ have the same brightness function, by Theorem 2.20, $C$ has constant brightness function if and only if $C \# C^{\prime}$ is a sphere.

### 2.4.3 Polar Means

Another combination of convex bodies can be defined by a combination of distance functions. The definition and the theorem (of Brumn-Minkowski type, according to Firey) in this subsection are from Firey [19].

Definition 2.17 (Firey [19] page 444.) Let $C_{1}$ and $C_{2}$ be two convex bodies containing $O$ as a common interior point. Define function $g_{\theta}^{(p)}$ as follows:

$$
\begin{aligned}
g_{\theta}^{(p)}(x) & \triangleq \sqrt[p]{(1-\theta)\left(g\left(C_{1} ; x\right)\right)^{p}+\theta\left(g\left(C_{2} ; x\right)\right)^{p}}, \quad 1 \leq p<\infty \\
g_{\theta}^{(\infty)}(x) & \triangleq \lim _{p \rightarrow \infty} g_{\theta}^{(p)}(x)=\max \left(g\left(C_{1} ; x\right), g\left(C_{2} ; x\right)\right), \text { for } 0<\theta<1 \\
g_{i}^{(\infty)}(x) & \triangleq g\left(C_{i} ; x\right), \text { for } i=1,2
\end{aligned}
$$

Function $g_{\theta}^{(p)}(x)$ satisfies

1. $g_{\theta}^{(p)}(x)>0$, for $x \neq 0, g_{\theta}^{(p)}(0)=0$;
2. $g_{\theta}^{(p)}(\lambda x)=\lambda g_{\theta}^{(p)}(x)$;
3. $g_{\theta}^{(p)}(x+y) \leq g_{\theta}^{(p)}(x)+g_{\theta}^{(p)}(y)$.

By Theorem 2.15, there is a unique convex body $C_{\theta}^{(p)}$ whose distance function is $g_{\theta}^{p}(x)$. Call this body the $p$-th dot-mean of $C_{0}$ and $C_{1}$. The convex body with distance function $\sqrt[p]{\left(g\left(C_{0} ; x\right)\right)^{p}+\left(g\left(C_{1} ; x\right)\right)^{p}}$ is called the $p$-th dot-sum of $C_{0}$ and $C_{1}$.

Theorem 2.31 (Firey [19] page 453.)

$$
V^{1 / d}\left(C_{0} \cap C_{1}\right) \leq V^{1 / d}\left(C_{\theta}^{(p)}\right) \leq 1 / \sqrt[p]{(1-\theta) V^{-p / d}\left(C_{0}\right)+\theta V^{-p / d}\left(C_{1}\right)},
$$

for $1 \leq p<\infty$. There is equality on the left if and only if $C_{0}=C_{1}$ and on the right if and only if $C_{0}=\lambda C_{1}$ with center of homothety at $O$. Further

$$
V^{1 / d}\left(C_{0} \cap C_{1}\right)=V^{1 / d}\left(C_{\theta}^{(\infty)}\right) \leq \min \left(V^{1 / d}\left(C_{0}\right), V^{1 / d}\left(C_{1}\right)\right)
$$

with equality on the right if and only if $C_{0}=C_{1}$.

### 2.4.4 The Projection Body

Definition 2.18 (Petty [59] page 234.) Let $C$ be a non-degenerate convex body and let $\sigma(C ; v)$ be its cross sectional measure. The convex body with center at origin and support function $\sigma(C ; v)$ is called the projection body of $C$, denoted as $\mathcal{P}(C)$.

By definition, $H(\mathcal{P}(C) ; v)=\sigma(C ; v)$, for all $v$. That is to say the distance of the support hyperplane of $\mathcal{P}\left(C^{\prime}\right)$ with normal direction $v$ from the origin is equal to the $(d-1)$ dimensional content (area, if $d=3$ ) of the projection of $C$ onto the same hyperplane.

### 2.4.5 Polar Set, Conjugate, and Legendre Transform

Definition 2.19 (Lay [42] page 140.) Let $S$ be any nonempty subset of $R^{d}$. The polar set $S^{*}$ of $S$ is defined by

$$
S^{*} \triangleq\left\{y \in R^{d}:\langle x, y\rangle \leq 1 \text { for all } x \in S\right\}
$$

Theorem 2.32 (Lay [42] page 142.) Let $S$ be nonempty set. Then $S^{*}$ is a closed convex set containing $O$.

Theorem 2.33 (Minkowski, Lay [42] page 140.) Let $C$ be a compact convex body in $R^{d}$ with $O \in \operatorname{int} C$. Let $C^{*}$ be the polar set of $C$. Then the support function of $C$ is equal to the distance function of $C^{*}$, and the distance function of $C$ is equal to the support function of $C^{*}$.

Definition 2.20 (Rockafellar [64] page 201.) Let $f$ be a proper convex function on $R^{d}$, i.e., an everywhere-defined convex function with values in $(-\infty,+\infty]$, not identically $+\infty$. Suppose also that $f$ is lower semi-continuous (l.s.c.), in other words that $\{x \mid f(x) \leq \mu\}$ is closed in $R^{d}$ for every $\mu \in R$. The function $f^{*}$ on $R^{d}$ defined by

$$
f^{*}\left(x^{*}\right) \triangleq \sup \left\{\left\langle x, x^{*}\right\rangle-f(x) \mid x \in R^{d}\right\}
$$

is called the conjugate of $f$.

Fenchel [18] proved that $f^{*}$ is again a l.s.c. proper convex function on $R^{d}$ and that the conjugate of $f^{*}$ is in turn $f$. Fenchel also mentioned that the distance function and the support function of a convex body are conjugate functions of each other.

Given a convex function $f$ defined on $A \subseteq R^{d}$, let $A^{+}$be the point set in $R^{d+1}$ bounded by $\left\{(x, f(x)) \in R^{d+1} \mid x \in A\right\}$. $A^{+}$is convex because $f$ is convex. Let


Figure 2.5: Conjugate functions.
$v \in R^{d}, v^{+}=(v,-1) \in R^{d+1}$, then

$$
H\left(A^{+} ; v^{+}\right)=\max \left\{\left\langle x^{+}, v^{+}\right\rangle \mid x^{+} \in A^{+}\right\}=f^{*}(v)
$$

This means that $f^{*}(v)$ is the value of the support function of $A^{+}$in the orientation $v^{+}$. Figure 2.5 demonstrates the relation between $f$ and $f^{*}$, and gives a visual explanation of the above statement.

The Legendre transform is a very useful mathematical tool. It establishes a duality between objects. It is also used in the theory of partial differential equations to reduce the order of a partial differential equation. (By means of a Legendre transformation, a Lagrangian system of second-order differential equations is converted into a symmetrical system of first-order equations, called a Hamiltonian system. See Arnold [2].)

Definition 2.21 (Rockafellar [64] page 200.) Let $h$ be a differentiable real-valued function given on a non-empty open set $X$ in $R^{d}$. Let $X^{*}$ be the image of $X$ under the gradient map $\nabla h: x \rightarrow \nabla h(x)$. If $\nabla h$ is one-to-one, the function

$$
h^{*}\left(x^{*}\right) \triangleq\left\langle x^{*},(\nabla h)^{-1}\left(x^{*}\right)\right\rangle-h\left((\nabla h)^{-1}\left(x^{*}\right)\right)
$$

is well-defined on $X^{*}$. The pair $\left(X^{*}, h^{*}\right)$ is called the Legendre transform of $(X, h)$.

Theorem 2.34 (Rockafellar [64] page 201.) Let $(X, h)$ be a convex function of Legendre type on $R^{d}$. The Legendre transform $\left(X^{*}, h^{*}\right)$ is then well-defined. It is another convex function of Legendre type on $R^{d}$, and $\nabla h^{*}=(\nabla h)^{-1}$ on $X^{*}$. The Legendre transform of $\left(X^{*}, h^{*}\right)$ is $(X, h)$ again.

Theorem 2.35 (Rockafellar [64] page 202.) Let $h$ be a (real-valued) differentiable convex function defined on all of $R^{d}$. Then $\nabla h$ is a continuous one-to-one mapping of $R^{d}$ onto itself, if and only if $h$ is strictly convex and

$$
\lim _{\lambda \rightarrow \infty} h(\lambda x) / \lambda=+\infty \quad \text { for every } x \neq 0
$$

The conjugate of $h$ is the same as its Legendre transform.

### 2.5 Mixed Measurements

Let $C_{1}, C_{2}, \ldots, C_{r}$ be convex bodies. The vector sum $C=\sum_{i=1}^{r} \lambda_{i} C_{i}$ is defined (Section 2.1.1) and the support function of $C$ is the corresponding linear sum of the support functions of $C_{i}, i=1,2, \ldots, r$. The volume of $C$ is a polynomial in $\lambda_{i}, i=1,2, \ldots, r$, the coefficients of which define the mixed volumes (Section 2.5.1). Similarly, the area function of $C+\lambda B^{d}$ is a polynomial in $\lambda$, the coefficients of which define the $i$-th area function of $C$ (Section 2.5.2). The area function and the curvature functions of $C$ lead to the definition of the mixed area functions (Section 2.5.2) and the mixed curvature functions (Section 2.5.4). From mixed area functions, the mixed body is defined (Section 2.5.5). Finally, the dual mixed volume is defined using the radial function of convex bodies (Section 2.5.6).

### 2.5.1 The Mixed Volumes

Definition 2.22 (Busemann [15] page 43.) The $d$-dimensional measure (or volume ) of $C$ is denoted by $V(C)$. For variable $\lambda_{i} \geq 0$ the volume of $C=\sum_{i=1}^{r} \lambda_{i} C_{i}$ is a form

$$
V(C)=\sum_{i_{1}=1}^{\tau} \sum_{i_{2}=1}^{\tau} \cdots \sum_{i_{d}=1}^{\tau} V_{i_{1} \ldots i_{d}} \lambda_{i_{1}} \ldots \lambda_{i_{d}}
$$

of degree $d$ in the $\lambda_{i}$, where the coefficients $V_{i_{1} \ldots i_{d}}$ are uniquely determined by requiring that they are symmetric in their subscripts. Then $V_{i_{1} \ldots i_{d}}$ depends only on the bodies $C_{i_{1}}, \ldots, C_{i_{d}}$ and not on the remaining bodies $C_{j}$. Write $V\left(C_{i_{1}}, \ldots, C_{i_{d}}\right)$ for $V_{i_{1} \ldots i_{d}}$, and call it the mixed volume of $C_{i_{1}}, \ldots, C_{i_{d}}$.

The most important mixed volumes are the ones that involve only two distinct convex bodies. The notation $V_{i}\left(C_{1}, C_{2}\right)$ was introduced as follows (Busemann [15] page 43):

$$
V_{i}\left(C_{1}, C_{2}\right) \triangleq V(\underbrace{C_{1}, \ldots, C_{1}}_{d-i}, \underbrace{C_{2}, \ldots, C_{2}}_{i})=V_{d-i}\left(C_{2}, C_{1}\right) .
$$

Then

$$
V\left(\lambda_{1} C_{1}+\lambda_{2} C_{2}\right)=\sum_{i=0}^{d}\binom{d}{i} \lambda_{1}^{d-i} \lambda_{2}^{i} V_{i}\left(C_{1}, C_{2}\right)
$$

When $d=3, \lambda_{1}=\lambda_{2}=1$,

$$
V\left(C_{1}+C_{2}\right)=V\left(C_{1}\right)+V\left(C_{2}\right)+3 V_{1}\left(C_{1}, C_{2}\right)+3 V_{1}\left(C_{2}, C_{1}\right) .
$$

Since $V\left(\sum \lambda_{i} C\right)=\left(\sum \lambda_{i}\right)^{d} V(C)$, then $V(C, \ldots, C)=V(C)$.

The mixed volumes can be computed from the support functions and the area functions of the convex bodies involved. Recall equation (2.19)

$$
V(P)=\frac{1}{d} \sum_{i=1}^{N} H\left(P ; u^{i}\right) \mathcal{A}\left(p^{i}\right)
$$

where $p^{i}, i=1, \ldots, N$, are the facets of a non-degenerate polytope $P, \mathcal{A}\left(p^{i}\right)$ the areas of $p^{i}$ and $u^{i}$ the unit outer normals of the support planes of $P$ containing $p^{i}$. This can be
generalized to the mixed volumes of a polytope $P$ and an arbitrary convex body $C_{1}$ as (Busemann [15] page 44)

$$
\begin{equation*}
V_{1}\left(P, C_{1}\right)=\frac{1}{d} \sum_{i=1}^{N} H\left(C_{1} ; u^{i}\right) \mathcal{A}\left(p^{i}\right) \tag{2.20}
\end{equation*}
$$

A limit process of the above equation yields

$$
\begin{equation*}
V_{1}\left(C, C_{1}\right)=\frac{1}{d} \int_{S^{d-1}} H\left(C_{1} ; \omega\right) d S(C ; \omega) \tag{2.21}
\end{equation*}
$$

where $C$ is an arbitrary convex body.
Let $C_{1}, C_{2}, \ldots, C_{d}$ be convex bodies, $x^{(1)}, x^{(2)}, \ldots, x^{(d)}$ their normal representations of the boundary, $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{d-1}$ the parameters introduced on $S^{\prime d-1}$ in Section 2.1.2, then

$$
V\left(C_{1}, \cdots, C_{d}\right)=\frac{1}{d!} \sum_{\left(l_{1}, \ldots, l_{d-1}\right)} \int_{S^{d-1}} \operatorname{det}\left[x^{(d)} \frac{\partial x^{\left(l_{1}\right)}}{\partial \alpha_{1}} \cdots \frac{\partial x^{\left(l_{d-1}\right)}}{\partial \alpha_{d-1}}\right] d \alpha_{1} \cdots d \alpha_{d-1},
$$

where the sum is taken over all permutations of $(1, \cdots, d-1)$.
If $B^{d}$ is substituted for $C^{*}$ in equality (2.21), then

$$
\begin{align*}
V_{1}\left(C, B^{d}\right) & =\frac{1}{d} \int_{S^{d-1}} H\left(B^{d} ; \omega\right) d S(C ; \omega) \\
& =\frac{1}{d} \int_{S^{d-1}} d S(C ; \omega) \\
& =\frac{1}{d} S^{\prime}(C) \tag{2.22}
\end{align*}
$$

because $H\left(B^{d} ; \omega\right) \equiv 1$ on $S^{d-1}$. In fact, Bonnesen and Fenchel [7] define the surface area $S(C)$ of an arbitrary convex body $C$ as $d \cdot V_{1}\left(C, B^{d}\right)$.

Let $\vec{u}$ denote the segment of length 1 that joins origin and the point $u \in S^{d-1}$. It is not hard to see that (Bonnesen-Fenchel [7] page 50)

$$
V(C+\lambda \vec{u})=V(C)+\lambda \sigma(C ; u)
$$

Thus, by the definition of the mixed volume,

$$
\sigma(C ; u)=d \cdot V_{1}(C, \vec{u})
$$

Theorem 2.36 (Petty [59] page 234.) The non-degenerate convex bodies $C_{1}$ and $C_{2}$ have the same projection body if and only if

$$
V_{1}\left(C_{1}, L\right)=V_{1}\left(C_{2}, L\right)
$$

for any convex body $L$ that has a center.

Define

$$
W_{i}(C) \triangleq V(\underbrace{C, \ldots, C}_{d-i}, \underbrace{B^{d}, \ldots, B^{d}}_{i})=V_{i}\left(C, B^{d}\right)
$$

Then the volume of the parallel body of $C$ at distance $\mu$ can be expressed as

$$
V\left(C+\mu B^{d}\right)=W_{0}(C)+\binom{d}{1} W_{1}(C) \mu+\cdots+\binom{d}{d} W_{d}(C) \mu^{d}
$$

The quantity $W_{i}(C)$ is called the $i$-th cross sectional measure integral: $W_{0}(C)$ is the volume of $C, W_{1}(C)$ is the surface area of $C$, and $W_{d}(C)$ is always the volume of the unit ball.

Some inequalities between the mixed volumes are of fundamental importance to the use of orientation-based representations to solve the attitude determination problem. They follow from the next theorem.

Theorem 2.37 (Brunn-Minkowski Theorem, Busemann [15] page 48.) If $C_{1}$ and $C_{2}$ are convex bodies in $R^{d}$, then

$$
\gamma(\theta)=V^{1 / d}\left((1-\theta) C_{1}+\theta C_{2}\right), \quad 0 \leq \theta \leq 1,
$$

is a concave function of $\theta$, which is linear if and only if $C_{1}$ and $C_{2}$ are homothetic or lie in parallel hyperplanes.

Corollary 2.38 (Minkowski's Inequality, Busemann [15] page 48.)

$$
V_{1}^{d}\left(C_{1}, C_{2}\right) \geq V^{d-1}\left(C_{1}\right) V\left(C_{2}\right) .
$$

If $C_{1}$ and $C_{2}$ do not lie in parallel hypersurfaces the equality sign holds only when $C_{1}$ and $C_{2}$ are homothetic.

Corollary 2.39 (Quadratic Inequality of Minkowski, Busemann [15] page 48.)

$$
V_{1}^{2}\left(C_{1}, C_{2}\right) \geq V\left(C_{1}\right) V_{2}\left(C_{1}, C_{2}\right)
$$

These inequalities are used to solve many extremal and uniqueness problems.

The above inequalities involve only two convex bodies. Extensions of those results to other mixed volumes were proven by Fenchel and Alexandrov independently.

Theorem 2.40 (General Brunn-Minkowski Theorem, Busemann [15] page 49.) If $C_{1}$ and $C_{2}$ are convex bodies in $R^{d}, C_{\theta}=(1-\theta) C_{1}+\theta C_{2}$, then

$$
\gamma(\theta)=V^{1 / m}\left(C_{1}^{\prime}, \ldots, C_{d-m}^{\prime}, C_{\theta}, \ldots, C_{\theta}\right), 2 \leq m \leq d
$$

where $C_{1}^{\prime}, \ldots, C_{d-m}^{\prime}$ are convex bodies, is for $0 \leq \theta \leq 1$ a concave function of $\theta$.

Theorem 2.41 (Busemann [15] page 51.) If $C_{1}$ and $C_{2}$ are convex bodies in $R^{d}$ of dimension at least $m$, and if $C_{1}^{\prime}, \ldots, C_{d-m}^{\prime}$ are regular convex bodies, $C_{\theta}=(1-\theta) C_{1}+\theta C_{2}$, then

$$
\gamma(\theta)=V^{1 / m}\left(C_{1}^{\prime}, \ldots, C_{d-m}^{\prime}, C_{\theta}, \ldots, C_{\theta}\right), 2 \leq m \leq d
$$

is linear if and only if $C_{1}$ and $C_{2}$ are homothetic.

With the aid of the above two theorems, in the same way as Minkowski's inequality was obtained, the following more general inequalities involving the mixed volumes are obtained.

Theorem 2.42 (Busemann [15] page 50.) If $C_{1}$ and $C_{2}$ are convex bodies in $R^{d}$ of dimension at least $m$, and if $C_{1}^{\prime}, \ldots, C_{d-m}^{\prime}$ are regular convex bodies, then for $2 \leq m \leq d$, $0<i<m$,

$$
\begin{aligned}
& V^{m}(C_{1}^{\prime}, \ldots, C_{d-m}^{\prime}, \underbrace{C_{1}, \ldots, C_{1}}_{m-i}, \underbrace{C_{2}, \ldots, C_{2}}_{i}) \geq \\
& \quad V^{m-i}\left(C_{1}^{\prime}, \ldots, C_{d-m}^{\prime}, C_{1}, \ldots, C_{1}\right) \cdot V^{i}\left(C_{1}^{\prime}, \ldots, C_{d-m}^{\prime}, C_{2}, \ldots, C_{2}\right),
\end{aligned}
$$

with equality if and only if $C_{1}$ and $C_{2}$ are homothetic.

A special case of the above inequality occurs when $m=2, i=1$ yielding the following inequality:

Corollary 2.43 (Busemann [15] page 49.)

$$
V^{2}\left(C_{1}^{\prime}, \ldots, C_{d-2}^{\prime}, C_{1}, C_{2}\right) \geq V\left(C_{1}^{\prime}, \ldots, C_{d-2}^{\prime}, C_{1}, C_{1}\right) \cdot V\left(C_{1}^{\prime}, \ldots, C_{d-2}^{\prime}, C_{2}, C_{2}\right)
$$

with equality if and only if $C_{1}$ and $C_{2}$ are homothetic.

Alexandrov extended these inequalities further to the following more general inequality:

Theorem 2.44 (Busemann [15] page 50.) If $C_{1}, \ldots, C_{d}$ are convex bodies, then for $2 \leq m \leq d$,

$$
V^{m}\left(C_{1}, \ldots, C_{d}\right) \geq \prod_{i=0}^{m-1} V\left(C_{1}, \ldots, C_{d-m}, C_{d-i}, \ldots, C_{d-i}\right)
$$

A special case of the above inequality occurs when $m=d$.

Corollary 2.45 (Busemann [15] page 50.)

$$
\begin{equation*}
V^{d}\left(C_{1}, \ldots, C_{d}\right) \geq V\left(C_{1}\right) V\left(C_{2}\right), \ldots, V\left(C_{d}\right) \tag{2.23}
\end{equation*}
$$

### 2.5.2 The $i$-th Area Function

Definition 2.23 Let $C$ be a convex body, $B^{d}$ be the unit ball, $\Omega \in \mathcal{B}\left(S^{d-1}\right)$. Then for $\lambda \geq 0, S\left(C+\lambda B^{d} ; \Omega\right)$ is the polynomial in $\lambda$ (Firey [24] page 205)

$$
\sum_{i=0}^{d-1}\binom{d-1}{i} S_{d-1-i}(C ; \Omega) \lambda^{i}
$$

This defines the measure $S_{i}(C ; \Omega)$ over $\mathcal{B}\left(S^{d-1}\right)$ for $i=0,1, \ldots, d-1$. (all $S_{i}(C ; \Omega)$ the $i$-th area function of $C$.

Let $\lambda$ equal to zero in the definition, then $S_{d-1}(C ; \Omega)$ is the (primary) area function of $C$ defined in Section 2.1.7.

If $C$ is a regular convex body and $r_{1}, r_{2}, \ldots, r_{d-1}$ are the radii of principal curvature of the surface of $C$, then (Firey [23] page 346)

$$
\begin{equation*}
S_{i}^{\prime}(C ; \Omega)=\binom{d-1}{i}^{-1} \int_{\Omega}\left\{r_{1}, \ldots, r_{i}\right\} d \omega, \quad \Omega \in \mathcal{B}\left(S^{d-1}\right) \text {, } \tag{2.24}
\end{equation*}
$$

where $\left\{r_{1}, \ldots, r_{i}\right\}$ is the $i$-th elementary symmetric function of $r_{1}, r_{2}, \ldots, r_{d-1}$. Thus, the $i$-th area function of a convex body is the integral of its $i$-th curvature function. In particular,

$$
\begin{align*}
S_{1}(C ; \Omega) & =\frac{1}{d-1} \int_{\Omega}\left(r_{1}+\cdots+r_{d-1}\right) d \omega \\
& =\frac{1}{d-1} \int_{\Omega}\left(H_{11}+\cdots+H_{d d}\right) d \omega, \quad \Omega \in \mathcal{B}\left(S^{d-1}\right),  \tag{2.25}\\
S_{d-1}(C ; \Omega) & =\int_{\Omega}\left(r_{1} \cdots r_{d-1}\right) d \omega, \quad \Omega \in \mathcal{B}\left(S^{d-1}\right) .
\end{align*}
$$

Because the support function of a vector sum is the sum of the support functions of the summands, by (2.25),

$$
S_{1}\left(C_{1}+C_{2} ; \Omega\right)=S_{1}\left(C_{1} ; \Omega\right)+S_{1}\left(C_{2} ; \Omega\right)
$$

By the definition of the area function,

$$
S_{d-1}\left(C_{1} \# C_{2} ; \Omega\right)=S_{d-1}\left(C_{1} ; \Omega\right)+S_{d-1}\left(C_{2} ; \Omega\right)
$$

Theorem 2.46 (Schneider [69] page 47.) For convex body $C, i=0,1, \ldots, d-1$,

$$
\int_{S^{d-1}} \omega d S_{i}(C ; \omega)=0
$$

Theorem 2.47 (Alexandrov-Fenchel-Jessen Theorem, Schneider [69] Theorem (9.1) page 43.) If $C_{1}$ and $C_{2}$ are convex bodies in $R^{d}, i \in\{1, \ldots, d-1\}, \operatorname{dim} C_{1}, \operatorname{dim} C_{2} \geq i+1$, then $S_{i}^{\prime}\left(C_{1} ; \cdot\right)=S_{i}\left(C_{2} ; \cdot\right)$ if and only if $C_{1}$ and $C_{2}$ are translations of each other.

Theorem 2.48 (Alexandrov 1961, Schneider [69] Theorem (9.6) page 44.) Suppose $C_{1}$ and $C_{2}$ are convex bodies in $R^{d}$ for which $S_{i}\left(C_{1} ; \Omega\right) \leq S_{i}\left(C_{2} ; \Omega\right)$ for all $\Omega \in \mathcal{B}\left(S^{d-1}\right)$ and $S_{i+1}\left(C_{1} ; S^{d-1}\right) \geq S_{i+1}\left(C_{2} ; S^{d-1}\right)$, for some $i \in\{1, \ldots, d-1\}$ (where for $i=d-1$ the second condition has to be replaced by $\left.V\left(C_{1}\right) \geq V\left(C_{2}\right)\right)$. Then $C_{1}, C_{2}$ are translations of each other.

The above theorems are about the uniqueness of convex bodies with respect to $i$-th area functions. Results about the existence of a convex body, for which $i$-th area function is given, are stated in terms of the necessary and sufficient conditions for a measure defined over $\mathcal{B}\left(S^{d-1}\right)$ to be $i$-th area function of a convex body. The problem is called Minkowski-Christoffel problem (Firey [25]). For $i=d-1$, the solution is presented in Section 2.1.7. Firey [22] solved this problem for the case of $i=1$.

Theorem 2.49 (Firey [22] page 21.) A completely additive set function $\Phi$ over $\mathcal{B}\left(S^{d-1}\right)$ is the first area function of a convex body if and only if it satisfies

$$
\int_{S^{d-1}} u \Phi(d u)=0
$$

$$
\left|\int_{S^{d-1}} g_{1}\left(u^{\prime}, u\right) \Phi(d u)\right|<+\infty
$$

where $g_{1}$ is the fundamental singularity

$$
g_{1}\left(u^{\prime}, u\right)= \begin{cases}\frac{1}{2 \pi} \ln \arccos \left(\left\langle u^{\prime}, u\right\rangle /\|u\|\left\|u^{\prime}\right\|\right) & \text { if } d=3 \\ -\frac{1}{(d-3) \omega_{d-1}}\left[\arccos \left(\left\langle u^{\prime}, u\right\rangle /\|u\|\left\|u^{\prime}\right\|\right)\right]^{3-d} & \text { if } d>3\end{cases}
$$

and

$$
\int_{S^{d-1}} \Lambda\left(u^{\prime}, v^{\prime}, u\right) \Phi(d u) \geq 0
$$

where

$$
\begin{gathered}
\Lambda\left(u^{\prime}, v^{\prime}, u\right)=\Gamma\left(u^{\prime}, u\right)+\Gamma\left(v^{\prime}, u\right)-\Gamma\left(u^{\prime}+v^{\prime}, u\right), \\
\Gamma\left(u^{\prime}, u\right)=(d-2)\left\langle u^{\prime}, u\right\rangle G\left(u^{\prime}, u\right)-\left\langle u^{\prime}, \nabla G\left(u^{\prime}, u\right)\right\rangle, \\
G\left(u^{\prime}, u\right)=\gamma\left(s\left(u^{\prime}, u\right)\right) \\
\gamma(s)=-\frac{1}{\omega_{d}} \int_{\pi / 2}^{s} \operatorname{cosec}^{d-2} t\left(\int_{\pi}^{t} \sin ^{d-2} t^{\prime} d t^{\prime}\right) d t \\
s\left(u^{\prime}, u\right)=\arccos \left(\left\langle u^{\prime}, u\right\rangle /\|u\|\left\|u^{\prime}\right\|\right) \\
G\left(u^{\prime}, u\right)=\frac{1}{4 \pi} \ln \left[1-\frac{\left\langle u^{\prime}, u\right\rangle}{\left\|u^{\prime}\right\|\|u\|}\right] \text { for } d=3 .
\end{gathered}
$$

Thus for $d=3$, the Minkowski-Christoffel problems are solved, although the problems are still open for $d>3$. The quantity $S_{0}(C ; \Omega)$ is the area of $\Omega$. For $S_{1}(C ; \Omega)$, the problem can be thought of as a generalization of Christoffel's problem, which is discussed in Section 2.1.3. For $S_{2}(C ; \Omega)$, the problem can be thought of as a generalization of Minkowski's problem which is also discussed in Section 2.1.3.

If $P$ is a polytope, the $i$-th area function is (Goodey and Schneider [31] and Firey [23])

$$
S_{i}(P ; \Omega)=\binom{d-1}{i}^{-1} \sum_{f \in \mathcal{F}^{\prime}\left(P^{\prime}\right)} \lambda_{d-1-i}(\sigma(P, f) \cap \Omega) \operatorname{vol}_{i}(f),
$$

where $\mathcal{F}^{i}(P)$ is the set of $i$-dimensional faces of $P, \operatorname{vol}_{i}(f)$ is the $i$-dimensional volume of the $i$-face $f, \sigma(P, f)$ denotes the spherical image of $f$, that is, the set of all outer unit normal vectors to $P$ at the points of $f$ and $\lambda_{d-1-i}$ is the $(d-1-i)$-dimensional spherical Lebesgue measure on the $(d-1-i)$-dimensional great sphere of $S^{d-1}$.

The converse of the above also is true.

Theorem 2.50 (Goodey and Schneider [31] page 187.) Let $C$ be a convex body in $R^{d}$ with $\operatorname{dim} C \geq i+1,1 \leq i \leq d-1$. Suppose that the support of the area function $S_{i}(C ; \Omega)$ can be covered by finitely many $(d-1-i)$-dimensional great spheres. Then $C$ is a polytope.

A necessary and sufficient condition for a Borel measure on $S^{d-1}$ to be the area function $S_{d-1}(P ; \Omega)$ of a polytope $P$ is given by Theorem 2.23 in Section 2.1.7. Schneider [68] determined necessary and sufficient conditions for a Borel measure $\phi$ on $S^{d d-1}$ to be the first area function of a convex polytope. The notion of spherical complex is used in the conditions.

Definition 2.24 (McMullen and Shephard [54] page 153.) A spherical polytope in $S^{d-1}$ is the intersection of a finite number of closed hemispheres which is not empty and contains no pair of antipodal points of $S^{d-1}$. A spherical complex $\mathcal{C}$ is a finite set $\mathcal{C}=\left\{c_{1}, \ldots, c_{r}\right\}$ of distinct spherical polytopes (cells) $c_{i}$ on $S^{d-1}$ which satisfies the following two conditions:

1. $\cup_{i=1}^{\tau} c_{i}=S^{d-1}$,
2. For each $i, j$, the intersection $c_{i} \cap c_{j}$ is a face (proper or improper) of both $c_{i}$ and $c_{j}$.

Note 1 Spherical images of all non-empty faces of a polytope determine a spherical complex on $S^{d-1}$.

Note 2 Each $d$-polytope $P$ corresponds to a spherical complex by the mapping, $\Phi: \mathrm{bd} P \longrightarrow S^{d-1}$, which maps $x$ to the intersection of the ray, $\overrightarrow{O x}$, from $O$ passing $x$ with the sphere $S^{d-1}$. The mapping $\Phi$ maps proper faces to spherical polytopes. It has been shown that the reverse is not necessarily correct, i.e., there are spherical complexes that are not radial projections of any polytopes.

The first area function $S_{1}(P, \Omega)$ of a polytope $P$ can be represented as (Firey [23] page 351)

$$
S_{1}(P, \Omega)=\frac{1}{d-1} \sum_{e} \lambda(e) \mu_{d-2}(\Omega \cap v(e)),
$$

for any $\Omega \in \mathcal{B}\left(S^{d-1}\right)$, where the summation goes over all edges $e$ of $P, \lambda(e)$ is the length of edge $e, v(e)$ is the spherical image of $e$, and $\mu_{d-2}(\Omega \cap v(e))$ is the $(d-2)$-dimensional content of $\Omega \cap v(e)$ on $S^{d-1}$.

Theorem 2.51 (Schneider [68] page 81.) For a Borel measure $\phi$ on $S^{d-1}$ there exists a $d$-polytope $P$ such that $\phi(\Omega)=S_{1}(P, \Omega)$ if and only if $\phi$ satisfies the following conditions:

1. The support of $\phi$ is the union of the $(d-2)$-dimensional elements of a spherical complex $\mathcal{S}$.
2. For each $(d-2)$-element $\zeta$ of $\mathcal{S}$, there exists a positive number $\lambda(\zeta)$ such that $\phi(\Omega)=$ $\lambda(\zeta) \mu_{d-2}(\Omega)$ for each $\Omega \subseteq \zeta$.
3. For each ( $d-3$ )-element $\eta \in \mathcal{S}$,

$$
\sum_{\zeta} \lambda(\zeta) u(\eta, \zeta)=0
$$

where the summation goes over all $(d-2)$-elements $\zeta \in \mathcal{S}$ for which $\eta$ is a side, and $u(\eta, \zeta)=v_{\zeta} /\left\|v_{\zeta}\right\|$ such that $v_{\zeta}$ is the orthogonal projection of $\zeta$ on the 2-dimensional linear subspace orthogonal to $\eta$.

Let $\xi_{1}, \ldots, \xi_{k}$ be the $(d-1)$-elements of $\mathcal{S}$. For any $j, 1 \leq j \leq k$, an ordered sequence $\left(\xi_{i_{1}}, \ldots, \xi_{i_{m}}\right)$ of $(d-1)$-elements of $\mathcal{S}$ can be constructed such that $\xi_{i_{r}} \cap \xi_{i_{r+1}}$ is a (d-2)element, $r=1, \ldots, m-1, i_{1}=1, i_{m}=j$. Define $x_{i}$ as

$$
x_{i}=\sum_{r=1}^{m-1} \lambda\left(\xi_{i_{r}} \cap \xi_{i_{r+1}}\right) v\left(i_{r}, i_{r+1}\right),
$$

where $v\left(i_{r}, i_{r+1}\right)$ is the unit vector which is orthogonal to the linear hull of $\xi_{i_{r}} \cap \xi_{i_{r+1}}$ and pointing into the interior of the halfspace containing $\xi_{i_{r+1}}$. The convex hull of the points $x_{1}, \ldots, x_{k}$ is the polytope whose first area function is the given measure.

### 2.5.3 The Mixed Area Functions

Definition 2.25 (Schneider [69] page 31.) The area function of $C=\sum_{i=1}^{r} \lambda_{i} C_{i}$ is a form

$$
\begin{equation*}
S\left(\sum_{i=1}^{r} \lambda_{i} C_{i} ; \Omega\right)=\sum_{i_{1}=1}^{r} \sum_{i_{2}=1}^{r} \cdots \sum_{i_{d-1}=1}^{r} \lambda_{i_{1}} \ldots \lambda_{i_{d-1}} S\left(C_{i_{1}}, \ldots, C_{i_{d-1}} ; \Omega\right) \tag{2.26}
\end{equation*}
$$

of degree $d-1$ in the $\lambda_{i}$, where the coefficients $S\left(C_{i_{1}}, \ldots, C_{i_{d}} ; \Omega\right)$ are uniquely determined by requiring that they are symmetric in their subscripts. Then $S\left(C_{i_{1}}, \ldots, C_{i_{d}} ; \Omega\right)$ depends only on the bodies $C_{i_{1}}, \ldots, C_{i_{d-1}}$ and not on the remaining bodies $C_{i}$. Call $S\left(C_{i_{1}}, \ldots, C_{i_{d}} ; \Omega\right)$ the mixed area function of $C_{i_{1}}, \ldots, C_{i_{d-1}}$.

By definition,

$$
\begin{equation*}
S_{i}(C ; \Omega)=S(\underbrace{C, \ldots, C}_{i}, \underbrace{B^{d}, \ldots, B^{d}}_{d-1-i} ; \Omega) . \tag{2.27}
\end{equation*}
$$

The mixed area function was originally defined by Alexandrov and Fenchel-Jessen via mixed volume. It can be proven that, for given convex bodies $C_{1}, \ldots, C_{d-1}$, there exists a unique measure $S^{\prime}\left(C_{1}, \ldots, C_{d-1} ; \cdot\right)$ on $\mathcal{B}\left(S^{d-1}\right)$ such that

$$
\begin{equation*}
V\left(C, C_{1}, \ldots, C_{d-1}\right)=\frac{1}{d} \int_{S^{d-1}} H(C ; \omega) d S\left(C_{1}, \ldots, C_{d-1} ; \omega\right) \tag{2.28}
\end{equation*}
$$

for any convex body $C$. This measure was defined as the mixed area function of $C_{1}, \ldots, C_{d-1}$. Using this definition, equality (2.26) was then proven.

Since

$$
\begin{aligned}
V\left(C_{1}+L_{1}, C_{2}, \ldots, C_{d-1}, C\right)= & \frac{1}{d} \int_{S^{d-1}} H\left(C_{1}+L_{1} ; \omega\right) d S\left(C_{2}, \ldots, C_{d-1}, C ; \omega\right) \\
= & \frac{1}{d} \int_{S^{d-1}} H\left(C_{1} ; \omega\right) d S\left(C_{2}, \ldots, C_{d-1}, C ; \omega\right) \\
& +\frac{1}{d} \int_{S^{d-1}} H\left(L_{1} ; \omega\right) d S\left(C_{2}, \ldots, C_{d-1}, C ; \omega\right) \\
= & \frac{1}{d} \int_{S^{d-1}} H(C ; \omega) d S\left(C_{1}, C_{2}, \ldots, C_{d-1} ; \omega\right) \\
& +\frac{1}{d} \int_{S^{d-1}} H(C ; \omega) d S\left(L_{1}, C_{2}, \ldots, C_{d-1} ; \omega\right)
\end{aligned}
$$

then

$$
\begin{equation*}
S^{\prime}\left(C_{1}+L_{1}, C_{2}, \ldots, C_{d-1} ; \Omega\right)=S\left(C_{1}, C_{2}, \ldots, C_{d-1} ; \Omega\right)+S\left(L_{1}, C_{2}, \ldots, C_{d-1} ; \Omega\right) \tag{2.29}
\end{equation*}
$$

Recall (2.22) that $d \cdot V\left(B^{d}, C, \ldots, C\right)$ is the surface area of $C$, the quantity $d \cdot V\left(B^{d}, C_{1}, \ldots, C_{d-1}\right)$ is defined as the mixed surface area of convex bodies $C_{1}, C_{2}, \ldots, C_{d-1}$.

Of particular interest is the mixed area function of two convex bodies. By definition,

$$
\begin{equation*}
S\left(\lambda_{1} C_{1}+\lambda_{2} C_{2} ; \Omega\right)=\sum_{i=0}^{d-1}\binom{d-1}{i} S(\underbrace{C_{1}, \ldots, C_{1}}_{d-1-i}, \underbrace{C_{2}, \ldots, C_{2}}_{i} ; \Omega) \lambda_{1}^{d-1-i} \lambda_{2}^{i} \tag{2.30}
\end{equation*}
$$

One fact about the mixed area function is that the measure is not concentrated on any great sphere of $S^{d-1}$ and has the origin as the centroid (when viewed as mass loading on $S^{d-1}$ ), i.e.,

$$
\begin{equation*}
\int_{S^{d-1}} \omega d S\left(C_{1}, \ldots, C_{d-1} ; \omega\right)=0 \tag{2.31}
\end{equation*}
$$

### 2.5.4 The Mixed Curvature Function

Recall from Section 2.1.3 that the curvature functions of a convex body is defined by the elementary symmetric functions of the radii of principal curvature, which must assume the continuity of the second derivatives of the support function of the convex body. A more general definition of the curvature functions employs the mixed volumes and does not make smoothness assumptions.

Definition 2.26 (Bonnesen-Fenchel [7] page 121.) Let $C$ be a convex body. If a function $F_{i}(C ; u)$ is continuous and non-negative on $S^{d-1}$, and if for an arbitrary convex body $L$ with support function $H(L ; u)$,

$$
\begin{equation*}
V(L, \underbrace{C, \ldots, C}_{i}, \underbrace{B^{d}, \ldots, B^{d}}_{d-1-i})=\frac{1}{d}\binom{d-1}{i}^{-1} \int_{S^{d-1}} H(L ; \omega) F_{i}(C ; \omega) d \omega \tag{2.32}
\end{equation*}
$$

it is called the $i$-th curvature function of $C$.

The $i$-th curvature function $F_{i}(C ; u)$ of a convex body $C$ has the following properties:

1. A convex body can have at most one continuous $i$-th curvature function $F_{i}$;
2. $\int_{S^{d-1}} \omega F_{i}(C ; \omega) d \omega=0$;
3. When $H(C ; u)$ has continuous second derivatives, $F_{i}(C ; u)=\left\{r_{1} \ldots r_{i}\right\}=D_{i}(H(C))$.

Definition 2.27 The $i$-th curvature function of $\lambda_{1} C_{1}+\lambda_{2} C_{2}$ is a homogeneous polynomial of degree $i$ in $\lambda_{1}$ and $\lambda_{2}$. Its coefficients are called the mixed curvature functions of $C_{1}$ and $C_{2}$.

### 2.5.5 The Mixed Bodies

Firey [20] initiated the study of the mixed bodies with $d=3$. The area function of $C_{\theta}=(1-\theta) C_{1}+\theta C_{2}$, where $C_{1}$ and $C_{2}$ are convex bodies, is given by the generalized Steiner formula (Firey [20] page 95) as

$$
S\left(C_{\theta} ; \Omega\right)=(1-\theta)^{2} S\left(C_{1} ; \Omega\right)+2 \theta(1-\theta) S_{12}(\Omega)+\theta^{2} S\left(C_{2} ; \Omega\right)
$$

There is a unique convex body which has $S_{12}$ as its area function. Firey called this convex body the mixed convex body resulting from $C_{1}$ and $C_{2}$, and denoted it as $C\left(C_{1}, C_{2}\right)$. Then

$$
(1-\theta) C_{1}+\theta C_{2}=(1-\theta)^{2} \times C_{1} \# 2 \theta(1-\theta) \times C\left(C_{1}, C_{2}\right) \not \# \theta^{2} \times C_{2} .
$$

In general, the mixed body of $d-1$ convex bodies in $R^{d}$ can be defined.

Definition 2.28 Let $C_{1}, \ldots, C_{d-1}$ be convex bodies. By Theorem 2.22 and equality (2.26), there is a convex body, unique up to translation, whose area function is $S\left(C_{1}, \ldots, C_{d-1} ; \Omega\right)$. This convex body is called the mixed body of $C_{1}, \ldots, C_{d-1}$, denoted as $\left[C_{1}, \ldots, C_{d-1}\right]$.

By definition,

$$
S\left(\left[C_{1}, \ldots, C_{d-1}\right] ; \Omega\right)=S^{\prime}\left(C_{1}, \ldots, C_{d-1} ; \Omega\right)
$$

From the properties of area function it follows that $\left[C_{1}, \ldots, C_{d-1}\right]$ is symmetric in its arguments, and that if the $C_{i}$ are replaced by homothetic copies, the resulting mixed body will be homothetic to the original. It also follows that $[C, \ldots, C]=C$, where equality is assumed to mean up to translation. By (2.29),

$$
\left[C_{1}+L_{1}, C_{2}, \ldots, C_{d-1}\right]=\left[C_{1}, C_{2}, \ldots, C_{d-1}\right] \#\left[L_{1}, C_{2}, \ldots, C_{d-1}\right]
$$

The following notation is introduced:

$$
\left[C_{1}, C_{2}\right]_{i} \triangleq[\underbrace{C_{1}, \ldots, C_{1}}_{d-1-i}, \underbrace{C_{2}, \ldots, C_{2}}_{i}],[C]_{i} \triangleq\left[C_{1}, B^{d}\right]_{i}
$$

Then by definition,

$$
C_{1}+C_{2}=\#_{i=0}^{d-1}\binom{d-1}{i} \times\left[C_{1}, C_{2}\right]_{i}
$$

When $d=3$,

$$
C_{1}+C_{2}=C_{1} \# 2 \times\left[C_{1}, C_{2}\right] \# C_{2}
$$

Also by definition,

$$
S^{\prime}\left([C]_{i} ; \Omega\right)=S_{d-1-i}(C ; \Omega)
$$

When $d=3$,

$$
S\left(\left[C, B^{d}\right] ; \Omega\right)=S_{1}(C ; \Omega)
$$

Lutwak [50] studied the volume of mixed bodies. The following two theorems are of special interest to us.

Theorem 2.52 (Lutwak [50] page 492.) If $C_{1}, \ldots, C_{d-1}$ are convex bodies in $R^{d}$, then

$$
V\left(C_{1}\right) \cdots V\left(C_{d-1}\right) \leq V^{d-1}\left(\left[C_{1}, \ldots, C_{d-1}\right]\right)
$$

with equality if and only if $C_{i}$ are homothetic.

Theorem 2.53 (Lutwak [50] page 492.) If $C_{1}$ and $C_{2}$ are convex bodies in $R^{d}$, then

$$
V^{1 / d}\left(C_{1}\right)+V^{1 / d}\left(C_{2}\right) \leq\left[\sum_{i=0}^{d-1}\binom{d-1}{i} V^{(d-1) / d}\left(\left[C_{1}, C_{2}\right]_{i}\right)\right]^{1 /(d-1)} \leq V^{1 / d}\left(C_{1}+C_{2}\right)
$$

with equality, in either of these inequalities, if and only if $C_{1}$ and $C_{2}$ are homothetic.

### 2.5.6 The Dual Mixed Volumes

Definition 2.29 (Lutwak [49] page 532.) Let $C_{1}, \ldots, C_{d}$ be convex bodies. The dual mixed volume of $C_{1}, \ldots, C_{d}$ is defined as

$$
\tilde{V}\left(C_{1}, \ldots, C_{d}\right) \triangleq \frac{1}{d} \int_{S^{d-1}} \rho\left(C_{1} ; \omega\right) \cdots \rho\left(C_{d} ; \omega\right) d \omega
$$

The dual mixed volume has the following properties (Lutwak [49] page 532):

1. $\tilde{V}$ is continuous, $\tilde{V}\left(C_{1}, \ldots, C_{d}\right)>0$;
2. $\tilde{V}\left(\lambda_{1} C_{1}, \ldots, \lambda_{d} C_{d}\right)=\lambda_{1} \cdots \lambda_{d} \tilde{V}\left(C_{1}, \ldots, C_{d}\right), \lambda_{i}>0$;
3. If $A_{i} \subseteq B_{i}$ for all $i$ then $\tilde{V}\left(A_{1}, \ldots, A_{d}\right) \leq \tilde{V}\left(B_{1}, \ldots, B_{d}\right)$ with equality if and only if $A_{i}=B_{i}$ for all $i ;$
4. $\tilde{V}(C, \ldots, C)=V(C)$.

The notation $\tilde{V}_{i}\left(C_{1}, C_{2}\right)$ is introduced:

$$
\tilde{V}_{i}\left(C_{1}, C_{2}\right) \triangleq \tilde{V}(\underbrace{C_{1}, \ldots, C_{1}}_{d-i}, \underbrace{C_{2}, \ldots, C_{2}}_{i}) .
$$

Theorem 2.54 (Lutwak [49] page 533.)

$$
\tilde{V}^{m}\left(C_{1}, \ldots, C_{d}\right) \leq \prod_{i=0}^{m-1} \tilde{V}(C_{1}, \ldots, C_{d-m}, \underbrace{C_{d-i}, \ldots, C_{d-i}}_{m}), \quad 1<m \leq d
$$

with equality if and only if $C_{d-m+1}, C_{d-m+2}, \ldots, C_{d}$ are all dilations of each other (with the origin as the center of dilation).

A special case of Theorem 2.54 occurs when $m=d$.

Corollary 2.55 (Lutwak [49] page 534.)

$$
\tilde{V}^{d}\left(C_{1}, \ldots, C_{d}\right) \leq V\left(C_{1}\right) \cdots V\left(C_{d}\right),
$$

with equality if and only if $C_{1}, C_{2}, \ldots, C_{d}$ are all dilations of each other (with the origin as the center of dilation).

Combining this corollary with the Alexandrov inequality (2.23) yields:

Corollary 2.56 (Lutwak [49] page 534.)

$$
\tilde{V}\left(C_{1}, \ldots, C_{d}\right) \leq V\left(C_{1}, \ldots, C_{d}\right),
$$

with equality if and only if $C_{1}, C_{2}, \ldots, C_{d}$ are all dilations of each other (with the origin as the center of dilation).

A special case occurs when only two convex bodies are involved.

Corollary 2.57 (Lutwak [49] page 534.)

$$
\tilde{V}_{i}\left(C_{1}, C_{2}\right) \leq V_{i}\left(C_{1}, C_{2}\right),
$$

with equality if and only if $C_{1}$ is a dilation of $C_{2}$ (with the origin as the center of dilation).

### 2.6 Summary

Various orientation-based representations of shape have been defined. Foundation for studying the orientation-based representations have been surveyed and presented coherently. The characteristic properties of the orientation-based representations of shape include:

1. One-to-one property;
2. Necessary and sufficient conditions for a function to be a valid orientation-based representation;
3. Reconstructability.

The common property of all the orientation-based representations is that they rotate in the same way as the object rotates.

The support function plays a very important role in the analysis. It links the results together. Most other representations can be computed from the support function. The support function also is related to the Legendre transformation used in applied mathematics.

The distance function and the radial function deserve special attention because in addition to convex bodies they are well defined for compact starshaped sets.

When $d=3$ there are two curvature functions and two area functions. The first curvature function is the sum of the radii of principal curvature and the second curvature function is the reciprocal of the Gaussian Curvature. The area functions may seem inappropriate for any practical use because their domains are $\mathcal{B}\left(S^{d-1}\right)$ instead of $S^{r d-1}$. But, when the objects are polytopes, the support of their area functions can be covered by finitely many points (for the $(d-1)$-th area function) or line segments (for the first area function) on $S^{d-1}$.

Table 2.1 summarizes the properties of the representations, where $S$ is an arbitrary set in $R^{3}$ and $Q$ is an arbitrary polyhedron in $R^{3}$. Results about the one-to-one property of the representation, necessary conditions for a function to be the representation of a shape and sufficient conditions for a function to be the representation of a shape are known for all the representations listed. Except for the second curvature function and the second area function, all representations can be inverted to reconstruct the object.

The rest of this dissertation is concerned with attitude determination. Previous research is surveyed in Chapter 3 and new results are presented in Chapter 4. The theorems of this chapter provide the necessary and sufficient conditions for two bodies to be homothetic. In particular, conditions on the extrema of inequalities involving orientation-based representations are used.

|  | Defined <br> Extent | One-to-one <br> Extent | Necessary <br> Conditions | Sufficient <br> Conditions | Reconstructable |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $H(S ; u)$ | arbitrary | convex | known <br> Theorem 2.2 | known <br> Theorem 2.3 | yes <br> Theorem 2.5 |
| $x\left(S^{\prime} ; u\right)$ | convex | convex | known <br> Theorem 2.8 | known <br> Theorem 2.8 | $\begin{gathered} \text { yes } \\ \text { trivial } \end{gathered}$ |
| $g(S ; u)$ | arbitrary | starshaped | known <br> Theorem 2.14 | known <br> Theorem 2.15 | Page 24 |
| $\rho(S ; u)$ | arbitrary | starshaped | known via $g(S ; u)$ | known $\text { via } g(S ; u)$ | $\text { via } g(S ; u)$ |
| $F_{1}(S ; u)$ | convex | convex, up to a translation | known <br> Theorem 2.9 | known <br> Theorem 2.11 | yes <br> Theorem 2.11 |
| $F_{2}(S ; u)$ | convex | convex, up to a translation | known <br> Theorem 2.9 | known <br> Theorem 2.10 | unknown |
| $S_{1}(S ; \Omega)$ | convex | convex, up to a translation | known <br> Theorem 2.46 | known <br> Theorem 2.49 | yes <br> Theorem 2.49 |
| $S_{2}(S ; \Omega)$ | convex | convex, up to a translation | known <br> Theorem 2.21 | known <br> Theorem 2.22 | unknown |
| $S_{1}(Q ; \Omega)$ | convex | convex, up to a translation | known <br> Theorem 2.51 | known <br> Theorem 2.51 | yes <br> Theorem 2.51 |
| $S_{2}(Q ; \Omega)$ | convex | convex, up to a translation | known <br> Theorem 2.23 | known <br> Theorem 2.23 | yes <br> Little [47] |

Table 2.1: Properties of orientation-based representations.

## Chapter 3

## Previous Research

In machine vision, previously used orientation-based representations of shape, as defined by Definition 2.1, include the Extended Gaussian Image (EGI) and generalizations defined by Liang and Todhunter [45] and by Kang and Ikeuchi [40]. Representations not previously described as orientation-based but which easily fit the framework defined in Section 2.1 are the Gaussian and mean curvatures, as used, for example, by Besl [5].

The Extended Gaussian Image and its discrete version are the second curvature function and the second area function respectively. It is known from Chapter 2 that these orientation-based representations are one-to-one only for convex bodies. There has been some effort to apply the Extended Gaussian Image to non-convex shapes [35, 47].

A different point of view is taken here. Instead of extending the definitions of existing orientation-based representations, new orientation-based representations are sought that are well defined and well behaved when applied to non-convex sets. In particular, the distance function and the radial function are of interest since they are well defined and one-to-one for compact starshaped sets. The radial function for two dimensional sets has been used to represent the 2-D contours of objects [28, 29]. Schudy and Ballard [70] used the radial function to model the 3-D shape of hearts. As far as is known, the radial function has not previously been used in 3-D attitude determination.

Nalwa [57] argued that differential geometric representations are, in general, inade-
quate and suggested that global geometric information be incorporated. He proposed to use the support function because of its locality, unambiguity and additiveness. However, no suggestion was made about how the representation could be used in surface matching. In fact, Little [47] had already used the support function in object reconstruction and attitude determination. The use of the support function by Little [47], however, is for polytopes only. One novel contribution of this thesis is to use the support function in attitude determination for smooth, strictly convex objects, as described in Section 4.1.

The remainder of this chapter is organized as follows. Section 3.1 reviews the development of the EGI and its use in recognition and attitude determination. Section 3.2 looks at efforts to extend the EGI to handle more complicated objects and to solve other related problems. Section 3.3 surveys the use of these representations in computational vision. Finally, Section 3.4 summarizes the current state of the art by enumerating what has been done and what has not been done using these orientation-based representations. Throughout this chapter, only three dimensional space, $R^{3}$, is considered (i.e., $d=3$ ).

### 3.1 The Extended Gaussian Image

The idea of the Extended Gaussian Image originated with Smith [71]. Smith called the representation the Enhanced Spherical Image (ESI) because of its connection to the spherical image (Section 2.2). "An ESI model for a convex object consists of a set of vectors. An individual vector's direction component represents the direction of a surface normal of the object, and the vector's magnitude signifies the object's surface area corresponding to the particular normal direction." This is equivalent to the EGI for a polytope as discussed later in this section. The ESI model could not represent smooth objects since the spherical image of a smooth object includes finite area patches on the sphere. A theorem of adjacency proposed by Smith [71], which claimed that
adjacent points in an ESI were the mappings of adjacent faces in the corresponding convex polyhedron, was later shown to be false by a counter example due to Moni [56].

The formal definition of the EGI was given by Horn [35].

Definition 3.1 (Horn [35] page 1675.) The Extended Gaussian Image is defined, for a surface $C$, as a map, $G_{C}: S^{d-1} \longmapsto R^{1}$, which associates the inverse of Gaussian curvature at a boundary point of a surface to the orientation $u \in S^{\prime d-1}$ of the surface at the point:

$$
G_{C}(u)=\frac{1}{K_{C}(x(u))}
$$

where $x(u)$ is the point on $C$ with unit outward normal $u$, and $K_{C}(x(u))$ is the Gauss curvature of $C$ at point $x(u)$. Such a map $G_{C}$ is called the EGI of $C$.

Clearly, the EGI is exactly the second curvature function of a surface. Thus, Theorem 2.10 guarantees the existence of a unique, up to a translation, closed convex surface whose second curvature function is a given function satisfying the necessary condition.

This definition of the EGI requires that the surface is smooth. A definition of the EGI that captures the geometric description of a surface without requiring differentiability is needed when polytopes are encountered. A discretized version of EGI also is needed when the EGI is represented numerically. Since the Gaussian curvature at the faces of a polytope vanishes, Definition 3.1 can no longer be used directly. In this situation, the area function of a polytope (Section 2.1.7) is used, i.e., a discrete system of vectors $\mathcal{A}(P)=\left\{a_{i} \mid 1 \leq i \leq f(P)\right\}$, where $f(P)$ is the number of facets of $P$, the direction of $a_{i}$ is the same as that of the outward normal of face $F_{i}$ and the length of $a_{i}$ is equal to the $(d-1)$-content of $F_{i}$.

The justification for using the area function for polytopes is twofold:

1. The curvature function and the area function are associated by equality (2.24),

$$
S(C ; \omega)=\int_{\omega} r_{1} r_{2} \cdots r_{d-1} d \omega
$$

where $r_{1}, r_{2}, \ldots, r_{d-1}$ are the radii of principal curvature;
2. The Gaussian curvature can be defined as

$$
K(p)=\lim _{|E| \rightarrow 0} \frac{|G(E)|}{|E|}
$$

where E is a compact portion of the surface containing $p, G(E)$ is the spherical image of $E$, and $|\cdot|$ is the surface area measure.

The EGI has the following properties:

1. It is insensitive to the translational position of an object;
2. It is one-tu-one for convex bodies (cf. Theorems 2.22, 2.23);
3. It can be computed easily from needle diagrams obtained using photometric stereo, or depth maps obtained using laser range finders or binocular stereo (cf. [36]).

The EGI has been used in recognition and attitude determination. Brou [12, 13] defines matching error, $M(\gamma)=\int_{S^{2}}\left|K_{o}(\gamma(\omega))-K_{i}(\omega)\right| d \omega$, as a function of the rotation, $\gamma$, where $K_{o}$ and $K_{i}$ are the Gaussian curvatures of the model and the object, respectively. The solution lies in the minimum of the error function and is found by enumerating the discrete rotation space. In Horn and Ikeuchi [37], the EGI of a prototype is rotated to match the EGI of a sensed object until the sum of the square of the differences between the two EGI's is a minimum. The prototype that achieves the minimum difference among all prototype identifies the sensed object. Ikeuchi [38] viewed the problem of matching as the determination of the line of sight and the rotation angle with respect to an internal
model. The EGI mass center constrains the line of sight, and the EGI inertia direction constrains the rotation around the line of sight.

Little [47] made use of Brunn-Minkowski's Theorem (Theorem 2.37) to reconstruct a polytope from its EGI and to determine the attitude of a polytope with respect to a model. Let $P$ and $Q$ be two convex bodies, $R=\lambda P+(1-\lambda) Q$. By the Brunn-Minkowski Theorem,

$$
V^{\frac{1}{3}}(\lambda P+(1-\lambda) Q) \geq \lambda V^{\frac{1}{3}}(P)+(1-\lambda) V^{\frac{1}{3}}(Q)
$$

If the left hand side is replaced by its representation in terms of mixed volumes, one obtains

$$
V_{1}^{3}(Q, P) \geq V(P) V^{2}(Q)
$$

The Brunn-Minkowski Theorem states that the polytope $P$, having unit volume, that minimizes $V_{1}(Q, P)$ is homothetic to $Q$. Now suppose $Q$ has area function $\mathcal{A}(Q)=\left\{\mathcal{A}\left(q_{i}\right) \mid 1 \leq i \leq N\right\}$, where $q_{i}$ are faces of $Q$ with outward unit normal $\omega_{i}$. Recall, from equality (2.20), that

$$
V_{1}^{3}(Q, P)=\left(\frac{1}{3} \sum_{i=1}^{N} H\left(P ; \omega_{i}\right) \mathcal{A}\left(q_{i}\right)\right)^{3} .
$$

Using this relation, Little developed an iterative method which combines the techniques of constructing a polytope from its support vector (values of support function at the facet orientations of the polytope) and minimization techniques to construct the support function of $P$ such that $\mathcal{A}(P)=\mathcal{A}(Q)$. This is to say that given a sensed EGI $\mathcal{A}(Q)$, its corresponding polytope can be reconstructed.

In attitude determination, a sensed EGI, $\mathcal{A}(Q)$, is given and the task is to find the attitude which rotates the sensed EGI into correspondence with the prototype EGI. Consider the $P$ in the above inequalities as the prototype. Then to determine object attitude, Little minimized

$$
\sum_{i=1}^{N} H\left(P ; R\left(\omega_{i}\right)\right) \mathcal{A}\left(q_{i}\right)
$$

over all rotations $R$. When only the portion of a surface corresponding to a single visible hemisphere is sensed, the EGI of the object is not complete. Little used

$$
\sum_{\omega_{i} \in S^{2}(v)} H\left(P ; R\left(\omega_{i}\right)\right) \mathcal{A}\left(q_{i}\right),
$$

where the $S^{\prime 2}(v)$ is the hemisphere visible from viewing direction $v$. Good performance of the method using the mixed volume with both complete and partial EGI was reported.

### 3.2 Generalization of the EGI

There have been several attempts to generalize the EGI so that a larger class of objects can be represented and more problems can be solved. The generalizations still are orientation-based representations. Among the representations are the surface shape representation by Liang and Todhunter [45] and the complex EGI by Kang and Ikeuchi [40].

The surface shape representation defined by Liang and Todhunter [45] is an extension to the EGI in that smooth surfaces are considered and principal curvatures/directions are recorded rather than Gaussian curvature alone. A vector function on the unit sphere is defined for each surface patch. The function value is the vector composed of the maximum principal curvature, the minimum principal curvature and the two components of the unit maximum principal curvature direction. An algorithm was proposed for matching surface shapes with strictly positive and strictly negative Gaussian curvatures. For general surface shapes, it was suggested that the surface shapes be partitioned into regions with positive, negative and zero Gaussian curvature. Matching algorithms are intended. Problems arise, however, when surfaces contain holes even if the Gaussian curvature is strictly positive. For example, in Figure 3.1, the representation of Liang and Todhunter is not well defined for the surface patch in the figure because there are points on the surface patch whose normal directions are the same. The one-to-one correspondence


Figure 3.1: An open surface patch with positive Caussian curvature.
between the sphere and the surface via normal vector is only guaranteed for regular closed convex surfaces.

The Complex Extended Gaussian Image (CEGI) defined by Kang and Ikeuchi [40] associates a complex number to each normal vector. The magnitude of the complex number is the area of the face corresponding to the normal, and the phase of the complex number is the normal distance of that face to the origin. Thus, the CEGI is equivalent to the EGI augmented with the value of the support function at each normal. The idea came from the observation that the EGI is translation invariant. The CEGI was used to determine the translation parameters using a least-square technique. Suppose the object is translated by $(\delta x, \delta y, \delta z)$. The method requires that

$$
\sqrt{(\delta x)^{2}+(\delta y)^{2}+(\delta z)^{2}}<\pi
$$

This requirement can be eliminated by making use of the properties of the support function. Recall equality (2.1). If a set $C$ is translated into $C^{\prime}$ by a vector $a$, the support function of $C^{\prime}$ is

$$
H\left(C^{\prime} ; v\right)=H(C ; v)+\langle a, v\rangle .
$$

Let $v_{1}, v_{2}$, and $v_{3}$ be three normal directions, $d_{i}$ and $d_{i}^{\prime}$ be the corresponding support
function values before and after the translation. Then

$$
d_{i}^{\prime}=d_{i}+\left\langle a, v_{i}\right\rangle, i=1,2,3 .
$$

Thus $a$ is the solution of the equation

$$
a^{T} \cdot\left(\begin{array}{lll}
v_{1} & v_{2} & v_{3}
\end{array}\right)=\left(\begin{array}{l}
d_{1}^{\prime}-d_{1} \\
d_{2}^{\prime}-d_{2} \\
d_{3}^{\prime}-d_{3}
\end{array}\right)
$$

### 3.3 Related Representations

Examples of related representations are Gaussian curvature and mean curvature represented as functions defined on the image plane. The distinction between these functions and the curvature functions studied in this dissertation is a technical one. Properties of these representations follow from differential geometry.

Besl [5] proposed using Gaussian and mean curvature as "visible-invariant surface characteristics" and used the signs of Gaussian curvature and mean curvature to define eight visible-invariant HK-sign surface types. From this, a theory of image segmentation was built. A wide variety of range images and intensity images were tested. This "sign-of-curvature" paradigm has been very influential in computational vision, particularly in the area of viewpoint invariant surface segmentation (see, for example, Li [43]).

There are many other representations that involve the use of surface curvature properties. For a more thorough survey, see Besl [5, 6].

### 3.4 Summary

Among the orientation-based representations, only the second area function for polytopes has been utilized in computational vision [37, 47]. At the same time, a comprehensive collection of mathematical results exists about all the representations described.

Table 3.1 summarizes the current state of the art.

Chapter 4 extends the state of art by solving the attitude determination problem in new ways using combinations of the support function, with the first curvature function and the second curvature function and the radial function.

| Orientation-Based <br> Representations | Used <br> Before | Reconstruction | Attitude <br> Determination |
| :---: | :---: | :---: | :---: |
| $H(P ; \xi)$ | yes <br> Little [47] | trivial <br> Theorem 2.5 | done <br> Little [47] |
| $H(C ; \xi)$ | no | trivial <br> Theorem 2.5 | done in Section 4.1 |
| $g(C ; \xi)$ | no | trivial <br> Page 24 |  |
| $\rho(C ; \xi)$ | yes <br> Schudy et al [70] | trivial via $g(C ; \xi)$ | done in Section 4.2 |
| $F_{1}(C ; \xi)$ | no | possible <br> Theorem 2.11 | done in Section 4.1 |
| $F_{2}(C ; \xi)$ | no | unknown | done in Section 4.1 |
| $S_{1}(P ; \omega)$ | no | possible <br> Theorem 2.51 |  |
| $S_{2}(P ; \omega)$ | yes Little [47] | done <br> Little [47] | done <br> Little [47] |
| $S_{1}(C ; \omega)$ | no | possible <br> Theorem 2.49 |  |
| $S_{2}(C ; \omega)$ | no | unknown |  |

Table 3.1: Use of orientation-based representations.

## Chapter 4

## Solutions to the Attitude Determination Problem

In this chapter, the problem of attitude determination is defined and theoretical solutions to attitude determination using orientation-based representations are provided. The following orientation-based representations are used:

1. The support function;
2. The first curvature function;
3. The second curvature function;
4. The radial function.

For attitude determination, only objects in $R^{3}$ are considered.

Definition 4.1 Attitude determination is the problem of finding a rotation, $R$, such that $R\left(C_{1}\right)$ and $C_{2}$ are homothetic, where $C_{1}$ is a known 3-D model and $C_{2}$ is an instance of $C_{1}$ under an unknown rotation, translation and scaling.

Section 4.1 uses the support function and the curvature functions to solve the attitude determination problem. Section 4.2 uses the radial function in attitude determination.

### 4.1 Attitude Determination by the Support Function and Curvature Functions

Throughout, assume that $C_{1}$ is a given object model defined in a standard coordinate system and that $C_{2}$ is a measured instance of $C_{1}$ subject to unknown rotation, translation and scaling. Let $R$ denote an arbitrary rotation. By Corollary 2.43,

$$
\begin{equation*}
V\left(R\left(C_{1}\right), C_{2}, B^{3}\right) \geq \sqrt{V\left(R\left(C_{1}\right), R\left(C_{1}\right), B^{3}\right) V\left(C_{2}, C_{2}, B^{3}\right)} \tag{4.1}
\end{equation*}
$$

with equality if and only if $R\left(C_{1}\right)$ and $C_{2}$ are homothetic. Further, it is known that $V\left(C, C, B^{3}\right)$ is equal to $1 / 3$ the surface area of a convex body $C$. Surface area is invariant under rotation. Therefore, $V\left(R\left(C_{1}\right), R\left(C_{1}\right), B^{3}\right)=V\left(C_{1}, C_{1}, B^{3}\right)$ and the minimum value of (4.1) is $\sqrt{V\left(C_{1}, C_{1}, B^{3}\right) V\left(C_{2}, C_{2}, B^{3}\right)}$, independent of $R$. Accordingly, $V\left(R\left(C_{1}\right), C_{2}, B^{3}\right)$ achieves this minimum if and only if $R\left(C_{1}\right)$ and $C_{2}$ are homothetic. Similarly, by Corollary 2.38,

$$
\begin{equation*}
V\left(R\left(C_{1}\right), C_{2}, C_{2}\right) \geq \sqrt[3]{V\left(R\left(C_{1}\right)\right) V^{2}\left(C_{2}\right)} \tag{4.2}
\end{equation*}
$$

with equality if and only if $R\left(C_{1}\right)$ and $C_{2}$ are homothetic. Volume is invariant under rotation. Therefore, $V\left(R\left(C_{1}\right)\right)=V\left(C_{1}\right)$ and the minimum value of $(4.2)$ is $\sqrt[3]{V\left(C_{1}\right) V^{2}\left(C_{2}\right)}$, independent of $R$. The left-hand side of inequality (4.2), V(R(C $\left.\left.C_{1}\right), C_{2}, C_{2}\right)$, achieves this minimum if and only if $R\left(C_{1}\right)$ and $C_{2}$ are homothetic. Now, define functions of $R$ as follows:

$$
\begin{align*}
& \varphi(R) \triangleq V\left(R\left(C_{1}\right), C_{2}, B^{3}\right)  \tag{4.3}\\
& \psi(R) \triangleq V\left(R\left(C_{1}\right), C_{2}, C_{2}\right) \tag{4.4}
\end{align*}
$$

Functions $\varphi(R)$ and $\psi(R)$ depend on $C_{1}$ and $C_{2}$. They attain their known minima at $R_{0}$ if and only if $R_{0}\left(C_{1}\right)$ and $C_{2}$ are homothetic. Therefore, by Definition 4.1, the 3-D attitude determination problem can be solved if the minima of $\varphi(R)$ or $\psi(R)$ can be found. Either
of these minima is an equivalent solution to the 3-D attitude determination problem. The global minimum of $\varphi(R)$ is $\frac{1}{3} \sqrt{S\left(C_{1}\right) S\left(C_{2}\right)}$ and that of $\psi(R)$ is $\sqrt[3]{V\left(C_{1}\right) V^{2}\left(C_{2}\right)}$, both of which are known independent of $R$. By the conditions of Corollary 2.43 and 2.38, these global minima are unique, modulo any rotational symmetries that $C_{1}$ possesses.

Thus the attitude determination problem can be expressed as one of the following optimization problems:

$$
\begin{align*}
\text { minimize: } & \varphi(R)  \tag{4.5}\\
\text { subject to: } & R \text { is a rotation }, \\
\text { minimize: } & \psi(R)  \tag{4.6}\\
\text { subject to: } & R \text { is a rotation . }
\end{align*}
$$

A rotation, $R$, can be represented as a triple $(\phi, \theta, \Omega)$ interpreted to mean a counterclockwise rotation by angle $\Omega$ around unit vector $(\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi)$. When $R$ is represented in this way, $\varphi(R)$ and $\psi(R)$ are functions of the three variables $\phi, \theta, \Omega \in$ $R^{3}$ and are written as $\varphi(\phi, \theta, \Omega)$ and $\psi(\phi, \theta, \Omega)$. Thus, the problem of 3-D) attitude determination is transformed into two equivalent optimization problems:

$$
\begin{align*}
\text { minimize: } & \varphi(\phi, \theta, \Omega), \quad(\phi, \theta, \Omega) \in R^{3}  \tag{4.7}\\
\text { subject to: } & 0 \leq \phi \leq \pi, 0 \leq \theta \leq 2 \pi, 0 \leq \Omega \leq \pi \\
\text { minimize: } & \psi(\phi, \theta, \Omega), \quad(\phi, \theta, \Omega) \in R^{3}  \tag{4.8}\\
\text { subject to: } & 0 \leq \phi \leq \pi, 0 \leq \theta \leq 2 \pi, 0 \leq \Omega \leq \pi
\end{align*}
$$

Since the feasible regions of the above optimization problems are closed and bounded, solutions to the optimization problems necessarily exist. Thus solutions to the attitude determination problem formulated in this way necessarily exist.

Since any triple $(\phi, \theta, \Omega)$ in $R^{3}$ corresponds to a rotation, it is not necessary to set the bounds on $(\phi, \theta, \Omega)$ to $[0, \pi] \times[0,2 \pi] \times[0, \pi]$, which only ensures that the representation
is unique within the bounds. Thus, the problem of attitude determination can again be transformed into the following equivalent optimization problems:

$$
\begin{array}{ll}
\text { minimize: } & \varphi(\phi, \theta, \Omega), \quad(\phi, \theta, \Omega) \in R^{3}, \\
\text { minimize: } & \psi(\phi, \theta, \Omega), \quad(\phi, \theta, \Omega) \in R^{3} . \tag{4.10}
\end{array}
$$

Since the objective functions are periodic and bounded, solutions to both of these optimization problems also necessarily exist.

It is important to note that the required mixed volumes are well defined as long as $C_{1}$ and $C_{2}$ are 3-D convex bodies. Thus, optimization problems (4.9) and (4.10), derived from Corollary 2.43 and 2.38 , apply to polyhedra too. If $C_{1}$ and $C_{2}$ are smooth and strictly convex, then the objective functions $\varphi(R)$ and $\psi(R)$ can be written explicitly, according to Equation (2.32), as

$$
\begin{align*}
\varphi(R) & =\frac{1}{6} \int_{S^{2}} H\left(R\left(C_{1}\right) ; \omega\right) F_{1}\left(C_{2} ; \omega\right) d \omega,  \tag{4.11}\\
\psi(R) & =\frac{1}{3} \int_{S^{2}} H\left(R\left(C_{1}\right) ; \omega\right) F_{2}\left(C_{2} ; \omega\right) d \omega . \tag{4.12}
\end{align*}
$$

When the support function of $C_{2}$ has continuous second derivatives, $F_{1}\left(C_{2} ; \omega\right)$ and $F_{2}\left(C_{2} ; \omega\right)$ are the sum of the radii of principal curvature and the reciprocal of the Gaussian curvature of the surface of $C_{2}$, respectively.

The interpreted roles of $C_{1}, C_{2}$ as the model and the sensed object can be exchanged depending on what measurement can be made about the object. Suppose the support function of an object can be measured instead of the curvature functions. Then the roles of $C_{1}$ and $C_{2}$ in the derivations of this section can be exchanged. Then the curvature functions, instead of the support function, of the model are needed in order to minimize $\varphi(R)$ and $\psi(R)$.

Because of the symmetry between $R$ and $R^{-1}$ and between $C_{1}$ and $C_{2}$, the attitude determination problem may also be expressed as an optimization involving one of the
following functions:

$$
\begin{aligned}
& \varphi_{1}(R) \triangleq V\left(R^{-1}\left(C_{2}\right), C_{1}, B^{3}\right) \\
& \psi_{1}(R) \triangleq V\left(R^{-1}\left(C_{2}\right), C_{1}, C_{1}\right) \\
& \varphi_{2}(R) \triangleq V\left(C_{2}, R\left(C_{1}\right), B^{3}\right) \\
& \psi_{2}(R) \triangleq V\left(C_{2}, R\left(C_{1}\right), R\left(C_{1}\right)\right)
\end{aligned}
$$

Again, using Equation (2.32), these functions can be calculated as follows when $C_{2}$ is smooth and strictly convex:

$$
\begin{align*}
\varphi_{1}(R) & =\frac{1}{6} \int_{S^{2}} H\left(R^{-1}\left(C_{2}\right) ; \omega\right) F_{1}\left(C_{1} ; \omega\right) d \omega  \tag{4.13}\\
\psi_{1}(R) & =\frac{1}{3} \int_{S^{2}} H\left(R^{-1}\left(C_{2}\right) ; \omega\right) F_{2}\left(C_{1} ; \omega\right) d \omega  \tag{4.14}\\
\varphi_{2}(R) & =\frac{1}{6} \int_{S^{2}} H\left(C_{2} ; \omega\right) F_{1}\left(R\left(C_{1}\right) ; \omega\right) d \omega  \tag{4.15}\\
\psi_{2}(R) & =\frac{1}{3} \int_{S^{2}} H\left(C_{2} ; \omega\right) F_{2}\left(R\left(C_{1}\right) ; \omega\right) d \omega \tag{4.16}
\end{align*}
$$

In practice, sensed surface data typically is obtained from a single viewpoint. Thus, the points at which the curvature functions of $C_{2}$ are known span only a hemisphere. Therefore, the objective functions can not be computed over the whole unit sphere as in Equation (4.11) and (4.12). To proceed, it is necessary to "complete" the visible surface, to convert it into a convex body.

Suppose the viewpoint is in the positive z direction. Further, suppose that the occluding boundaries of $C_{2}$ and $R\left(C_{1}\right)$ each lie in a plane ${ }^{1}$. Assume coordinate systems are assigned so that the plane for $C_{2}$ is $z=0$. Let $R\left(C_{1}\right)^{\prime}$ be the convex body bounded by points of $R\left(C_{1}\right)$ that are visible in the positive $z$ direction and by the plane containing the occluding boundary. Let $C_{2}{ }^{\prime}$ be the convex body bounded by points of $C_{2}$ that are visible in the positive $z$ direction and by the plane $z=0$. Figure 4.1 provides a 2-D

[^2]
(a) $R\left(C_{1}\right)^{\prime}$

(b) $\mathrm{C}_{2}{ }^{\prime}$

Figure 4.1: Using the data on a hemisphere in optimization when the object is viewed from a single viewpoint.
example where $C_{1}$ and $C_{2}^{\prime}$ are ellipses and where $R\left(C_{1}\right)^{\prime}$ and $C_{2}{ }^{\prime}$ are the shaded regions shown. Of course, Corollary 2.43 and 2.38 still apply to $R\left(C_{1}\right)^{\prime}$ and $C_{2}{ }^{\prime}$. Therefore,

$$
\begin{equation*}
\frac{V\left(R\left(C_{1}\right)^{\prime}, C_{2}^{\prime}, B^{3}\right)}{\sqrt{V\left(R\left(C_{1}\right)^{\prime}, R\left(C_{1}\right)^{\prime}, B^{3}\right)}} \geq \sqrt{V\left(C_{2}^{\prime}, C_{2}^{\prime}, B^{3}\right)} \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{V\left(R\left(C_{1}\right)^{\prime}, C_{2}{ }^{\prime}, C_{2}{ }^{\prime}\right)}{\sqrt[3]{V\left(R\left(C_{1}\right)^{\prime}\right)}} \geq \sqrt[3]{V^{2}\left(C_{2}{ }^{\prime}\right)} \tag{4.18}
\end{equation*}
$$

with equality if and only if $R\left(C_{1}\right)^{\prime}$ and $C_{2}^{\prime}$ are homothetic. The minimum values of (4.17) and (4.18) still are known independent of $R$. Thus functions of rotation, $R$, can be defined as follows:

$$
\begin{align*}
& \hat{\varphi}(R) \triangleq \frac{V\left(R\left(C_{1}\right)^{\prime}, C_{2}^{\prime}, B^{3}\right)}{\sqrt{V\left(R\left(C_{1}\right)^{\prime}, R\left(C_{1}\right)^{\prime}, B^{3}\right)}}  \tag{4.19}\\
& \hat{\psi}(R) \triangleq \frac{V\left(R\left(C_{1}\right)^{\prime}, C_{2}^{\prime}, C_{2}^{\prime}\right)}{\sqrt[3]{V\left(R\left(C_{1}\right)^{\prime}\right)}} \tag{4.20}
\end{align*}
$$

However, neither $R\left(C_{1}\right)^{\prime}$ nor $C_{2}^{\prime}$ is smooth and strictly convex so that the mixed volumes involved in $\hat{\varphi}(R)$ and $\widehat{\psi}(R)$ can not be computed using Equation (2.32). Instead, they can be computed using Equation (2.28).

Let $u_{z}$ denote the vector $(0,0,1), u_{R}$ denote the normal of the plane that contains the occluding boundary of $R\left(C_{1}\right), S^{2-}$ and $S^{2+}$ denote the hemispheres corresponding to $z<0$ and $z>0$, respectively. The mixed volumes in functions $\hat{\varphi}(R)$ and $\hat{\psi}(R)$ are

$$
\begin{aligned}
V\left(R\left(C_{1}\right)^{\prime}, C_{2}^{\prime}, B^{3}\right) & =\frac{1}{6} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{1}\left(C_{2} ; \omega\right) d \omega \\
& +\frac{1}{6} \int_{S^{2+}} H\left(R\left(C_{1}\right)^{\prime} ; \omega\right) d S_{1}^{\prime}\left(C_{2}^{\prime} ; \omega\right), \\
V\left(R\left(C_{1}\right)^{\prime}, R\left(C_{1}\right)^{\prime}, B^{3}\right) & =\frac{1}{6} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{1}\left(R\left(C_{1}\right) ; \omega\right) d \omega \\
& +\frac{1}{6} \int_{S^{2+}} H\left(R\left(C_{1}\right)^{\prime} ; \omega\right) d S_{1}^{\prime}\left(R\left(C_{1}\right)^{\prime} ; \omega\right), \\
V\left(R\left(C_{1}\right)^{\prime}, C_{2}^{\prime}, C_{2}^{\prime}\right) & =\frac{1}{3} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{2}\left(C_{2} ; \omega\right) d \omega \\
& +H\left(R\left(C_{1}\right)^{\prime} ; u_{z}\right) \cdot S_{2}\left(C_{2}^{\prime} ; u_{z}\right) \\
V\left(R\left(C_{1}\right)^{\prime}\right) & =\frac{1}{3} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{2}\left(R\left(C_{1}\right) ; \omega\right) d \omega \\
& +H\left(R\left(C_{1}\right)^{\prime} ; u_{R}\right) \cdot S_{2}\left(R\left(C_{1}\right)^{\prime} ; u_{R}\right) .
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \hat{\varphi}(R)=\frac{\frac{1}{6} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{1}\left(C_{2} ; \omega\right) d \omega+\frac{1}{6} \int_{S^{2+}} H\left(R\left(C_{1}\right)^{\prime} ; \omega\right) d S_{1}\left(C_{2}^{\prime} ; \omega\right)}{\left[\frac{1}{6} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{1}\left(R\left(C_{1}\right) ; \omega\right) d \omega+\frac{1}{6} \int_{S^{2+}} H\left(R\left(C_{1}\right)^{\prime} ; \omega\right) d S_{1}^{\prime}\left(R\left(C_{1}\right)^{\prime} ; \omega\right)\right]^{\frac{1}{2}}}, \\
& \hat{\psi}(R)=\frac{\frac{1}{3} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{2}\left(C_{2} ; \omega\right) d \omega+H\left(R\left(C_{1}\right) ; u_{z}\right) \cdot S_{2}\left(C_{2}^{\prime} ; u_{z}\right)}{\left[\frac{1}{3} \int_{S^{2}-} H\left(R\left(C_{1}\right) ; \omega\right) F_{2}\left(R\left(C_{1}\right) ; \omega\right) d \omega+H\left(R\left(C_{1}\right)^{\prime} ; u_{R}\right) \cdot S_{2}\left(R\left(C_{1}\right)^{\prime} ; u_{R}\right)\right]^{\frac{1}{3}}} .
\end{aligned}
$$

The value of $S_{2}\left(C_{2}{ }^{\prime} ; u_{z}\right)$ does not depend on $R$. In fact, by Equation (2.24) and Theorem 2.46,

$$
S_{2}\left(C_{2}^{\prime} ; u_{z}\right)=-\int_{S^{2-}} \omega_{z} F_{2}\left(C_{2} ; \omega\right) d \omega,
$$

where $\omega_{z}$ denotes the $z$ component of $\omega$. The value of $H\left(R\left(C_{1}\right)^{\prime} ; u_{z}\right)$ is non-negative. When $R\left(C_{1}\right)^{\prime}$ and $C_{2}^{\prime}$ are homothetic, $H\left(R\left(C_{1}\right)^{\prime} ; u_{z}\right)$ is zero and

$$
\int_{S^{2+}} H\left(R\left(C_{1}\right)^{\prime} ; \omega\right) d S_{1}^{\prime}\left(C_{2}^{\prime} ; \omega\right)
$$

$$
\int_{S^{2+}} H\left(R\left(C_{1}\right)^{\prime} ; \omega\right) d S_{1}\left(R\left(C_{1}\right)^{\prime} ; \omega\right) \text { and } H\left(R\left(C_{1}\right)^{\prime} ; u_{R}\right) \cdot S_{2}\left(R\left(C_{1}\right)^{\prime} ; u_{R}\right)
$$

are equal to a constant times the area of the region of $C_{2}{ }^{\prime}$ on the occluding plane.

The planar regions of $R\left(C_{1}\right)^{\prime}$ and $C_{2}^{\prime}$ introduce new area and mixed area terms into the mixed volumes that, while slowly varying, do depend on $R$. Ignoring these terms affects the accuracy of the mixed volumes $V\left(R\left(C_{1}\right)^{\prime}, C_{2}{ }^{\prime}, B^{3}\right), V\left(R\left(C_{1}\right)^{\prime}, R\left(C_{1}\right)^{\prime}, B^{3}\right)$ and $V\left(R\left(C_{1}\right)^{\prime}, C_{2}{ }^{\prime}, C_{2}{ }^{\prime}\right)$. When these terms are ignored, the objective functions $\hat{\varphi}(R)$ and $\hat{\psi}(R)$ become the following functions:

$$
\begin{align*}
& \bar{\varphi}(R)=\frac{\frac{1}{6} \int_{S^{2}-} H\left(R\left(C_{1}\right) ; \omega\right) F_{1}\left(C_{2} ; \omega\right) d \omega}{\left[\frac{1}{6} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{1}\left(R\left(C_{1}\right) ; \omega\right) d \omega\right]^{\frac{1}{2}}},  \tag{4.21}\\
& \bar{\psi}(R)=\frac{\frac{1}{3} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{2}\left(C_{2} ; \omega\right) d \omega}{\left[\frac{1}{3} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{2}\left(R\left(C_{1}\right) ; \omega\right) d \omega\right]^{\frac{1}{3}}} . \tag{4.22}
\end{align*}
$$

Minimizing $\bar{\varphi}(R)$ and $\bar{\psi}(R)$ only approximates the minimizing solutions to optimization problems (4.9) and (4.10). Even if perfect, minimizing $\bar{\varphi}(R)$ and $\bar{\psi}(R)$ does not solve the attitude determination problem, as defined in Definition 4.1, since part of the object is never seen and therefore may not be matched correctly. It does solve the attitude determination problem correctly to the extent possible, given the data available. Figure 4.2 depicts two 2-D convex objects that match when viewed in the positive z direction but that do not match over the whole unit circle.

### 4.2 Attitude Determination by the Radial Function

The motivation to propose the use of the radial function in attitude determination is that the radial function can be defined for starshaped sets. The radial function and the distance function are one-to-one for compact starshaped sets, not just convex sets. Thus a class of shapes larger than the class of convex shapes considered in Section 4.1 can be dealt with. Starshapedness is a natural step from convexity to non-convexity.


Figure 4.2: Two 2-D convex objects that do match when viewed in the positive $z$ direction but that do not match over the whole unit circle.

Some existing mathematical results, see Breen [8, 9, 11] for example, can be exploited. This section provides solutions to the attitude determination problem using the radial function.

Theorem 2.16 says that a compact starshaped set that has the origin in its kernel is convex if and only if its distance function is convex. This means that the distance function captures the starshapedness property. From Definition 2.6 and Definition 2.7, the radial function, $\rho(C ; \xi)$, for a convex set $C$ is the inverse of the distance function of $C$. To make the radial function a good representation for starshaped sets, it must first be defined for starshaped sets. It is noted that Definition 2.7 of the radial function in Section 2.1 .5 can be directly applied on any compact starshaped set without any change. The domain of the radial function can be extended to $R^{3}$ from $S^{\prime 2}$.

Definition 4.2 The radial function of a starshaped set $S^{\prime}$ in $R^{3}$ is defined as

$$
\begin{equation*}
\rho(S ; x) \triangleq \sup \{\lambda>0 \mid \lambda x \in S\}, \text { for } x \in R^{3} \backslash\{O\} \tag{4.23}
\end{equation*}
$$



Figure 4.3: A 2-D starshaped set and its radial function, defined for points, $(u, v)$, on the unit circle.

The radial function of a starshaped set depends on the choice of origin in the coordinate system. If the origin is not interior to the set, $S$, then the radial function is not defined for every point $x \in R^{3}$. Suppose $S$ is a compact starshaped set in $R^{3}$ with origin, $O$, in the interior of its kernel, the radial function is

$$
\begin{equation*}
\rho(S ; x)=\left\|\xi_{x}\right\| /\|x\|, \text { for } x \in R^{3}, x \neq 0 \tag{4.24}
\end{equation*}
$$

where $\xi_{x}$ is the (unique) point of intersection of the ray $\overrightarrow{O x}$ with the boundary of $S$.
The radial function is positively homogeneous of degree minus one with respect to $x$. That is, $\rho(S ; \lambda x)=\frac{1}{\lambda} \rho(S ; x), \lambda>0$. Thus, representing the radial function over the unit sphere is sufficient to determine the function over the whole space, $R^{3}$. Figure 4.3 shows a 2-D) starshaped set and its radial function defined for points, $(u, v)$, on the unit circle. The analytic expressions between the dashed lines define the radial function for points on the unit circle, $u^{2}+v^{2}=1$, in the corresponding region.

The properties of the radial function listed on page 28 also hold for starshaped sets.


Figure 4.4: Two 2-D sets with the same radial function.

In particular, the radial function is one-to-one for starshaped sets. The one-to-one property is no longer guaranteed for non-starshaped sets. Figure $4.4(\mathrm{a})$ shows a 2-D nonstarshaped set that has the same radial function as the 2-D starshaped set shown in Figure 4.4(b).

The dual mixed volume was defined in Section 2.5.6 using the radial function (Definition 2.29) for convex bodies. Since the definition of the radial function is extended to starshaped sets, Definition 2.29 of the dual mixed volume can be directly applied to any compact starshaped set whose kernel contains the origin.

Definition 4.3 Let $S_{1}, S_{2}^{\prime}, S_{3}^{\prime}$ be compact starshaped sets in $R^{3}$ with the origin in the interior of their kernels. Let $\rho\left(S_{i} ; x\right)$ denote the radial function of $S_{i}^{\prime}, i=1,2,3$. The dual mixed volume of $S_{1}, S_{2}, S_{3}$ is defined as

$$
\begin{equation*}
\tilde{V}\left(S_{1}, S_{2}, S_{3}\right) \triangleq \frac{1}{3} \int_{S^{2}} \rho\left(S_{1} ; \omega\right) \rho\left(S_{2} ; \omega\right) \rho\left(S_{3} ; \omega\right) d \omega . \tag{4.25}
\end{equation*}
$$

The condition of Theorem 2.54 and hence Corollary 2.55 in Section 2.5.6 is that the
objects involved in the dual mixed volumes be convex. Lutwak's proof of the theorem uses Hölder's inequality for integrals (see Hardy [33] page 140). The essential requirement is that $\rho\left(S_{1} ; x\right), \rho\left(S_{2} ; x\right), \rho\left(S_{3} ; x\right)$ be non-negative, measurable on $S^{2}$ and not identically zero. The radial function $\rho(S ; x)$ of a compact starshaped set $S$ with the origin in the interior of its kernel satisfies these conditions. Thus Lutwak's result extends to starshaped sets:

## Theorem 4.1

$$
\tilde{V}^{m}\left(S_{1}, S_{2}, S_{3}\right) \leq \prod_{i=0}^{m-1} \tilde{V}(S_{1}, \ldots, S_{3-m}, \underbrace{S_{3-i}, \ldots, S_{3-i}}_{m}, \quad 1<m \leq 3
$$

with equality if and only if $S_{3-m+1}, \ldots, S_{3}$ are all dilations of each other (with the origin as the center of dilation).

## Corollary 4.2

$$
\tilde{V}^{3}\left(S_{1}, S_{2}, S_{3}\right) \leq \tilde{V}\left(S_{1}, S_{1}, S_{1}\right) \tilde{V}\left(S_{2}, S_{2}, S_{2}\right) \tilde{V}\left(S_{3}^{\prime}, S_{3}, S_{3}^{\prime}\right)
$$

with equality if and only if $S_{1}, S_{2}, S_{3}$ are all dilations of each other (with the origin as the center of dilation).

Let $S_{1}$ and $S_{2}$ be two starshaped sets with origin in the interior of their kernels. Suppose $S_{1}$ is the model defined in a standard coordinate system, $S_{2}$ the sensed instance of $S_{1}$ subject to unknown rotation, translation and scaling. Let $R$ denote a rotation. By Corollary 4.2,

$$
\begin{equation*}
\tilde{V}\left(R\left(S_{1}\right), S_{2}, S_{2}\right) \leq \sqrt[3]{\tilde{V}\left(R\left(S_{1}\right), R\left(S_{1}\right), R\left(S_{1}\right)\right) \tilde{V}^{2}\left(S_{2}, S_{2}, S_{2}\right)} \tag{4.26}
\end{equation*}
$$

with equality if and only if $R\left(S_{1}\right), S_{2}^{\prime}$ are dilations of each other (with the origin as the center of dilation). Note that the dual mixed volume $\tilde{V}\left(R\left(S_{1}\right), R\left(S_{1}\right), R\left(S_{1}\right)\right)$ is equal to $\tilde{V}\left(S_{1}, S_{1}, S_{1}\right)$ due to the rotation property (2.17) of the radial function. Therefore
the maximum value of (4.26) is known independent of $R$. Accordingly, $\tilde{V}\left(R\left(S_{1}^{\prime}\right), S_{2}, S_{2}\right)$ achieves this maximum if and only if $R\left(S_{1}\right)$ and $S_{2}$ are homothetic. Now define $\chi(R)$, a function of rotation $R$, by

$$
\begin{equation*}
\chi(R) \triangleq \tilde{V}\left(R\left(S_{1}^{\prime}\right), S_{2}^{\prime}, S_{2}^{\prime}\right)=\frac{1}{3} \int_{S^{2}} \rho\left(R^{-1}\left(S_{1}^{\prime}\right) ; \omega\right) \rho^{2}\left(S_{2}^{\prime} ; \omega\right) d \omega . \tag{4.27}
\end{equation*}
$$

Function $\chi(R)$ depends on $S_{1}$ and $S_{2}$. It reaches the known maximum if and only if $R\left(S_{1}\right)$ and $S_{2}$ are homothetic. By Definition 4.1, the attitude determination problem can be solved if the global maximal point of $\chi(R)$ can be found. The global maximal points are solutions to the attitude determination problem. In fact, the global maximum of $\chi(R)$ is known to be $\sqrt[3]{\tilde{V}\left(S_{1}, S_{1}, S_{1}\right) \tilde{V}^{2}\left(S_{2}, S_{2}, S_{2}\right)}$. By the conditions of Corollary 4.2, the global maximum of $\chi(R)$ is unique, modulo any rotational symmetries that $S_{1}$ possesses. Thus the attitude determination problem can be expressed as the following optimization problem:

$$
\begin{align*}
\operatorname{maximize}: & \chi(R)  \tag{4.28}\\
\text { subject to: } & R \text { is a rotation } .
\end{align*}
$$

Representing a rotation by a triple $(\phi, \theta, \Omega)$ where this is taken to mean a counterclockwise rotation by angle $\Omega$ around unit vector $(\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi)$, the function $\chi(R)$ becomes $\chi(\phi, \theta, \Omega)$, a function of three variables that has domain $R^{3}$. The problem of attitude determination is then equivalent to the following constrained optimization problem:

$$
\begin{align*}
\operatorname{maximize} & \chi(\phi, \theta, \Omega), \quad(\phi, \theta, \Omega) \in R^{3}  \tag{4.29}\\
\text { subject to: } & 0 \leq \phi \leq \pi, 0 \leq \theta \leq 2 \pi, 0 \leq \Omega \leq \pi
\end{align*}
$$

Since any triple $(\phi, \theta, \Omega)$ in $R^{3}$ corresponds to a rotation, it is not necessary to set the bounds on $(\phi, \theta, \Omega)$ to $[0, \pi] \times[0,2 \pi] \times[0, \pi]$, which only ensures that the representation is unique within the bounds. Thus, the problem of attitude determination again is transformed into the following equivalent optimization problem:

$$
\begin{equation*}
\operatorname{maximize}: ~ \chi(\phi, \theta, \Omega), \quad(\phi, \theta, \Omega) \in R^{3} \tag{4.30}
\end{equation*}
$$

Since the objective function is periodic and bounded, solutions to the optimization problem necessarily exist.

Because of the one-to-one onto correspondence between $R$ and $R^{-1}$, and because of the symmetry between $S_{1}$ and $S_{2}$, the attitude determination problem may also be expressed as maximizing the following two functions:

$$
\begin{align*}
& \chi_{1}(R) \triangleq \frac{1}{3} \int_{S^{2}} \rho\left(R^{-1}\left(S_{2}\right) ; \omega\right) \rho^{2}\left(S_{1} ; \omega\right) d \omega  \tag{4.31}\\
& \chi_{2}(R) \triangleq \frac{1}{3} \int_{S^{2}} \rho\left(S_{2}^{\prime} ; \omega\right) \rho^{2}\left(R\left(S_{1}\right) ; \omega\right) d \omega . \tag{4.32}
\end{align*}
$$

The approach described so far assumes that the radial functions of both the object and the model are known over the whole unit sphere. When $\rho\left(S_{2} ; x\right)$ is known only at points clustered in one region of the unit sphere, the objective function, $\chi(R)$, defined in Equation (4.27), may not be appropriate. For example, when $\rho\left(S_{2}^{\prime} ; x\right)$ is obtained from sensed data from a single viewpoint, the points at which the radial function is known will never cover the whole unit sphere. An altered objective function is needed to solve the attitude determination problem when the radial function is known only on a portion of the sphere.

Let $V$ denote the smallest union of spherical polytopes (see Definition 2.24) in $S^{\prime 2}$ that contains all the points $x$ on $S^{\prime 2}$ where $\rho\left(S_{2} ; x\right)$ is available. Again, by Hölder's inequality,

$$
\begin{equation*}
\int_{V} \rho\left(R\left(S_{1}\right) ; \omega\right) \rho^{2}\left(S_{2} ; \omega\right) d \omega \leq\left[\int_{V} \rho^{3}\left(R\left(S_{1}\right) ; \omega\right) d \omega\right]^{\frac{1}{3}}\left[\int_{V} \rho^{3}\left(S_{2} ; \omega\right) d \omega\right]^{\frac{2}{3}} \tag{4.33}
\end{equation*}
$$

with equality if and only if $\rho\left(R\left(S_{1}\right) ; x\right)$ and $\rho\left(S_{2} ; x\right)$ are proportional to each other over $V$. Simply substituting $V$ for $S^{\prime 2}$ in Equation (4.27), however, is not sufficient since the right side of (4.33) depends on $R$ when $V$ is not equal to $S^{2}$. Define a new objective function as

$$
\begin{equation*}
\bar{\chi}(R)=\frac{1}{3} \cdot \frac{\int_{V} \rho\left(R\left(S_{1}\right) ; \omega\right) \rho^{2}\left(S_{2} ; \omega\right) d \omega}{\left[\int_{V} \rho^{3}\left(R\left(S_{1}\right) ; \omega\right) d \omega\right]^{\frac{1}{3}}} . \tag{4.34}
\end{equation*}
$$




Figure 4.5: Two 2-D starshaped sets that match when viewed in the positive z direction but that do not match over the whole unit circle.

Hölder's inequality implies that $\bar{\chi}(R)$ achieves a maximum if and only if $R\left(S_{1}\right)$ and $S_{2}$ are dilations of each other over $V$. The maximal value is $\frac{1}{3}\left[\int_{V} \rho^{3}\left(S_{2} ; \omega\right) d \omega\right]^{\frac{2}{3}}$. Thus, the part of the object where the radial function is sensed is matched to the model by maximizing $\bar{\chi}(R)$.

Strictly speaking, this does not solve the attitude determination problem, as defined in Definition 4.1, since part of the object is not seen and therefore may not be matched correctly. It does solve the attitude determination problem correctly to the extent possible, given the data available. Figure 4.5 depicts two 2-D starshaped figures that match when viewed in the positive $z$ direction but that do not match over the whole unit circle.

### 4.3 Summary

The attitude determination problem is solved using the support function and the curvature functions for convex objects. It has been shown to be equivalent to the optimization problem:

$$
\text { minimize: } \quad f(R)
$$

subject to: $R$ is a rotation,
where $f(R)$ is one of the following functions:

$$
\begin{aligned}
\varphi(R) & =\frac{1}{6} \int_{S^{2}} H\left(R\left(C_{1}\right) ; \omega\right) F_{1}\left(C_{2} ; \omega\right) d \omega \\
\psi(R) & =\frac{1}{3} \int_{S^{2}} H\left(R\left(C_{1}\right) ; \omega\right) F_{2}\left(C_{2} ; \omega\right) d \omega \\
\varphi_{1}(R) & =\frac{1}{6} \int_{S^{2}} H\left(R^{-1}\left(C_{2}\right) ; \omega\right) F_{1}\left(C_{1} ; \omega\right) d \omega \\
\psi_{1}(R) & =\frac{1}{3} \int_{S^{2}} H\left(R^{-1}\left(C_{2}\right) ; \omega\right) F_{2}\left(C_{1} ; \omega\right) d \omega \\
\varphi_{2}(R) & =\frac{1}{6} \int_{S^{2}} H\left(C_{2} ; \omega\right) F_{1}\left(R\left(C_{1}\right) ; \omega\right) d \omega \\
\psi_{2}(R) & =\frac{1}{3} \int_{S^{2}} H\left(C_{2} ; \omega\right) F_{2}\left(R\left(C_{1}\right) ; \omega\right) d \omega .
\end{aligned}
$$

When the curvature functions are available only over a hemisphere, for example, when computed with sensed data from a single viewpoint, only approximate solutions to the attitude determination problem have been obtained. The objective functions considered are:

$$
\begin{aligned}
& \bar{\varphi}(R)=\frac{\frac{1}{6} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{1}\left(C_{2} ; \omega\right) d \omega}{\left[\frac{1}{6} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{1}\left(R\left(C_{1}\right) ; \omega\right) d \omega\right]^{\frac{1}{2}}} \\
& \bar{\psi}(R)=\frac{\frac{1}{3} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{2}\left(C_{2} ; \omega\right) d \omega}{\left[\frac{1}{3} \int_{S^{2-}} H\left(R\left(C_{1}\right) ; \omega\right) F_{2}\left(R\left(C_{1}\right) ; \omega\right) d \omega\right]^{\frac{1}{3}}}
\end{aligned}
$$

The attitude determination problem also has been solved using the radial function for starshaped sets. It is shown to be equivalent to the following optimization problem:

$$
\text { maximize: } \quad f(R)
$$

subject to: $R$ is a rotation,
where $f(R)$ is one of the following functions:

$$
\begin{aligned}
\chi(R) & =\frac{1}{3} \int_{S^{2}} \rho\left(R\left(S_{1}\right) ; \omega\right) \rho^{2}\left(S_{2} ; \omega\right) d \omega, \\
\chi_{1}(R) & =\frac{1}{3} \int_{S^{2}} \rho\left(R_{-1}\left(S_{2}\right) ; \omega\right) \rho^{2}\left(S_{1} ; \omega\right) d \omega, \\
\chi_{2}(R) & =\frac{1}{3} \int_{S^{2}} \rho\left(S_{2} ; \omega\right) \rho^{2}\left(R\left(S_{1}\right) ; \omega\right) d \omega .
\end{aligned}
$$

When the radial function of the sensed object is available only over a region, $V$, on the unit sphere, the objective function is

$$
\bar{\chi}(R)=\frac{1}{3} \cdot \frac{\int_{V} \rho\left(R\left(S_{1}\right) ; \omega\right) \rho^{2}\left(S_{2} ; \omega\right) d \omega}{\left[\int_{V} \rho^{3}\left(R\left(S_{1}\right) ; \omega\right) d \omega\right]^{\frac{1}{3}}}
$$

Maximizing $\bar{\chi}(R)$ solves the attitude determination problem correctly to the extent possible, given the data available.

## Chapter 5

## Experiments

Experiments have been carried out on test shapes to solve the attitude determination problem using combinations of the support function, the first curvature function and the second curvature function for convex bodies and the radial function for starshaped sets. The convex body is an ellipsoid, and the starshaped surfaces are two surfaces constructed using spherical harmonics as base functions.

Experiments have been conducted using synthesized data, where the orientationbased representations involved are given either analytically or by data sampled from an analytical representation. Let the model be a shape in a standard attitude, either a convex body or a starshaped surface. Rotate the model by a fixed but unknown rotation, $R_{0}$, and let the rotated shape be the object that is sensed. The goal is to find $R_{0}$. Experimental results described here show that the rotation, $R_{0}$, can be found when the orientation-based representation is given either analytically or by sampled data. The rotation, $R_{0}$, also can be found from discrete data sampled at different scales.

Experiments also have been conducted with sensed data obtained, via photometric stereo, from real objects. The orientation-based representations of the model still are in known analytical form, while the orientation-based representations of the object are computed from the output of photometric stereo. Experimental results described here show that the unknown rotation, $R_{0}$, really can be determined based on the theory of Chapter 4.

This chapter is organized as follows. Section 5.1 introduces the test shapes and their orientation-based representations used in the experiments. Section 5.2 discusses the software issues that arose during the experiments. Section 5.3 describes experiments on synthesized data and the results. Section 5.4 describes experiments on real data and the results.

### 5.1 Experimental Shapes

The shapes used in the experiments are an ellipsoid and two starshaped surfaces constructed using spherical harmonics. These shapes are used both in the experiments on synthesized data (Section 5.3) and in the experiments on real data (Section 5.4). In this section, the support function and the curvature functions of the ellipsoid are derived. The radial functions of the starshaped surfaces are readily obtained from the spherical harmonics from which they are constructed. Spherical harmonics have been used before in computational vision [3]. In particular, Schudy and Ballard [70] used spherical harmonics to model the 3-D shape of hearts. Appendix (' provides a brief introduction to spherical harmonics.

Let $E_{a, b, c}$ denote the ellipsoid determined by

$$
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1 .
$$

Lemma 5.1 (O'Neill [58] page 148.) If $M: g=c$ is a surface in $R^{3}$, then the gradient. vector field $\nabla g=\sum\left(\partial g / \partial x_{i}\right) U_{i}$ (considered only at points of $M$ ) is a nonvanishing normal vector field on the entire surface $M$, where $U_{i}$ is the $i$-th unit vector in the coordinate system.

Theorem 5.2 The support function of the ellipsoid $E_{a, b, c}$ is

$$
\begin{equation*}
H\left(E_{a, b, c} ; v\right)=\sqrt{a^{2} v_{1}^{2}+b^{2} v_{2}^{2}+c^{2} v_{3}^{2}}, \text { for } v=\left(v_{1}, v_{2}, v_{3}\right) \in R^{3} . \tag{5.1}
\end{equation*}
$$

Proof The gradient vector of $E_{a, b, c}$ is $\nabla g=2\left(\frac{x}{a^{2}}, \frac{y}{b^{2}}, \frac{z}{c^{2}}\right)$. Given $v=\left(v_{1}, v_{2}, v_{3}\right) \in R^{3}$, let

$$
w=\frac{1}{\sqrt{a^{2} v_{1}^{2}+b^{2} v_{2}^{2}+c^{2} v_{3}^{2}}}\left(a^{2} v_{1}, b^{2} v_{2}, c^{2} v_{3}\right) .
$$

Substituting $w$ into $\nabla g$ gives

$$
\left.\nabla g\right|_{w}=\frac{2}{\sqrt{a^{2} v_{1}^{2}+b^{2} v_{2}^{2}+c^{2} v_{3}^{2}}}\left(v_{1}, v_{2}, v_{3}\right) .
$$

By Lemma 5.1, the normal direction of $E_{a, b, c}$ at $w$ is $\left.\nabla g\right|_{w}$, which is the same direction as determined by $\left(v_{1}, v_{2}, v_{3}\right)$. Obviously $w$ is on $E_{a, b, c}$.

By Definition 2.3,w is the normal representation, $x\left(E_{a, b, c} ; v\right)$, of the ellipsoid $E_{a, b, c}$. Since the support function $H(C ; v)$ of a convex body $C$ can be obtained from its normal representation $x(C ; v)$ by $(2.4)$ as $\langle v, x(C ; v)\rangle$, the support function of the ellipsoid $E_{a, b, c}$ is

$$
H\left(E_{a, b, c} ; v\right)=\left\langle v, x\left(E_{a, b, c} ; v\right)\right\rangle=\sqrt{a^{2} v_{1}^{2}+b^{2} v_{2}^{2}+c^{2} v_{3}^{2}} .
$$

Q.E.D.

Recall (2.11) that when the support function $H(C ; v)$ of a $d$-dimensional convex body C has continuous second derivatives, the curvature function $F_{i}(C ; v)$ of $C$ is

$$
F_{i}(C ; v)=D_{i}(H(C ; v)), i=1,2,
$$

where $D_{i}(H)$ is the sum of all $i$-rowed principal minors of the Hessian matrix $\left(H_{i j}\right)$ of $H$. Thus the curvature functions of $E_{a, b, c}$ are obtained.

## Corollary 5.3

$$
\begin{aligned}
& F_{1}\left(E_{a, b, c} ; v\right)=\frac{a^{2} b^{2} v_{2}^{2}+a^{2} c^{2} v_{3}^{2}+a^{2} b^{2} v_{1}^{2}+b^{2} c^{2} v_{3}^{2}+a^{2} c^{2} v_{1}^{2}+b^{2} c^{2} v_{2}^{2}}{\left(a^{2} v_{1}^{2}+b^{2} v_{2}^{2}+c^{2} v_{3}^{2}\right)^{3 / 2}} \\
& F_{2}\left(E_{a, b, c} ; v\right)=\frac{a^{2} b^{2} c^{2}\left(v_{1}^{2}+v_{2}^{2}+v_{3}^{2}\right)}{\left(a^{2} v_{1}^{2}+b^{2} v_{2}^{2}+c^{2} v_{3}^{2}\right)^{2}}
\end{aligned}
$$


(a) front view

(b) top view

(c) side view

Figure 5.1: Experimental shape: the ellipsoid.

The convex surface for the experiments is the ellipsoid $E_{3,5,9}$. Three side views of the ellipsoid are drawn in Figure 5.1. Its support function and curvature functions are

$$
\begin{aligned}
H\left(E_{3,5,9} ; v\right) & =\sqrt{9 v_{1}^{2}+25 v_{2}^{2}+81 v_{3}^{2}} \\
F_{1}\left(E_{3,5,9} ; v\right) & =\frac{954 v_{1}^{2}+2250 v_{2}^{2}+2754 v_{3}^{2}}{\left(9 v_{1}^{2}+25 v_{2}^{2}+81 v_{3}^{2}\right)^{3 / 2}} \\
F_{2}\left(E_{3,5,9} ; v\right) & =\frac{18225\left(v_{1}^{2}+v_{2}^{2}+v_{3}^{2}\right)}{\left(9 v_{1}^{2}+25 v_{2}^{2}+81 v_{3}^{2}\right)^{2}} .
\end{aligned}
$$

The spherical coordinate system drawn in Figure 5.2 is used to construct starshaped surfaces. The transformations between Cartesian coordinates and spherical coordinates are

$$
\begin{array}{ll}
x=\rho \sin \phi \cos \theta, & \rho=\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}, \\
y=\rho \sin \phi \sin \theta, & \theta=\tan ^{-1}\left(\frac{y}{x}\right), \\
z=\rho \cos \phi, & \phi=\cos ^{-1}\left(\frac{z}{\rho}\right) .
\end{array}
$$

The base spherical harmonics used here are $U_{m, n}(\phi, \theta)$ and $V_{m, n}(\phi, \theta)$ for integers $m$ and $n, 0 \leq n \leq m$. They are defined in Appendix ( $C$ and are the same as used in [3]. Two starshaped surfaces, $S H_{1}$ and $S H_{2}$, are constructed for experiments. The surfaces


Figure 5.2: The spherical coordinate system.
are nicknamed "peanut" and "pillow". Their radial functions are:

$$
\begin{aligned}
\text { peanut } & : \rho\left(S H_{1} ; \phi, \theta\right)=\left|2 U_{0,0}(\phi, \theta)+2 U_{2,0}(\phi, \theta)\right|=1+3 \cos ^{2}(\phi) \\
\text { pillow } & : \rho\left(S H_{2} ; \phi, \theta\right)=\left|4 U_{0,0}(\phi, \theta)+2 V_{2,2}(\phi, \theta)\right|=4+3 \sin (2 \theta) \sin ^{2}(\phi) .
\end{aligned}
$$

The parametric equations of the object surface, given in terms of the radial function, $\rho\left(S H_{i} ; \phi, \theta\right)$, and parameters $\phi$ and $\theta$ are

$$
\begin{aligned}
& x=\rho\left(S H_{i} ; \phi, \theta\right) \sin \phi \cos \theta \\
& y=\rho\left(S H_{i} ; \phi, \theta\right) \sin \phi \sin \theta \\
& z=\rho\left(S H_{i} ; \phi, \theta\right) \cos \phi, i=1,2 .
\end{aligned}
$$

The peanut is a solid of revolution. A side view sketch is shown in Figure 5.3. Three side views of the pillow are shown in Figure 5.4. The pillow is not a solid of revolution.


Figure 5.3: Experimental shape: the peanut. It is a solid of revolution.


Figure 5.4: Experimental shape: the pillow.

### 5.2 Software Issues

Recall from Chapter 4 that the problem of attitude determination is equivalent to the optimization problems (4.9), (4.10), and (4.30). Also recall (4.11), (4.12) and (4.27). The objective functions $\varphi(R), \psi(R)$ and $\chi(R)$ are integrals over the unit sphere. Further recall (4.21), (4.22) and (4.34). The objective functions $\bar{\varphi}(R), \bar{\psi}(R)$ and $\bar{\chi}(R)$ are integrals over a region on the unit sphere. Thus an optimization routine and an integration routine are needed. Depending on the optimization scheme, a differentiation routine also may be
needed. A tessellation of the sphere is needed when discretized data are to be represented at points on the sphere. An interpolation routine is needed to determine function values at points other than sample points. Thus the following types of routines are needed for the experiments:

1. Optimization;
2. Integration;
3. Differentiation;
4. Tessellation of the sphere;
5. Interpolation.

### 5.2.1 Optimization

The subroutine NLPQL [67] was chosen because of its recommended good performance. It is an implementation of a sequential quadratic programming method for solving nonlinearly constrained optimization problems with differentiable objective and constraint functions [65, 66]. It handles bounds separately from constraints. It can be used to solve optimization problems with constraints, optimization problems with simple bounds, or unconstrained optimization problems. It requires the gradients of the objective functions or an estimate thereof. An accuracy can be specified to the routine. Convergence is considered to have been achieved if the Kuhn-Tucker conditions (Fletcher [27] page 51) are satisfied to within the specified accuracy or if the objective function can not be improved significantly when the constraints are satisfied to within the specified accuracy.

### 5.2.2 Integration and Differentiation

The ideal integration routine would calculate surface integrals directly on the sphere. Here the integration routines used are QB01AD from Harwell [1] and DBLINT taken from Gerald [30] (pages 238-239), both of which calculate 2D integrals. The surface integrals that define the objective functions are transformed into volume integrals as follows:

$$
\begin{aligned}
& \int_{S^{2}} f(\omega) d \omega=\int_{0}^{\pi} \int_{0}^{2 \pi} f(\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi) \sin \phi d \theta d \phi \\
& \int_{S^{2-}} f(\omega) d \omega=\int_{\frac{\pi}{2}}^{\pi} \int_{0}^{2 \pi} f(\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi) \sin \phi d \theta d \phi
\end{aligned}
$$

The differentiation routine does simple forward differencing.

### 5.2.3 Sphere Tessellation

There are various ways to tessellate a sphere. Geodesic domes are the most often used in computational vision [3, 36]. The sphere tessellations implemented are based on geodesic domes built from the icosahedron. The following implementation of geodesic domes is from [16]. A more theoretical study is found in [41] and the references therein.

Let

$$
\tau=\frac{1+\sqrt{5}}{2}, a=\frac{\sqrt{\tau}}{5^{1 / 4}}, b=\frac{1}{\left(\sqrt{\tau} 5^{1 / 4}\right)} .
$$

The icosahedron is oriented in a three dimensional rectangular coordinate system so that the vertices of the icosahedron are

$$
\begin{aligned}
& \left(\begin{array}{c}
0, \\
\pm a, \\
\pm b
\end{array}\right) \\
& ( \pm b, \quad 0, \pm a) \\
& ( \pm a, \quad \pm b, \quad 0)
\end{aligned}
$$

For any triangular facet of the icosahedron, let its vertices be $\left(X_{1}, Y_{1}, Z_{1}\right),\left(X_{2}, Y_{2}, Z_{2}\right)$, and $\left(X_{3}, Y_{3}, Z_{3}\right)$. Divide the triangle into equilateral triangles whose vertices are


Figure 5.5: An 8 -frequency geodesic dome.

$$
\left(X_{1}+I \frac{X_{2}-X_{1}}{N}+J \frac{X_{3}-X_{2}}{N}, Y_{1}+I \frac{Y_{2}-Y_{1}}{N}+J \frac{Y_{3}-Y_{2}}{N}, Z_{1}+I \frac{Z_{2}-Z_{1}}{N}+J \frac{Z_{3}-Z_{2}}{N}\right),
$$

where $N$ is the desired frequency of the geodesic dome and $I$ and $J$ are integers such that $0 \leq J \leq I \leq N$. Each of these vertices is then projected onto the unit sphere along the direction from the origin to the vertex.

The frequency of the geodesic dome can be chosen based on the need for accuracy. The number of vertices, arcs and facets of a $N$-frequency geodesic dome are as follows:

$$
\begin{aligned}
\operatorname{vertices}(N) & =10 N^{2}+2 \\
\operatorname{arcs}(N) & =30 N^{2} \\
\operatorname{facets}(N) & =20 N^{2}
\end{aligned}
$$

Figure 5.5 shows the 8 -frequency geodesic dome. It has 642 vertices, 1920 arcs, and 1280 facets.

### 5.2.4 Interpolation

An interpolation routine is used to interpolate function values when the function is given only on a fixed set of sample points. The interpolation package TOMS ALGORITHM 623 [62, 63] by R.J. Renka is chosen because it is designed to interpolate points on the unit sphere. It constructs a $C^{1}$ function defined on the unit sphere that interpolates the data values associated with arbitrarily distributed nodes on the sphere.

The interpolation process consists of three steps (Renka [63]):

1. Constructing a spherical triangulation of the nodes ${ }^{1}$;
2. Estimating a gradient vector using either a local method or a global method;
3. Computing the interpolated value at the desired point $P$ using the data values and gradient estimates at each of the points of the triangle that contains $P$.

The accuracy of the gradient estimation is tested on the support function and the curvature functions of the ellipsoid $E_{3,5,9}$. The sets of nodes are the sets of vertices of the geodesic domes generated in Section 5.2.3. For a point $P$ on the sphere, the gradient $G(P)$ is assumed to be an element in $R^{3}$ that is orthogonal to $P$. Given a function $f$, the true gradient was obtained by projecting $\nabla f$ onto the tangent plane at $P$, i.e.,

$$
G(P)=\nabla f-\langle\nabla f, P\rangle P
$$

Let $E_{i}$ be the difference between the true and the estimated gradient vector at node $i$. Table 5.1 displays

$$
\sqrt{\frac{\sum_{i=1}^{N}\left|E_{i}\right|^{2}}{N}}
$$

(i.e., the root-mean square of the Euclidean norms of gradient estimation errors) for both the local method and the global method.

[^3]| method | $H\left(E_{3,5,9} ; u\right)$ | $F_{1}\left(E_{3,5,9} ; u\right)$ | $F_{2}\left(E_{3,5,9} ; u\right)$ |
| :--- | :---: | :---: | :---: |
| on 20-frequency dome, $\mathrm{N}=4002$   <br> global 0.0029066 0.0382040 00.2251672 |  |  |  |
| local | 0.0112057 | 0.4334782 | 4.2150756 |
| on 40-frequency dome, $\mathrm{N}=16002$ |  |  |  |
| global | 0.0010251 | 0.0132873 | 0.0756826 |
| local | 0.0028079 | 0.1096620 | 1.0701663 |

Table 5.1: Root-mean square gradient estimation errors.

The accuracy of the interpolation is tested on all the functions involved in the experiments. The set of interpolation points is

$$
\left\{(\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi): \quad \phi=i \frac{\pi}{30}, \theta=j \frac{2 \pi}{30}, i, j=0,1, \ldots, 30\right\}
$$

Table 5.2 and Table 5.3 display the root-mean square and maximum interpolation errors over the interpolation point set for the 20 -frequency and 40 -frequency geodesic domes respectively. The interpolations use the true gradient, the locally estimated gradient and the globally estimated gradient for $H\left(E_{3,5,9} ; u\right), F_{1}\left(E_{3,5,9} ; u\right)$ and $F_{2}\left(E_{3,5,9} ; u\right)$. Since the true gradients of $\rho\left(S H_{i} ; u\right), i=1,2$, can not be calculated easily, interpolations of the two functions use only the estimated gradients.

### 5.3 Experiments on Synthesized Data

When the orientation-based representations appearing in the objective function are given either by analytical expressions or by the values of analytical expressions on a fixed set of sample points, the experiments are said to be based on synthesized data.

| method | $H\left(E_{3,5,9} ; u\right)$ | $F_{1}\left(E_{3,5,9} ; u\right)$ | $F_{2}\left(E_{3,5,9} ; u\right)$ | $\rho\left(S H_{1} ; u\right)$ | $\rho\left(S H_{2} ; u\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| root-mean-square error |  |  |  |  |  |
| true | 0.0000044 | 0.0001283 | 0.0011730 |  |  |
| global | 0.0000116 | 0.0001500 | 0.0012980 | 0.0003007 | 0.0004388 |
| local | 0.0000355 | 0.0009455 | 0.0094281 | 0.0000137 | 0.0000189 |
| maximum error |  |  |  |  |  |
| true | 0.0000224 | 0.0009821 | 0.0078369 |  |  |
| global | 0.0000855 | 0.0009900 | 0.0077944 | 0.0011137 | 0.0018455 |
| local | 0.0002023 | 0.0054026 | 0.0678233 | 0.0000362 | 0.0000726 |

Table 5.2: Interpolation error for the 20-frequency geodesic dome.

| method | $H\left(E_{3,5,9} ; u\right)$ | $F_{1}\left(E_{3,5,9} ; u\right)$ | $F_{2}\left(E_{3,5,9} ; u\right)$ | $\rho\left(S H_{1} ; u\right)$ | $\rho\left(S^{\prime} H_{2} ; u\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| root-mean-square error |  |  |  |  |  |
| true | 0.0000006 | 0.0000217 | 0.0002347 |  |  |
| global | 0.0000021 | 0.0000277 | 0.0002711 | 0.0001472 | 0.0002093 |
| local | 0.0000043 | 0.0001226 | 0.0012059 | 0.0000017 | 0.0000024 |
| maximum error |  |  |  |  |  |
| true | 0.0000034 | 0.0001350 | 0.0015285 |  |  |
| global | 0.0000143 | 0.0001496 | 0.0015457 | 0.0004824 | 0.0008584 |
| local | 0.0000263 | 0.0008814 | 0.0082720 | 0.0000052 | 0.0000074 |

Table 5.3: Interpolation error for the 40-frequency geodesic dome.

### 5.3.1 Experimental Settings

Let the model be a shape in a standard attitude, either a convex body or a starshaped surface. Rotate the model by a fixed rotation, $R_{0}$, and let the rotated shape be the object. The goal is to find $R_{0}$ using the orientation-based representations of the model and the object. By the theory in Chapter 4 , the rotation, $R_{0}$, can be found by optimizing functions $\varphi(R), \psi(R), \varphi_{1}(R), \psi_{1}(R), \varphi_{2}(R), \psi_{2}(R), \chi(R), \chi_{1}(R)$ and $\chi_{2}(R)$ as defined in $(4.11),(4.12),(4.13),(4.14),(4.15),(4.16),(4.27),(4.31)$ and (4.32). The orientationbased representation of the object can be obtained from that of the model and the rotation $R_{0}$.

Experiments are divided into three sets, set-1, set-2 and set-3, according to how the representations are given. For set-1 experiments, the orientation-based representations of both the model and the object are given analytically. Thus, function evaluations in optimization are done by directly evaluating the corresponding analytical expressions. For set-2 experiments, the orientation-based representation of one of the model or object is given in analytical form and that of the other is given by discrete samples. Function evaluations are done by interpolating the corresponding discrete functions. For set-3 experiments, representations of both the model and the object are given by discrete samples.

Each set of experiments is divided into three groups, group-0, group-1 and group-2, according to which forms of the objective functions are used. Group-0 experiments use functions $\varphi(R), \psi(R)$ and $\chi(R)$ as objective functions. Group-1 experiments use $\varphi_{1}(R)$, $\psi_{1}(R)$ and $\chi_{1}(R)$, and group-2 experiments use $\varphi_{2}(R), \psi_{2}(R)$ and $\chi_{2}(R)$. For the special cases of $E_{3,5,9}, S H_{1}$ and $S H_{2}$ and rotation $R_{0}$, these functions are listed in Table 5.4.

Recall the properties of the orientation-based representations, (2.2), (2.12) and (2.17),

$$
H(R(C) ; \xi)=H\left(C ; R^{-1}(\xi)\right), F_{i}(R(C) ; \xi)=F_{i}\left(C ; R^{-1}(\xi)\right)
$$

$$
\begin{aligned}
& \text { group-0 }\left\{\begin{aligned}
\varphi(R) & =\frac{1}{6} \int_{S^{2}} H\left(R\left(E_{3,5,9}\right) ; \omega\right) F_{1}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega, \\
\psi(R) & =\frac{1}{3} \int_{S^{2}} H\left(R\left(E_{3,5,9}\right) ; \omega\right) F_{2}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega, \\
\chi(R) & =\frac{1}{3} \int_{S^{2}} \rho\left(R\left(S H_{i}\right) ; \omega\right) \rho^{2}\left(R_{0}\left(S H_{i}\right) ; \omega\right) d \omega, i=1,2,
\end{aligned}\right. \\
& \text { group-1 }\left\{\begin{aligned}
\varphi_{1}(R) & =\frac{1}{6} \int_{S^{2}} H\left(R^{-1}\left(R_{0}\left(E_{3,5,9}\right)\right) ; \omega\right) F_{1}\left(E_{3,5,9} ; \omega\right) d \omega, \\
\psi_{1}(R) & =\frac{1}{3} \int_{S^{2}} H\left(R^{-1}\left(R_{0}\left(E_{3,5,9}\right)\right) ; \omega\right) F_{2}\left(E_{3,5,9} ; \omega\right) d \omega, \\
\chi_{1}(R) & =\frac{1}{3} \int_{S^{2}} \rho\left(R^{-1}\left(R_{0}\left(S H_{i}\right)\right) ; \omega\right) \rho^{2}\left(S H_{i} ; \omega\right) d \omega, i=1,2,
\end{aligned}\right. \\
& \text { group-2 }\left\{\begin{aligned}
& \varphi_{2}(R)=\frac{1}{3} \int_{S^{2}} H\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) F_{1}\left(R\left(E_{3,5,9}\right) ; \omega\right) d \omega, \\
& \psi_{2}(R)=\frac{1}{3} \int_{S^{2}} H\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) F_{2}\left(R\left(E_{3,5,9}\right) ; \omega\right) d \omega, \\
& \chi_{2}(R)=\frac{1}{3} \int_{S^{2}} \rho\left(R_{0}\left(S H_{i}\right) ; \omega\right) \rho^{2}\left(R\left(S H_{i}\right) ; \omega\right) d \omega, i=1,2 .
\end{aligned}\right.
\end{aligned}
$$

Table 5.4: The objective functions for group-1, group-2 and group-3 experiments.

$$
\rho(R(S) ; \xi)=\rho\left(S ; R^{-1}(\xi)\right)
$$

Thus the functions listed in Table 5.4 can be computed from the support function and the curvature functions of $E_{3,5,9}$ and $R_{0}\left(E_{3,5,9}\right)$, and from the radial functions of $S H_{1}$, $S H_{2}, R_{0}\left(S H_{1}\right)$, and $R_{0}\left(S H_{2}\right)$. The objective functions for set-1 experiments are listed in Table 5.5.

For set-2 experiments, one orientation-based representation involved in $\psi(R), \varphi(R)$, and $\chi(R)$ is given by discrete samples. Suppose $H\left(E_{3,5,9} ; u\right)$ is given by a set of discrete samples, i.e., the function value of $H\left(E_{3,5,9} ; \xi\right)$ is given only at a finite set of points in $S^{2}$. Using interpolation, an estimate of $H\left(E_{3,5,9} ; u\right)$ at any point $u \in S^{2}$ is obtained. Denote the interpolated function by $H^{s}\left(E_{3,5,9} ; u\right)$. Similarly, denote the interpolated $F_{i}\left(E_{3,5,9} ; u\right)$ and $\rho\left(S H_{i} ; u\right)$ by $F_{i}^{s}\left(E_{3,5,9} ; u\right)$ and $\rho^{s}\left(S H_{i} ; u\right)$, respectively, $i=1,2$. Each group of experiments in set-2 is divided into two subgroups, group-a and group-b, with

Table 5.5: The objective functions for set-1 experiments.
experiments in each subgroup optimizing the corresponding objective functions when the representations of either the object or the model are given by discrete samples. The objective functions for set-2 experiments are listed in Table 5.6. Using the same notation, the objective functions for set-3 experiments are listed in Table 5.7, where the representations of both the object and the model are given by discrete samples.

There are three clusters of optimization problems defined in Chapter 4. The first cluster, (4.5), (4.6) and (4.28), are, in general, constrained optimization problems. If the rotation is represented by quaternions, the number of constraints is one, i.e., the length of the quaternion is equal to one. Representing the rotation by the axis-angle triple ( $\phi, \theta, \Omega$ ) gives the second cluster of optimization problems, (4.7), (4.8) and (4.29), which are optimization problems with bounds. The third cluster, (4.9), (4.10) and (4.30), are unconstrained optimization problems. Since optimization routine NLPQL handles bounds separately from constraints, the axis-angle triple $(\phi, \theta, \Omega)$ is chosen to represent

$$
\begin{aligned}
& \text { group-0a }\left\{\begin{array}{l}
\varphi(R)=\frac{1}{6} \int_{S^{2}} H^{s}\left(E_{3,5,9} ; R^{-1}(\omega)\right) F_{1}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega, \\
\psi(R)=\frac{1}{3} \int_{S^{2}} H^{s}\left(E_{3,5,9} ; R^{-1}(\omega)\right) F_{2}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega, \\
\chi(R)=\frac{1}{3} \int_{S^{2}} \rho^{s}\left(S H_{i} ; R^{-1}(\omega)\right) \rho^{2}\left(R_{0}\left(S H_{i}\right) ; \omega\right) d \omega, i=1,2,
\end{array}\right. \\
& \text { group-0b }\left\{\begin{aligned}
\varphi(R) & =\frac{1}{6} \int_{S^{2}} H\left(E_{3,5,9} ; R^{-1}(\omega)\right) F_{1}^{s}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega, \\
\psi(R) & =\frac{1}{3} \int_{S^{2}} H\left(E_{3,5,9} ; R^{-1}(\omega)\right) F_{2}^{s}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega, \\
\chi(R) & =\frac{1}{3} \int_{S^{2}} \rho\left(S H_{i} ; R^{-1}(\omega)\right)\left(\rho^{s}\left(R_{0}\left(S H_{i}\right) ; \omega\right)\right)^{2} d \omega, i=1,2,
\end{aligned}\right. \\
& \text { group-1a }\left\{\begin{aligned}
\varphi_{1}(R) & =\frac{1}{6} \int_{S^{2}} H^{s}\left(R_{0}\left(E_{3,5,9}\right) ; R(\omega)\right) F_{1}\left(E_{3,5,9} ; \omega\right) d \omega, \\
\psi_{1}(R) & =\frac{1}{3} \int_{S^{2}} H^{s}\left(R_{0}\left(E_{3,5,9}\right) ; R(\omega)\right) F_{2}\left(E_{3,5,9} ; \omega\right) d \omega, \\
\chi_{1}(R) & =\frac{1}{3} \int_{S^{2}} \rho^{s}\left(R_{0}\left(S H_{i}\right) ; R(\omega)\right) \rho^{2}\left(S H_{i} ; \omega\right) d \omega, i=1,2,
\end{aligned}\right. \\
& \text { group-1b }\left\{\begin{aligned}
& \varphi_{1}(R)=\frac{1}{6} \int_{S^{2}} H\left(R_{0}\left(E_{3,5,9}\right) ; R(\omega)\right) F_{1}^{s}\left(E_{3,5,9} ; \omega\right) d \omega, \\
& \psi_{1}(R)=\frac{1}{3} \int_{S^{2}} H\left(R_{0}\left(E_{3,5,9}\right) ; R(\omega)\right) F_{2}^{s}\left(E_{3,5,9} ; \omega\right) d \omega, \\
& \chi_{1}(R)=\frac{1}{3} \int_{S^{2}} \rho\left(R_{0}\left(S H_{i}\right) ; R(\omega)\right)\left(\rho^{s}\left(S^{\prime} H_{i} ; \omega\right)\right)^{2} d \omega, i=1,2,
\end{aligned}\right. \\
& \text { group-2a }\left\{\begin{aligned}
& \varphi_{2}(R)=\frac{1}{6} \int_{S^{2}} H^{s}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) F_{1}\left(E_{3,5,9} ; R^{-1}(\omega)\right) d \omega, \\
& \psi_{2}(R)=\frac{1}{3} \int_{S^{2}} H^{s}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) F_{2}\left(E_{3,5,9} ; R^{-1}(\omega)\right) d \omega, \\
& \chi_{2}(R)=\frac{1}{3} \int_{S^{2}} \rho^{s}\left(R_{0}\left(S H_{i}\right) ; \omega\right) \rho^{2}\left(S H_{i} ; R^{-1}(\omega)\right) d \omega, i=1,2,
\end{aligned}\right. \\
& \text { group-2b }\left\{\begin{aligned}
\varphi_{2}(R) & =\frac{1}{6} \int_{S^{2}} H\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) F_{1}^{s}\left(E_{3,5,9} ; R^{-1}(\omega)\right) d \omega, \\
\psi_{2}(R) & =\frac{1}{3} \int_{S^{2}} H\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) F_{2}^{s}\left(E_{3,5,9} ; R^{-1}(\omega)\right) d \omega, \\
\chi_{2}(R) & =\frac{1}{3} \int_{S^{2}} \rho\left(R_{0}\left(S H_{i}\right) ; \omega\right)\left(\rho^{s}\left(S H_{i} ; R^{-1}(\omega)\right)\right)^{2} d \omega, i=1,2 .
\end{aligned}\right.
\end{aligned}
$$

Table 5.6: The objective functions for set-2 experiments.

Table 5.7: The objective functions for set-3 experiments.
rotations in the experiments.
The representation of a rotation by a triple $(\phi, \theta, \Omega)$ is unique within bound $[0, \pi] \times$ $[0,2 \pi] \times[0, \pi]$. If the bound is extended, the objective functions become periodic but are still well defined. Thus for each experiment, the following three different bounds are given to routine NLPQL:

$$
\begin{aligned}
& \text { Bound1 : }[0, \pi] \times[0,2 \pi] \times[0, \pi], \\
& \text { Bound2 : }[-40 \pi, 80 \pi] \times[-40 \pi, 160 \pi] \times[-40 \pi, 80 \pi] \\
& \text { Bound3 }:[-B, B] \times[-B, B] \times[-B, B], B=3.5 \times 10^{14} .
\end{aligned}
$$

Bound1 and Bound 3 correspond to the second and third clusters of the optimization problems. Bound3 effectively indicates to NLPQL that the variables are unbounded. Bound2 is used to investigate the convergence pattern of the rotation space.

When $R$ is represented by a triple $(\phi, \theta, \Omega)$, the rotation matrix corresponding to $R(\phi, \theta, \Omega)$ can be obtained by the following theorem. Thus the values of $R(\omega)$ and $R^{-1}(\omega)$ in the objective functions can be computed via the rotation matrix of $R$.

Theorem 5.4 (Kanatani [39] page 203.) The matrix representing a 3-D rotation by angle $\Omega$ around unit vector $\mathbf{n}=\left(n_{1}, n_{2}, n_{3}\right)$ is

$$
\left[\begin{array}{ccc}
\cos \Omega+n_{1}^{2}(1-\cos \Omega) & n_{1} n_{2}(1-\cos \Omega)-n_{3} \sin \Omega & n_{1} n_{3}(1-\cos \Omega)+n_{2} \sin \Omega \\
n_{2} n_{1}(1-\cos \Omega)+n_{3} \sin \Omega & \cos \Omega+n_{2}^{2}(1-\cos \Omega) & n_{2} n_{3}(1-\cos \Omega)-n_{1} \sin \Omega \\
n_{3} n_{1}(1-\cos \Omega)-n_{2} \sin \Omega & n_{3} n_{2}(1-\cos \Omega)+n_{1} \sin \Omega & \cos \Omega+n_{3}^{2}(1-\cos \Omega)
\end{array}\right]
$$

### 5.3.2 Experimental Results

For each experiment, three different bounds, Bound1, Bound2 and Bound3, are given to routine NLPQL, where Bound3 effectively indicates to NLPQL that the variables are unbounded. For each given bound, each optimization process was tried with 4096 different initial guesses as starting point. These input points are

$$
(i \times 0.1, j \times 0.2, k \times 0.1), i, j, k=1,3,5, \ldots, 31 .
$$

The rotation, $R_{0}$, for the experiments is

$$
\left(\phi_{0}, \theta_{0}, \Omega_{0}\right)=(\pi / 6, \pi / 9, \pi / 4)=(0.5235987758,0.3490658504,0.7853981635)
$$

Figure 5.6 shows the rotated surfaces for $E_{3,5,9}, S H_{1}$, and $S H_{2}$. In the figure, the shapes in thick gray are the models in standard attitude and the shapes in solid black are the models rotated by $R_{0}$.

One way to evaluate the optimization results is to check the number of the initial guesses from which the global optimal point, $R_{0}$, is found by the optimization process, under a given bound. Table 5.8, Table 5.9 and Table 5.10 list these numbers for set-1, set- 2 and set- 3 experiments, respectively, under the three bounds.


Figure 5.6: Experimental shapes and their rotated images under rotation $(\pi / 6, \pi / 9, \pi / 4)$, projected onto a plane with normal direction $(1,1,1)$.

The results of the optimization fall into three categories:

1. The rotation $R_{0}$ is found;
2. A boundary point of the feasible region is reached before the rotation $R_{0}$ is found;
3. The number of line searches in NLPQL exceeds the specified limit.

The distribution of the first two categories over the initial guesses suggests connected regions within the feasible region, which may assist selecting favorable initial guesses to obtain $R_{0}$. The second category does not apply to optimization under Bound3. When the third category happens to an initial guess, the result is often very close to the optimal point. This category can be reduced by adjusting the parameters given to NLPQL.

Another way to evaluate the optimization results is to measure how close the rotation found by optimization is to the rotation $R_{0}$. However, there are three difficulties:

1. No metric in rotation space is commonly agreed upon in computational vision to
measure how close two rotations are to each other;
2. Two very different triples may represent the same rotation due to periodicity;
3. Two triples that represent different rotations may correspond to the same attitude for an object that possesses symmetries.

To evaluate how close a rotation $R=(\phi, \theta, \Omega)$ is to another rotation $R_{0}=\left(\phi_{0}, \theta_{0}, \Omega_{0}\right)$, the difference,

$$
\left(\left|\phi_{0}-\phi\right|,\left|\theta_{0}-\theta\right|,\left|\Omega_{0}-\Omega\right|\right)
$$

between the two triples representing the two rotations can be considered as a measurement. The rotation angle, $\Omega^{*}$, of $R_{0} R^{-1}$ can also be used to measure the closeness between $R$ and $R_{0}$. Tables 5.11-5.16 list the differences between $\left(\phi_{0}, \theta_{0}, \Omega_{0}\right)$ and the triples, $(\phi, \theta, \Omega)$, found by optimizations with initial guess $(0.1,0.2,0.9)$. The corresponding values of $\Omega^{*}$ are also listed. The choice of $(0.1,0.2,0.9)$ is based on no particular consideration except that the optimization results then all are within the bound, $[0, \pi] \times[0,2 \pi] \times[0, \pi]$, thus avoiding the issue of periodicity. The results listed under the heading of $\chi(R)$, $\chi_{1}(R)$ and $\chi_{2}(R)$ are from the experiments on the pillow. The results on the peanut are not listed because the peanut has rotational symmetries with infinitely many rotations representing the same attitude.

A way to visualize the optimization result is to superimpose the rotated model onto the object. As examples of the results of set-1 experiments, the results of minimizing $\varphi(R)$ and $\psi(R)$ on $E_{3,5,9}$ with initial guess $(0.1,1.4,1.3)$ under Boundl are shown in Figure 5.7 and Figure 5.8, respectively. The results of maximizing $\chi(R)$ on the peanut and the pillow with the same initial guess, $(0.1,1.4,1.3)$, under the same bound, Bound1, are shown in Figure 5.9 and Figure 5.10, respectively. As examples of the results of set-3 experiments, the results of minimizing $\varphi(R)$ and $\psi(R)$ on $E_{3,5,9}$ with initial guess $(0.1,4.2,1.7)$ under Bound3 are shown in Figure 5.11 and Figure 5.12, respectively. The

| set-1 |  | $E_{3,5,9}$ |  | $\mathrm{SH}_{1}$ | $\mathrm{SH}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\varphi(R)$ | $\psi(R)$ | $\chi(R)$ | $\chi(R)$ |
| Bound1 | group-0 | 1178 | 860 | 1814 | 1485 |
|  | group-1 | 1180 | 1070 | 1814 | 1588 |
|  | group-2 | 1163 | 982 | 1814 | 1589 |
| Bound2 | group-0 | 3910 | 3052 | 3882 | 3756 |
|  | group-1 | 3909 | 3234 | 3879 | 3795 |
|  | group-2 | 3905 | 3069 | 3884 | 3777 |
| Bound3 | group-0 | 4096 | 3918 | 4096 | 4087 |
|  | group-1 | 4096 | 4065 | 4096 | 4064 |
|  | group-2 | 4095 | 4070 | 4096 | 4064 |

Table 5.8: Results of set-1 experiments: the number of initial guesses out of the 4096 initial guesses converging to the optimal point.
results of maximizing $\chi(R)$ on $S H_{1}$ and $S H_{2}$ with the same initial guess under the same bound are shown in Figure 5.13 and Figure 5.14, respectively. In the figures, the shapes in thick gray are the models and the shapes in solid black are the shapes obtained at different iterations.

| set-2 |  | $E_{3,5,9}$ |  | $S H_{1}$ | $\mathrm{SH}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\varphi(R)$ | $\psi(R)$ | $\chi(R)$ | $\chi(R)$ |
| Bound1 | group-0a | 1181 | 863 | 1818 | 1482 |
|  | group-0b | 1178 | 860 | 1814 | 1487 |
|  | group-1a | 1175 | 1070 | 1816 | 1590 |
|  | group-1b | 1179 | 1071 | 1813 | 1588 |
|  | group-2a | 1163 | 981 | 1814 | 1588 |
|  | group-2b | 1162 | 963 | 1821 | 1589 |
| Bound2 | group-0a | 3897 | 3092 | 3879 | 3775 |
|  | group-0b | 3894 | 3074 | 3475 | 3751 |
|  | group-1a | 3881 | 3236 | 3878 | 3794 |
|  | group-1b | 3908 | 3226 | 3886 | 3805 |
|  | group-2a | 3904 | 3069 | 3875 | 3795 |
|  | group-2b | 3901 | 3058 | 3887 | 3786 |
| Bound3 | group-0a | 4091 | 4041 | 4095 | 4095 |
|  | group-0b | 4096 | 4078 | 4096 | 4094 |
|  | group-1a | 4075 | 4067 | 4096 | 4095 |
|  | group-1b | 4095 | 4034 | 4096 | 4069 |
|  | group-2a | 4095 | 4046 | 4096 | 4095 |
|  | group-2b | 4094 | 3925 | 4095 | 4096 |

Table 5.9: Results of set-2 experiments: the number of initial guesses out of the 4096 initial guesses converging to the optimal point.

|  |  | $E_{3,5,9}$ |  | $S H_{1}$ | $S H_{2}$ |
| :---: | :---: | ---: | ---: | ---: | :---: |
|  |  | set-3 |  | $\varphi(R)$ | $\psi(R)$ | $\chi(R)$ |
|  |  | 1184 | 863 | 1819 | 1481 |
|  | group-1 | 1177 | 1068 | 1815 | 1591 |
|  | group-2 | 1162 | 971 | 1821 | 1590 |
| Bound2 | group-0 | 3889 | 3096 | 3874 | 3775 |
|  | group-1 | 3905 | 3229 | 3876 | 3799 |
|  | group-2 | 3901 | 3058 | 3890 | 3792 |
|  | group-0 | 4092 | 4096 | 4095 | 4096 |
|  | group-1 | 4096 | 4028 | 4096 | 4094 |
|  | group-2 | 4096 | 4094 | 4095 | 4096 |

Table 5.10: Results of set-3 experiments: the number of initial guesses out of the 4096 initial guesses converging to the optimal point.

| set | group | bound | function | $\left\|\phi_{0}-\phi\right\|$ | $\left\|\theta_{0}-\theta\right\|$ | $\left\|\Omega_{0}-\Omega\right\|$ | $\Omega^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| set-1 | group-0 | Bound1 | $\varphi(R)$ | 0.001292 | 0.000331 | 0.000496 | 0.001114 |
|  |  |  | $\psi(R)$ | 0.002772 | 0.000969 | 0.002783 | 0.003521 |
|  |  |  | $\chi(R)$ | 0.000006 | 0.000120 | 0.000003 | 0.000045 |
|  |  | Bound2 | $\varphi(R)$ | 0.001041 | 0.000697 | 0.000804 | 0.001163 |
|  |  |  | $\psi(R)$ | 0.002793 | 0.000987 | 0.002765 | 0.003518 |
|  |  |  | $\chi(R)$ | 0.000032 | 0.000019 | 0.000007 | 0 |
|  |  | Bound3 | $\varphi(R)$ | 0.001041 | 0.000697 | 0.000804 | 0.001163 |
|  |  |  | $\psi(R)$ | 0.002793 | 0.000987 | 0.002765 | 0.003518 |
|  |  |  | $\chi(R)$ | 0.000032 | 0.000019 | 0.000007 | 0 |

Table 5.11: The comparisons between $R_{0}$ and the estimated rotations from initial guess ( $0.1,0.2,0.9$ ) by set- 1 /group- 0 experiments.

| set | group | bound | function | $\left\|\phi_{0}-\phi\right\|$ | $\left\|\theta_{0}-\theta\right\|$ | $\left\|\Omega_{0}-\Omega\right\|$ | $\Omega^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| set-1 | group-1 | Bound1 | $\varphi_{1}(R)$ | 0.000035 | 0.000003 | 0.000034 | 0.000045 |
|  |  |  | $\psi_{1}(R)$ | 0.000000 | 0.000001 | 0.000002 | 0 |
|  |  |  | $\chi_{1}(R)$ | 0.000004 | 0.000041 | 0.000022 | 0 |
|  |  | Bound2 | $\varphi_{1}(R)$ | 0.000147 | 0.000305 | 0.000264 | 0.000310 |
|  |  |  | $\psi_{1}(R)$ | 0.000002 | 0.000008 | 0.000005 | 0 |
|  |  |  | $\chi_{1}(R)$ | 0.000057 | 0.000095 | 0.000028 | 0.000063 |
|  |  | Bound3 | $\varphi_{1}(R)$ | 0.000147 | 0.000305 | 0.000264 | 0.000310 |
|  |  |  | $\psi_{1}(R)$ | 0.000002 | 0.000008 | 0.000005 | 0 |
|  |  |  | $\chi_{1}(R)$ | 0.000057 | 0.000095 | 0.000028 | 0.000063 |

Table 5.12: The comparisons between $R_{0}$ and the estimated rotations from initial guess $(0.1,0.2,0.9)$ by set- $1 /$ group- 1 experiments.

| set | group | bound | function | $\left\|\phi_{0}-\phi\right\|$ | $\left\|\theta_{0}-\theta\right\|$ | $\left\|\Omega_{0}-\Omega\right\|$ | $\Omega^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| set-1 | group-2 | Bound1 | $\varphi_{2}(R)$ | 0.003893 | 0.001203 | 0.001635 | 0.003427 |
|  |  |  | $\psi_{2}(R)$ | 0.018105 | 0.001630 | 0.009638 | 0.016824 |
|  |  |  | $\chi_{2}(R)$ | 0.000042 | 0.000082 | 0.000005 | 0.000045 |
|  |  | Bound2 | $\varphi_{2}(R)$ | 0.003915 | 0.001185 | 0.001622 | 0.003435 |
|  |  |  | $\psi_{2}(R)$ | 0.018106 | 0.001641 | 0.009647 | 0.016830 |
|  |  |  | $\chi_{2}(R)$ | 0.000019 | 0.000054 | 0.000011 | 0 |
|  |  | Bound3 | $\varphi_{2}(R)$ | 0.003915 | 0.001185 | 0.001622 | 0.003435 |
|  |  |  | $\psi_{2}(R)$ | 0.018106 | 0.001641 | 0.009647 | 0.016830 |
|  |  |  | $\chi_{2}(R)$ | 0.000019 | 0.000054 | 0.000011 | 0 |

Table 5.13: The comparisons between $R_{0}$ and the estimated rotations from initial guess $(0.1,0.2,0.9)$ by set-1/group-2 experiments.

| set | group | bound | function | $\left\|\phi_{0}-\phi\right\|$ | $\left\|\theta_{0}-\theta\right\|$ | $\left\|\Omega_{0}-\Omega\right\|$ | $\Omega^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| set-3 | group-0 | Boundl | $\varphi(R)$ | 0.001034 | 0.000657 | 0.000998 | 0.001298 |
|  |  |  | $\psi(R)$ | 0.002665 | 0.001086 | 0.002973 | 0.003632 |
|  |  |  | $\chi(R)$ | 0.000084 | 0.000468 | 0.000107 | 0.000219 |
|  |  | Bound2 | $\varphi(R)$ | 0.000718 | 0.000997 | 0.001358 | 0.001514 |
|  |  |  | $\psi(R)$ | 0.002678 | 0.001104 | 0.002956 | 0.003624 |
|  |  |  | $\chi(R)$ | 0.000051 | 0.000384 | 0.000109 | 0.000190 |
|  |  | Bound3 | $\varphi(R)$ | 0.000718 | 0.000997 | 0.001358 | 0.001514 |
|  |  |  | $\psi(R)$ | 0.002678 | 0.001104 | 0.002956 | 0.003624 |
|  |  |  | $\chi(R)$ | 0.000051 | 0.000384 | 0.000109 | 0.000190 |

Table 5.14: The comparisons between $R_{0}$ and the estimated rotations from initial guess $(0.1,0.2,0.9)$ by set- $3 /$ group- 0 experiments.

| set | group | bound | function | $\left\|\phi_{0}-\phi\right\|$ | $\left\|\theta_{0}-\theta\right\|$ | $\left\|\Omega_{0}-\Omega\right\|$ | $\Omega^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| set-3 | group-1 | Boundl | $\varphi_{1}(R)$ | 0.000258 | 0.000213 | 0.000227 | 0.000313 |
|  |  |  | $\psi_{1}(R)$ | 0.000155 | 0.000138 | 0.000098 | 0.000161 |
|  |  |  | $\chi_{1}(R)$ | 0.000106 | 0.000583 | 0.000081 | 0.000249 |
|  |  | Bound2 | $\varphi_{1}(R)$ | 0.000273 | 0.000192 | 0.000231 | 0.000319 |
|  |  |  | $\psi_{1}(R)$ | 0.000149 | 0.000125 | 0.000087 | 0.000155 |
|  |  |  | $\chi_{1}(R)$ | 0.000139 | 0.000581 | 0.000085 | 0.000261 |
|  |  | Bound3 | $\varphi_{1}(R)$ | 0.000273 | 0.000192 | 0.000231 | 0.000319 |
|  |  |  | $\psi_{1}(R)$ | 0.000149 | 0.000125 | 0.000087 | 0.000155 |
|  |  |  | $\chi_{1}(R)$ | 0.000139 | 0.000581 | 0.785313 | 0.000261 |

Table 5.15: The comparisons between $R_{0}$ and the estimated rotations from initial guess ( $0.1,0.2,0.9$ ) by set-3/group-1 experiments.

| set | group | bound | function | $\left\|\phi_{0}-\phi\right\|$ | $\left\|\theta_{0}-\theta\right\|$ | $\left\|\Omega_{0}-\Omega\right\|$ | $\Omega^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| set-3 | group-2 | Bound1 | $\varphi_{2}(R)$ | 0.002839 | 0.002202 | 0.002389 | 0.003335 |
|  |  |  | $\psi_{2}(R)$ | 0.017779 | 0.002051 | 0.008529 | 0.016018 |
|  |  |  | $\chi_{2}(R)$ | 0.000116 | 0.000764 | 0.000206 | 0.000369 |
|  |  | Bound2 | $\varphi_{2}(R)$ | 0.002977 | 0.002078 | 0.002389 | 0.003393 |
|  |  |  | $\psi_{2}(R)$ | 0.017857 | 0.002041 | 0.008536 | 0.016072 |
|  |  |  | $\chi_{2}(R)$ | 0.000077 | 0.000774 | 0.000199 | 0.000361 |
|  |  | Bound3 | $\varphi_{2}(R)$ | 0.002977 | 0.002078 | 0.002389 | 0.003393 |
|  |  |  | $\psi_{2}(R)$ | 0.017857 | 0.002041 | 0.008536 | 0.016072 |
|  |  |  | $\chi_{2}(R)$ | 0.000077 | 0.000774 | 0.000199 | 0.000361 |

Table 5.16: The comparisons between $R_{0}$ and the estimated rotations from initial guess ( $0.1,0.2,0.9$ ) by set-3/group-2 experiments.


Figure 5.7: Example of the results of set-1 experiments: Minimizing $\varphi(R)$ for $E_{3,5,9}$ with initial guess $(0.1,1.4,1.3)$ under Bound1.


Figure 5.8: Example of the results of set-1 experiments: Minimizing $\psi(R)$ for $E_{3,5,9}$ with initial guess $(0.1,1.4,1.3)$ under Bound1.


Figure 5.9: Example of the results of set-1 experiments: Maximizing $\chi(R)$ for the peanut with initial guess $(0.1,1.4,1.3)$ under Bound1.


Figure 5.10: Example of the results of set-1 experiments: Maximizing $\chi(R)$ for the pillow with initial guess $(0.1,1.4,1.3)$ under Boundl.


Figure 5.11: Example of the results of set-3 experiments: Minimizing $\varphi(R)$ for $E_{3,5,9}$ with initial guess $(0.1,4.2,1.7)$ under Bound3.

(a) Initial guess

(b) 2nd iteration

(c) 3rd iteration

(d) final result

Figure 5.12: Example of the results of set-3 experiments: Minimizing $\psi(R)$ for $E_{3,5,9}$ with initial guess $(0.1,4.2,1.7)$ under Bound3.


Figure 5.13: Example of the results of set-3 experiments: Maximizing $\chi(R)$ for the peanut with initial guess $(0.1,4.2,1.7)$ under Bound3.


Figure 5.14: Example of the results of set-3 experiments: Maximizing $\chi(R)$ for the pillow with initial guess $(0.1,4.2,1.7)$ under Bound3.

### 5.3.3 Variational Test

Experiments have been conducted on the synthesized models and objects to test the methods in the situations where the orientation-based representations of the synthesized models and objects are given by sampled data with one of the following variations:

1. The sampling rates for the model and the object are different;
2. The sampling data of the object are only given on a hemisphere;
3. For the starshaped surfaces, the choices of origin for the model and the object are different.

The objective functions for group- 0 of the set- 3 experiments are used accordingly.
Let $H^{s . f}\left(E_{3,5,9} ; \omega\right)$ denote the interpolated function from the value of $H\left(E_{3,5,9} ; \omega\right)$ at the vertices of the geodesic dome of frequency $f$. Similar notation applies to $F_{i}\left(E_{3,5,9} ; \omega\right)$ and $\rho\left(S H_{i} ; \omega\right), i=1,2$. The objective functions for experiments using the data sampled at different rates are:

$$
\begin{aligned}
\varphi(R) & =\frac{1}{6} \int_{S^{2}} H^{s .20}\left(E_{3,5,9} ; R^{-1}(\omega)\right) F_{1}^{s .12}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega \\
\psi(R) & =\frac{1}{3} \int_{S^{2}} H^{s .20}\left(E_{3,5,9} ; R^{-1}(\omega)\right) F_{2}^{s .12}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega \\
\chi(R) & =\frac{1}{3} \int_{S^{2}} \rho^{s .20}\left(S H_{i} ; R^{-1}(\omega)\right)\left(\rho^{s .12}\left(R_{0}\left(S H_{i}\right) ; \omega\right)\right)^{2} d \omega, i=1,2
\end{aligned}
$$

Let $S^{\prime 2-}$ denote the hemisphere with $z<0$. Let $F_{i}^{s . z-}\left(E_{3,5,9} ; \omega\right)$ denote the interpolated function from the value of $H\left(E_{3,5,9} ; \omega\right)$ at the vertices of the geodesic dome that belong to $S^{2-}$. Similar notation applies to $\rho\left(S_{i} H_{i} ; \omega\right), i=1,2$. The objective functions for experiments using the data sampled on the hemisphere are:

$$
\varphi(R)=\frac{1}{6} \int_{S^{2-}} H^{s}\left(E_{3,5,9} ; R^{-1}(\omega)\right) F_{1}^{s, z-}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega,
$$

$$
\begin{aligned}
& \psi(R)=\frac{1}{3} \int_{S^{2-}} H^{s}\left(E_{3,5,9} ; R^{-1}(\omega)\right) F_{2}^{s . z-}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega \\
& \chi(R)=\frac{1}{3} \int_{S^{2-}} \rho^{s}\left(S H_{i} ; R^{-1}(\omega)\right)\left(\rho^{s . z-}\left(R_{0}\left(S H_{i}\right) ; \omega\right)\right)^{2} d \omega, i=1,2
\end{aligned}
$$

Each optimization process proceeded with 4096 initial guesses under Bound3. Table 5.17 presents the number of the initial guesses from which the optimal point $R_{0}$ is found.

Suppose the origin of the coordinate system for the object is located at position $T$ in the coordinate system for the model, where $T$ is a 3 -D vector. Let $\rho^{s . T}\left(S H_{i} ; \omega\right)$ denote the interpolated function from the value of $\rho\left(T\left(S H_{i}\right) ; \omega\right)$, where $\rho\left(T\left(S H_{i}\right) ; \omega\right)$ is the radial function of $S H_{i}$ with respect to $T$. The objective functions for experiments with different choices of origin are:

$$
\chi(R)=\frac{1}{3} \int_{S^{2}} \rho^{s}\left(S H_{i} ; R^{-1}(\omega)\right)\left(\rho^{s}\left(T\left(R_{0}\left(S H_{i}\right)\right) ; \omega\right)\right)^{2} d \omega, i=1,2
$$

The vectors used in the experiments are listed in Table 5.18 along with indications about whether they are inside the objects. With each choice of the origin, the optimization process was tried with the 4096 initial guesses under Bound3. Table 5.19 lists the number of initial guesses that lead the optimization converge to the optimal point $R_{0}$. The optimizations fail to converge to $R_{0}$ for the peanut when $T_{3}$ and $T_{4}$ are chosen and for the pillow when $T_{4}$ is chosen. This is because $T_{3}$ is outside the peanut, $T_{4}$ outside the kernel of the peanut ${ }^{2}$ and $T_{4}$ outside the pillow. With the 4096 initial guesses, the optimizations converge to the same point for the same choice of vector $T$ and the same object.

Like in Section 5.3.2, differences between $\left(\phi_{0}, \theta_{0}, \Omega_{0}\right)$ and the triples, $(\phi, \theta, \Omega)$, found by the optimizations with initial guess $(0.1,0.2,0.9)$ are listed in Table 5.20. The corre-

[^4]| Experiments | $E_{3,5,9}$ |  | $S H_{1}$ | $S H_{2}$ |
| :--- | :---: | ---: | ---: | :--- |
|  | $\varphi(R)$ | $\psi(R)$ | $\chi(R)$ | $\chi(R)$ |
| different sampling rates | 4085 | 4070 | 4095 | 4095 |
| sampling on half sphere | 4095 | 3985 | 4096 | 4095 |

Table 5.17: Results of testing different sampling rates and hemisphere sampling: the number of initial guesses out of the 4096 initial guesses converging to the optimal point.

| vectors | inside the peanut | inside the pillow |
| :--- | :---: | :---: |
| $T_{1}=(0.3,0.3,0.7)$ | yes | yes |
| $T_{2}=(0.5,-0.7,0.4)$ | yes | yes |
| $T_{3}=(0.7,1.0,0.3)$ | no | yes |
| $T_{4}=(0.3,0.3,-3.6)$ | yes | no |

Table 5.18: Different choices of origin used in the experiments.
sponding rotation angles, $\Omega^{*}$, of the rotation $R_{0} R^{-1}$ are also listed. The results on the peanut are not presented because the peanut has rotational symmetries with infinitely many rotations representing the same attitude. To visualize the optimization result, matchings at different iterations from initial guess $(0.1,4.2,1.7)$ are drawn. Figures 5.155.18 show the results for experiments using data sampled at different sampling rates. Figures 5.19-5.22 show the results for experiments using data sampled over half sphere. Figures 5.23-5.27 show the results for experiments using data sampled with different choices of origin. In the figures, the shapes in thick gray are the models and the shapes in solid black are the shapes obtained at different iterations.

| Choice of origin | $\chi(R)$ |  |
| :--- | :---: | :---: |
|  | $S H_{1}$ | $S H_{2}$ |
| $T_{1}=(0.3,0.3,0.7)$ | 4096 | 4096 |
| $T_{2}=(0.5,-0.7,0.4)$ | 4096 | 4096 |
| $T_{3}=(0.7,1.0,0.3)$ | 0 | 4096 |
| $T_{4}=(0.3,0.3,-3.6)$ | 0 | 0 |

Table 5.19: Results of testing the different choice of origin: the number of initial guesses out of the 4096 initial guesses converging to the optimal point.

| experiment | function | $\left\|\phi_{0}-\phi\right\|$ | $\left\|\theta_{0}-\theta\right\|$ | $\left\|\Omega_{0}-\Omega\right\|$ | $\Omega^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| different sampling rate | $\varphi(R)$ | 0.000746 | 0.000914 | 0.001287 | 0.001451 |
|  | $\psi(R)$ | 0.002660 | 0.000996 | 0.002903 | 0.003568 |
|  | $\chi(R)$ | 0.000051 | 0.000375 | 0.000114 | 0.000190 |
|  | $\psi(R)$ | 0.011209 | 0.003319 | 0.015578 | 0.017868 |
|  | $\psi(R)$ | 0.013292 | 0.005738 | 0.012407 | 0.016240 |
|  | $\chi(R)$ | 0.000115 | 0.000314 | 0.000073 | 0.000167 |
| origin is at $T_{1}$ for $S H_{2}$ | $\chi(R)$ | 0.041500 | 0.106776 | 0.027117 | 0.056632 |
| origin is at $T_{2}$ for $S H_{2}$ | $\chi(R)$ | 0.020306 | 0.082305 | 0.022585 | 0.042571 |
| origin is at $T_{3}$ for $S H_{2}$ | $\chi(R)$ | 0.050782 | 0.044203 | 0.033828 | 0.053769 |

Table 5.20: The comparisons between $R_{0}$ and the estimated rotations from initial guess $(0.1,0.2,0.9)$ by experiments using variational testing data.


Figure 5.15: Example of the results of variational tests: Minimizing $\varphi(R)$ for $E_{3,5,9}$ with initial guess $(0.1,4.2,1.7)$ using data sampled at different sampling rates.


Figure 5.16: Example of the results of variational tests: Minimizing $\psi(R)$ for $E_{3,5,9}$ with initial guess $(0.1,4.2,1.7)$ using data sampled at different sampling rates.


Figure 5.17: Example of the results of variational tests: Maximizing $\chi(R)$ for the peanut with initial guess $(0.1,4.2,1.7)$ using data sampled at different sampling rates.


Figure 5.18: Example of the results of variational tests: Maximizing $\chi(R)$ for the pillow with initial guess $(0.1,4.2,1.7)$ using data sampled at different sampling rates.


Figure 5.19: Example of the results of variational tests: Minimizing $\varphi(R)$ for $E_{3,5,9}$ with initial guess $(0.1,4.2,1.7)$ using data sampled on half sphere.


Figure 5.20: Example of the results of variational tests: Minimizing $\psi(R)$ for $E_{3,5,9}$ with initial guess $(0.1,4.2,1.7)$ using data sampled on half sphere.


Figure 5.21: Example of the results of variational tests: Maximizing $\chi(R)$ for the peanut with initial guess $(0.1,4.2,1.7)$ using data sampled on half sphere.


Figure 5.22: Example of the results of variational tests: Maximizing $\chi(R)$ for the pillow with initial guess $(0.1,4.2,1.7)$ using data sampled on half sphere.


Figure 5.23: Example of the results of variational tests: Maximizing $\chi(R)$ for the peanut with initial guess $(0.1,4.2,1.7)$ using data sampled with new origin $T_{1}$.


Figure 5.24: Example of the results of variational tests: Maximizing $\chi(R)$ for the peanut with initial guess $(0.1,4.2,1.7)$ using data sampled with new origin $T_{2}$.


Figure 5.25: Example of the results of variational tests: Maximizing $\chi(R)$ for the pillow with initial guess $(0.1,4.2,1.7)$ using data sampled with new origin $T_{1}$.


Figure 5.26: Example of the results of variational tests: Maximizing $\chi(R)$ for the pillow with initial guess $(0.1,4.2,1.7)$ using data sampled with new origin $T_{2}$.


Figure 5.27: Example of the results of variational tests: Maximizing $\chi(R)$ for the pillow with initial guess $(0.1,4.2,1.7)$ using data sampled with new origin $T_{3}$.

### 5.4 Experiments on Real Data

### 5.4.1 Experimental Settings

The three experimental shapes defined in Section 5.1 and used in experiments described in Section 5.3 were custom fabricated as real solid objects of polyvinyl-chloride using automated, numerically controlled milling machine. The ellipsoid was machined from numerical data derived from its three axis lengths. The starshaped objects were machined from numerical data sampled from their radial functions. A fourth object, a sphere, was machined from the same material to serve as a calibration object for photometric stereo.

Photometric stereo was used to obtain surface gradients [74] and the principal curvatures [77]. Photometric stereo uses reflectance data obtained from the calibration sphere to determine surface gradient, $(p, q)$, at each visible point. At the same time, the partial derivatives of the reflectance map are determined. Photometric stereo then combines the partial derivatives of the intensity with the partial derivatives of the reflectance map to estimate the surface Hessian matrix. Combining the Hessian and the gradient determines the principal curvatures, $k_{1}$ and $k_{2}$.

Three images of each object are taken under three different lighting conditions with the same imaging geometry. The visible hemisphere is the half sphere with $z<0$, denoted as $S^{\prime 2-}$. The attitude of the objects with respect to the camera is set manually. The object is homothetic to its model in the standard attitude, subject to an unknown rotation $R_{0}$, an unknown translation and an unknown scaling. The goal of the experiments is to determine the rotation, $R_{0}$. Images of the ellipsoid for attitude determination using the combination of the support function and the curvature functions are shown in Figure 5.28. Images of the peanut and the pillow for attitude determination using the the radial function are shown in Figure 5.29 and Figure 5.30, respectively.

(a) first light source

(b) second light source

(c) third light source

Figure 5.28: Images of the ellipsoid under three light sources.


Figure 5.29: Images of the peanut under three light sources.

(c) third light source

Figure 5.30: Images of the pillow under three light sources.

In the experiments, the gradient, $(p, q)$, determines the mapping from sensed surface point to the point on the sphere as:

$$
(x, y, z) \in C \longrightarrow u=\frac{1}{\sqrt{p^{2}+q^{2}+1}} \times(p, q,-1) \in S^{2-} .
$$

The principal curvatures, $k_{1}$ and $k_{2}$, determine values for the first and second curvature functions as:

$$
F_{1}(C ; u)=\frac{1}{k_{1}}+\frac{1}{k_{2}}, \quad F_{2}(C ; u)=\frac{1}{k_{1}} \times \frac{1}{k_{2}} .
$$

The coupled depth/slope method by Harris [34] was used to reconstruct depth from gradient and obtain the relative height $z$ of each surface point $(x, y, z)$. Then the radial function was computed as the distance from a fixed point inside the kernel of the object to each visible surface point. The radial function does depend on the choice of this fixed point. By convention, the origin of the object coordinate system is taken to be the center of gravity of the object, whenever possible.

Since surface data are acquired from a single viewpoint, the curvature functions and the radial function are not known over the entire sphere. Thus the objective functions $\hat{\varphi}(R), \hat{\psi}(R)$ and $\bar{\chi}(R)$ defined in Equation (4.19), (4.20) and (4.34) are used. The objects were arranged in such a way that the region over which the orientation-based representations are available is the hemisphere $S^{2-}$. Since the ellipsoid satisfies the conditions set in Chapter 4 the objective functions $\hat{\varphi}(R)$ and $\hat{\psi}(R)$ can be approximated by $\bar{\varphi}(R)$ and $\bar{\psi}(R)$.

Thus the objective functions for the real data experiments are:

$$
\begin{aligned}
\bar{\varphi}(R) & =\frac{\frac{1}{6} \int_{S^{2-}} H\left(R\left(E_{3,5,9}\right) ; \omega\right) F_{1}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega}{\left[\frac{1}{6} \int_{S^{2-}} H\left(R\left(E_{3,5,9}\right) ; \omega\right) F_{1}\left(R\left(E_{3,5,9}\right) ; \omega\right) d \omega\right]^{\frac{1}{2}}}, \\
\bar{\psi}(R) & =\frac{\frac{1}{3} \int_{S^{2-}} H\left(R\left(E_{3,5,9}\right) ; \omega\right) F_{2}\left(R_{0}\left(E_{3,5,9}\right) ; \omega\right) d \omega}{\left[\frac{1}{3} \int_{S^{2-}} H\left(R\left(E_{3,5,9}\right) ; \omega\right) F_{2}\left(R\left(E_{3,5,9}\right) ; \omega\right) d \omega\right]^{\frac{1}{3}}}, \\
\bar{\chi}(R) & =\frac{1}{3} \cdot \frac{\int_{S^{2-}} \rho\left(R\left(S H_{i}\right) ; x\right) \rho^{2}\left(R_{0}\left(S H_{i}\right) ; x\right) d x}{\left[\int_{S^{2}-} \rho^{3}\left(R\left(S H_{i}\right) ; x\right) d x\right]^{\frac{1}{3}}}, \quad i=1,2 .
\end{aligned}
$$

### 5.4.2 Experimental Results

In the experiments, the optimization process was executed 4096 times, each time corresponding to a different initial guess for object rotation. The bound given to NLPQL is Bound3 (of Section 5.3.2), which effectively makes a constrained optimization into an unconstrained optimization. All the initial guesses converged to points with the same function values of $\bar{\varphi}(R), \bar{\psi}(R)$ or $\bar{\chi}(R)$ and with the same object attitude. Thus, for the objects tested, the method is robust with respect to the initial guess.

The attitude of the sensed object is established manually for each experiment. The true rotations of the objects with respect to their standard attitudes also are estimated manually. These estimated rotations are used as rough measures of accuracy to evaluate the rotations found by the optimization process.

One way to evaluate the optimization results is to compare the rotation found by optimization with the estimated a priori rotation matrices. This approach is feasible for objects that have few symmetries. The ellipsoid, $E_{3,5,9}$, has few symmetries since its three axes all are different. The pillow also has few symmetries. When an object is highly symmetric, like the peanut, it is difficult to evaluate the optimization results by comparing rotation because different rotations correspond to the identical object attitude. Table 5.21 presents the estimated a priori rotation, $R_{0}$, for the ellipsoid imaged in Figure 5.28 and the rotations, $R_{1}$ and $R_{2}$, found by minimizing, respectively, $\bar{\varphi}(R)$ and $\bar{\psi}(R)$. Also presented in the table are the matrices $R_{0} R_{i}^{-1}, i=1,2$, and their rotation angles. Table 5.22 presents the same material for the pillow imaged in Figure 5.30. The rotations found by the optimizations are either the corresponding matrix in the two tables or that matrix multiplied on the right by a matrix corresponding to a reflection about one or more symmetry axis the object possesses. These matrices all define the same attitude for the given objects.


#### Abstract

The estimated a priori rotation for the ellipsoid in Figures 5.28:


$$
R_{0}=\left[\begin{array}{rrr}
0 & -0.4975121 & -0.8674570 \\
0 & 0.8674570 & -0.4975121 \\
1 & 0 & 0
\end{array}\right]
$$

$\left.\begin{array}{l}\text { The rotation found by } \quad R_{1}=\left[\begin{array}{rrr}0.1771714 & -0.4824572 & -0.8578143 \\ \text { minimizing } \bar{\varphi}(R) \text { : } & 0.1338156 & 0.8516999\end{array}-0.5066563\right. \\ 0.9750404\end{array} 0.2045539 \quad 0.0863366\right]$
$\left.\begin{array}{l}\text { The rotation found by } \quad R_{2}=\left[\begin{array}{rrr}0.0555034 & -0.5356140 & -0.8426369 \\ 0.0083401 & 0.8441571 & -0.5360310 \\ \text { minimizing } \bar{\psi}(R) \text { : } & 0.9984237 & 0.0227239\end{array} 0.0513206\right.\end{array}\right]$
$R_{0} R_{1}^{-1}=\left[\begin{array}{rrr}0.9841453 & 0.0157715 & -0.1766613 \\ 0.0082621 & 0.9908807 & 0.1344883 \\ 0.1771714 & -0.1338156 & 0.9750404\end{array}\right]$

$$
R_{0} R_{2}^{-1}=\left[\begin{array}{rrr}
0.9974258 & 0.0450055 & -0.0558238 \\
-0.0454001 & 0.9989519 & -0.0058206 \\
0.0555034 & 0.0083401 & 0.9984237
\end{array}\right]
$$

the angle of $R_{0} R_{1}^{-1}=0.2239258$
the angle of $R_{0} R_{2}^{-1}=0.0721171$

Table 5.21: The comparison between the estimated a priori rotation for the ellipsoid and the rotations found by optimizations on real data.

the angle of $R_{0} R_{1}^{-1}=0.0409629$

Table 5.22: The comparison between the estimated a priori rotation for the pillow and the rotations found by optimizations on real data.

A way to visualize the optimization result is to superimpose the rotated model onto the image of the object. As examples, the results of minimizing $\bar{\varphi}(R)$ and $\bar{\psi}(R)$ with initial guess $(0.1,0.2,0.1)$ are shown in Figure 5.31 and Figure 5.32, respectively. The results of maximizing $\bar{\chi}(R)$ for the peanut and the pillow with the same initial guess are shown in Figure 5.33 and Figure 5.34, respectively. In the figures, the black and white shows the silhouette of the object and the wire frame shape in gray is the rotated model.


Figure 5.31: Example of the results of real data experiments: Minimizing $\bar{\varphi}(R)$ for the ellipsoid imaged in Figure 5.28 with initial guess $(0.1,0.2,0.1)$.


Figure 5.32: Example of the results of real data experiments: Minimizing $\bar{\psi}(R)$ for the ellipsoid imaged in Figure 5.28 with initial guess ( $0.1,0.2,0.1$ ).


Figure 5.33: Example of the results of real data experiments: Maximizing $\bar{\chi}(R)$ for the peanut imaged in Figure 5.29 with initial guess ( $0.1,0.2,0.1$ ).

(a) initial guess.

(c) 3rd iteration.

(e) 10th iteration.

(b) 2nd iteration.

(d) 7th iteration.

(f) 14th (the last) iteration.

Figure 5.34: Example of the results of real data experiments: Maximizing $\bar{\chi}(R)$ for the pillow imaged in Figure 5.30 with initial guess $(0.1,0.2,0.1)$.

### 5.5 Summary

Experiments have been conducted on three experimental shapes. Both synthetic data and data obtained from images of the real objects of the three experimental shapes have been used to test the feasibility of the approaches developed in Chapter 4. Existing numerical routines, the optimization routine NLPQL, the interpolation routine by Robert Renka and the integration routine QB 01 AD , are utilized.

Experimental results have been presented in three ways:

1. Listing the numbers of the initial guesses, out of the 4096 initial guesses, that lead to the optimal point when the objective function is optimized;
2. Listing both the difference between the triples found by optimization and the optimal points and the rotation angle of $R_{0} R^{-1}$, where $R_{0}$ denotes the optimal rotation and $R$ denotes the rotation found by optimization;
3. Superimposing the rotated model onto the image of the object at different iterations of the optimization process.

From the results shown in Tables 5.8-5.10 it can be concluded that slightly more initial guesses converge to the optimal point when using the first curvature function than the second curvature function. It is noted, from Tables 5.11-5.16, that optimizing $\varphi(R)$ and $\varphi_{2}(R)$ estimates the optimal point slightly better than $\psi(R)$ and $\psi_{2}(R)$, whereas optimizing $\psi_{1}(R)$ estimates the optimal point slightly better than $\varphi_{1}(R)$. From Figure 5.31 and Figure 5.32 , it can be seen that the combination of the support function and the first curvature function gives a closer estimation of the true attitude of the real object than does the combination of the support function and the second curvature function. Thus the first curvature function performs slightly better than the second curvature function. This may be related to nothing more than the observation that, all else being equal, there
is less uncertainty in the sum of two numbers than there is in their product. This observation is merely anecdotal since, of course, one also needs to take into account properties of the particular numerical optimization routines used.

As expected, larger bounds allow more initial guesses converge to the optimal points. This is confirmed by the results shown in Tables 5.8-5.10.

The methods are also tested with variations in data: data sampled at different rates for the model and for the objects, data sampled only over a half sphere and, for starshaped objects, data sampled with different choices of origin. The variations do not alter the performance of the methods, i.e., optimization converges to the correct attitude.

## Chapter 6

## Conclusions

Orientation-based representations are a compact description of 3-D object shape. A desirable property that all orientation-based representations share is that the object and the representation rotate together. This makes an orientation-based representation wellsuited to the task of attitude determination. This dissertation studies orientation-based representations and solves the attitude determination problem using some of the representations. To conclude, Section 6.1 highlights the major contributions of this research and Section 6.2 points out future research directions.

### 6.1 Contributions

The following orientation-based representations are surveyed: the support function, the normal representation, curvature functions, the distance function, the radial function, the cross sectional measure and the breadth and area functions. The coherent presentation of the mathematical background for these orientation-based representations is a contribution of this thesis.

The support function, the first curvature function, the second curvature function and the radial function are used to solve the attitude determination problem. Inequalities that relate the orientation-based representations of more than two sets are used to transform the attitude determination problem into optimization problems for which standard
numerical methods exist. The transformations are theoretically justified. An important additional property of the optimizations is the fact that the value of the extremum is known a priori. Thus, one can always assess the validity of the solution found by the optimization.

The use of the support function on smooth objects and the use of the first curvature function are novel. The first curvature function and the second curvature function are orientation-based representations based on the Gauss map. The Gauss map is one-to-one for smooth strictly convex objects. The support function does not treat smooth objects and polytopes differently. The support function is defined for all points on the unit sphere regardless whether the object is smooth, a polytope or a combination. This is one of the reasons conjectured for its success in polyhedral shape matching [47]. The theorems on mixed volumes that have been used to transform the attitude determination problem into optimization problems apply to all convex bodies. When the objects are strictly convex and smooth, the mixed volumes can be computed via the support function of one object and the curvature functions of another object. A (technically) different treatment is required to develop algorithms for convex objects with developable or planar surfaces.

The radial function is one-to-one for starshaped sets. It is defined based on the dilation map. Starshaped objects appear here as a useful generalization of convexity that extends, in a principled way, previous work on shape matching. The radial function also does not treat smooth objects and polytopes differently. The radial function is defined for all points on the unit sphere regardless whether the object is smooth, a polytope or a combination. The theorems on dual mixed volumes that have been used to transform the attitude determination problem into optimization problems apply to all compact starshaped objects.

Photometric stereo provides dense, local estimates of both surface orientation and surface curvature. Imaging from an unknown viewpoint determines a visible hemisphere
of the representation. For smooth, strictly convex objects, matching the visible hemisphere to the full spherical model can be formulated as a single, uniform optimization process. Within this framework, depth need not be represented explicitly. In particular, one does not need multiple viewpoint dependent representations of a modeled object.

For starshaped objects, the radial function sensed from a single viewpoint may determine a portion of the representation that is bigger or smaller than a hemisphere. It is proven that the method matches the sensed portion of the representation to the complete representation of the model.

The methods are empirically demonstrated for smooth strictly convex objects and (compact) starshaped sets. Good matching results have been obtained. In the implementation described, optimization proceeds using a large number of initial guesses. The correct attitude is found even when there is no a priori knowledge of object attitude. At the same time, optimization benefits from a good initial guess. This suggests that the approach also is well-suited to motion tracking and navigation tasks where the solution at time $t$ can be used as the initial guess at time $t+\Delta t$.

The method is robust because it is a true 3-D method that employs dense surface data, not just data from 2-D contours or other sparse sets of features. Indeed, for the ellipsoid, the 2-D) occluding contour alone does not determine 3-D attitude.

The radial function does, of course, depend on the choice of coordinate system origin. For most object shapes, the radial function will not change significantly for (slight) changes in the location of the origin. Intuitively, this suggests that the method is stable with respect to choice of origin, provided the origin is within the kernel of the starshaped set. Experiments on synthetic data support this intuition.

### 6.2 Future Directions

Precise determination of accuracy and robustness on real data requires more quantitative work. Accuracy assessment must take into account sensor calibration, a priori determination of the "correct" attitude of the presented object and uncertainty in the "shape-from" method used to acquire the raw orientation and curvature data. It would be helpful to agree upon a metric for rotation space to quantify differences between the correct and the estimated object attitude.

The approach is intended for recognition, localization and inspection tasks using dense surface data that can be obtained from laser ranging, shape-from-shading or photometric stereo. The work here used data obtained from photometric stereo. It would be useful to experiment with other sources of dense surface data.

Because of its flexibility in handling bounds and constraints, the optimization package NLPQL was chosen. Experiments were conducted under different conditions. Now, it is clear that the system can be implemented using unconstrained optimization, in which case significant speed up would be expected. Special hardware may improve efficiency, including that of numerical interpolation. Other possible practical enhancements include one shot uniform resampling of the non-uniformly sampled measured data on the sphere and calculating the required integrations directly on the sphere.

Attempts to generalize representations based on convexity to handle more complex shapes have been of limited success. Attempts to generalize based on the theory of starshaped sets may be more successful. One reason is because there is a direct connection between visibility and starshaped set. The object surface visible from a particular viewpoint naturally defines a set starshaped with respect to the robot. One can define the star hull of a non starshaped set analogous to the convex hull of a non convex set [44]. Star hulls are, by definition, starshaped. Matching of the star hull of the visible surface to
the star hull of the modeled objects fits within the framework of the methods developed in this thesis and thus is a generalization that merits exploration.
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## Appendix A

## Symbols Used in the Thesis

$\triangleq$
$\triangleq R^{d}$
$R^{d} \backslash\{O\}$
$A \subseteq B$
int $A$
$\operatorname{bd} A$
$\operatorname{ker} A$
$\operatorname{dim} A$
$\operatorname{hull}(A)$
$S^{1}$
$S^{\prime 2}$
$S^{\prime d-1}$
$B^{d}$
$\pi_{d}$
$\omega_{d}$
$\operatorname{det}\left[a_{1} a_{2}\right.$
$\cdots$

The left side is defined by the right side
The $d$-dimensional real space
The set of points in $R^{d}$ except the origin set $A$ is a subset of set $B$
The interior of a set $A$
The boundary of a set $A$
The (convex) kernel of a set $A$
The dimension of a set $A$
The convex hull of a set $A$
The unit circle in $R^{2}$, also called the Gaussian circle
The unit sphere in $R^{3}$, also called the Gaussian sphere
The unit sphere in $R^{d}$
The unit ball in $R^{d}$
The volume of $B^{d}, \pi_{d}=\pi^{d / 2} / \Gamma(d / 2+1)$
The area of $S^{d-1}, \omega_{d}=d \pi_{d}=2 \pi^{d / 2} / \Gamma(d / 2)$
The $d$-rowed determinant whose $i$-th column consists of the coordinates of $d$-dimensional vectors $a_{i}$ in $R^{d}$
The $\sigma$-algebra of Borel subsets of a set $A$

## Appendix B

## Glossary

algebra (Rao [61] page 14.) Let $S$ be a nonempty point set. A class, $\mathcal{A}$, of subsets of $S$ is an algebra if $1 . \emptyset \in \mathcal{A}, S \in \mathcal{A} ; 2 .\{A, B\} \subset \mathcal{A} \Rightarrow A \cup B \in \mathcal{A}$ and $A-B \in \mathcal{A}$.
center Let $S$ be a compact set. A point $p$ in $S$ is called a center of $S$ if each chord of $S$ through $p$ is bisected by $p$.
chord Let $S$ be a compact set. A chord of $S$ is a line segment between two boundary points of $S$.
completely additive set function A set function $f()$ on $\mathcal{B}(A)$ is said to be completely additive if for any two set $E_{1}, E_{2} \in \mathcal{B}(A)$ with $E_{1} \cap E_{2}=\emptyset$ then $f\left(E_{1}+E_{2}\right)=f\left(E_{1}\right)+f\left(E_{2}\right)$.
convex body (Busemann [15] page 41.) A convex body is a bounded closed convex set not necessarily with interior points.
convex hull (Grünbaum [32] page 14.) The convex hull of a set $A \subseteq R^{d}$ is defined as the intersection of all the convex sets in $R^{d}$ which contain $A$.
convex hypersurface (Busemann [15] page 3.) A convex hypersurface in $R^{d}$ is the boundary of a $d$-dimensional convex set $C$ in $R^{d}$ provided it is non-empty and connected.
convex set (Grünbaum [32] page 8.) A set $C \subseteq R^{d}$ is said to be convex if for each pair of distinct points $x, y \in C$ the closed segment with endpoints $x$ and $y$ is contained in $C$.
convex set on $S^{t d-1}$ (Grünbaum [32] page 10.) A set $M$ on $S^{d-1}$ is (spherical) convex if for every $u, v \in M, u \neq \pm v, M$ contains the shorter arc of the great circle determined on $S^{d-1}$ by $u$ and $v$.
elementary symmetric function (van der Waerden [73] page 78.) Let $x_{1}, \ldots, x_{n}$ be variables. Define

$$
\begin{aligned}
\sigma_{1} & =x_{1}+x_{2}+\cdots+x_{n} \\
\sigma_{2} & =x_{1} x_{2}+x_{1} x_{3}+\cdots+x_{2} x_{3}+\cdots+x_{n-1} x_{n} \\
\sigma_{3} & =x_{1} x_{2} x_{3}+x_{1} x_{2} x_{4}+\cdots+x_{n-2} x_{n-1} x_{n},
\end{aligned}
$$

$$
\begin{gathered}
\cdots \cdots \cdots \cdots \cdots \\
\sigma_{n}= \\
=x_{1} x_{2} \cdots x_{n} .
\end{gathered}
$$

The function $\sigma_{i}$ is called the $i$-th elementary symmetric function of $x_{1}, \ldots, x_{n}$.
kernel of a set (Lay [42] page 11.) The (convex) kernel of a set $S^{\prime} \subseteq R^{d}$ is the set of all points $x \in S$ such that every point of $S$ is visible from $x$ via $S$.

Lipschitz condition A function is $f(x)$ is said to satisfy a Lipschitz condition (with constant $\alpha$ ) at a point $x_{0}$ if

$$
\left|f(x)-f\left(x_{0}\right)\right| \leq \alpha\left|x-x_{0}\right|
$$

for all $x$ in some neighbourhood of $x_{0}$.
polytope (Grünbaum [32] page 31.) A compact convex set $C \subseteq R^{d}$ is called a polytope provided it is the convex hull of a finite set. A $d$-polytope is a polytope of dimension $d$.
principal minor determinant (Browne [14] page 21-22.) Let $A$ be an $m \times n$ matrix and let $s$ and $t$ be two positive integers such that $s \leq m, t \leq n$. Let the symbol

$$
A_{j_{1} j_{2} \cdots j_{t}}^{i_{1} i_{2} \cdots i_{s}}
$$

denote the $s \times t$ matrix lying in the $i_{1}, i_{2}, \ldots, i_{s}$ rows and in the $j_{1}, j_{2}, \ldots, j_{t}$ columns of $A$. This matrix is called a minor matrix of $A$. If $t=s$, so that the minor matrix is square, the determinant

$$
\left|A_{j_{1} j_{2} \cdots j_{t}}^{i_{1} i_{2} \cdots i_{s}}\right|
$$

is called a minor determinant of $A$. The minor matrix $A_{i_{1} i_{2} \cdots i_{s}}^{i_{1} i_{2} \cdots i_{s}}$ is called a principal minor matrix and its determinant a principal minor determinant of $A$.
regular boundary point (Bonnesen-Fenchel [7] page 15.) If $C$ has only one support hyperplane at a boundary point $p, p$ is called regular.
regular support plane (Bonnesen-Fenchel [7] page 15.) A support hyperplane of $C$ is said to be regular if it intersects $C$ at only one point.
$\sigma$-algebra (Rao [61] page 15.) Let $S$ be a nonempty point set. An algebra, $\mathcal{A}$, of subsets of $S^{\prime}$ is called a $\sigma$-algebra if $A_{n} \in \mathcal{A}, n=1,2, \ldots \Rightarrow \cup_{n=1}^{\infty} A_{n} \in \mathcal{A}$ also.
simplex (Grünbaum [32] page 53.) A $d$-simplex is defined as the convex hull of some $d+1$ affinely independent points.
singular boundary point (Bonnesen-Fenchel [7] page 15.) A boundary point $p$ of a convex body $C$ is said to be singular if $C$ has more than one support hyperplane at $p$.
starshaped set (Lay [42] page 11.) Let $S \subseteq R^{d}$. For points $x, y \in S$, we say $x$ sees $y$ via $S$ ( $y$ is visible from $x$ via $S$ ) if the line segment $\overline{x y}$ lies in $S$. A set $S \subseteq R^{d}$ is starshaped if there exists a point $x \in S$ such that $x$ sees every point of $S$ via $S$. We say that $S$ is starshaped with respect to $x$.
strictly convex set A set $C \subseteq R^{d}$ is said to be strictly convex if for each pair of distinct points $x, y \in C$ the open segment with endpoints $x$ and $y$ is contained in the interior of $C$.
support of a measure (Rao [61] page 80.) The support of a measure $\mu$ defined in space $\Omega$ is defined as the closed set

$$
\operatorname{spt}(\mu)=\Omega-\bigcup\{G: \mu(G)=0, G \text { open }\}
$$

support plane (Grünbaum [32] page 10.) Let $v \in R^{d}$. A hyperplane $H=\left\{x \in R^{d} \mid\langle x, v\rangle=\alpha\right\}$ is said to cut a subset $A$ of $R^{d}$ if there exist $x_{1}, x_{2} \in A$ such that $\left\langle x_{1}, v\right\rangle<\alpha$ and $\left\langle x_{2}, v\right\rangle>\alpha$. A hyperplane $H$ is said to support $A$ if $H$ does not cut $A$ and the distance between $H$ and $A$ is 0 . When a hyperplane $H$ that supports $A$ is represented as $H=\left\{x \in R^{d} \mid\langle x, v\rangle=\alpha\right\}$ such that $\langle x, v\rangle \leq \alpha$ for all $x \in A, H$ is referred to as the support hyperplane of $A$ with outward normal $v$.

## Appendix C

## Spherical Harmonics

This appendix briefly introduces spherical harmonics. More on spherical harmonics can be found in [51].

Definition C. 1 (MacRobert [51] page 69.) Any solution $\Phi_{n}$ of Laplace's Equation

$$
\nabla^{2} \Phi \equiv \frac{\partial^{2} \Phi}{\partial x^{2}}+\frac{\partial^{2} \Phi}{\partial y^{2}}+\frac{\partial^{2} \Phi}{\partial z^{2}}=0
$$

which is homogeneous, of degree $m$, in $x, y, z^{1}$ is called a solid spherical harmonic of degree $m$.

Definition C. 2 (MacRobert [51] page 70.) Let $x=\rho \sin \phi \cos \theta, y=\rho \sin \phi \sin \theta, z=$ $\rho \cos \phi$. Let $\Phi_{m}=\rho^{m} \Psi_{m}$ be a solid spherical harmonic of degree $m$, where $\Psi_{m}$ is a function of $\phi$ and $\theta$ alone. The functions $\Psi_{m}$ obtained by dividing $\Phi_{m}$ by $\rho^{m}$ is called a surface spherical harmonic of degree $m$.

A function $\Psi_{m}$ of $\phi$ and $\theta$ is a surface spherical harmonic of degree $m$ if and only if it satisfies the following equation ([51], page 70):

$$
m(m+1) \Psi_{m}+\frac{1}{\sin \phi} \frac{\partial}{\partial \phi}\left(\sin \phi \frac{\partial \Psi_{m}}{\partial \phi^{2}}\right)+\frac{1}{\sin ^{2} \phi} \frac{\partial^{2} \Psi_{m}}{\partial \theta^{2}}=0
$$

Let $P_{m}(\mu)$ be the Legendre polynomial of degree $m$. (See [51], page 67, for definitions.) It is known that $P_{m}(\cos \phi)$ is a surface spherical harmonic of degree $m$. Expanding $P_{m}(\mu)$ in powers of $\mu$, the Legendre polynomials of degrees up to 10 are listed in Table (..1 ([51], page 80).

Let $m$ and $n$ be positive integers, $n \leq m$. Let

$$
\begin{aligned}
P_{m, 0}(\mu) & \triangleq P_{m}(\mu) \\
P_{m, n}(\mu) & \triangleq \frac{d^{n} P_{m}(\mu)}{d \mu^{n}}, n>0
\end{aligned}
$$

[^5]\[

$$
\begin{aligned}
P_{0}(\mu) & =1 \\
P_{1}(\mu) & =\mu \\
P_{2}(\mu) & =\frac{1}{2}\left(3 \mu^{2}-1\right) \\
P_{3}(\mu) & =\frac{1}{2}\left(5 \mu^{3}-3 \mu\right) \\
P_{4}(\mu) & =\frac{1}{8}\left(35 \mu^{4}-30 \mu^{2}+3\right) \\
P_{5}(\mu) & =\frac{1}{8}\left(63 \mu^{5}-70 \mu^{3}+15 \mu\right) \\
P_{6}(\mu) & =\frac{1}{16}\left(231 \mu^{6}-315 \mu^{4}+105 \mu^{2}-5\right) \\
P_{7}(\mu) & =\frac{1}{16}\left(429 \mu^{7}-693 \mu^{5}+315 \mu^{3}-35 \mu\right) \\
P_{8}(\mu) & =\frac{1}{128}\left(6435 \mu^{8}-12012 \mu^{6}+6930 \mu^{4}-1260 \mu^{2}+35\right) \\
P_{9}(\mu) & =\frac{1}{128}\left(12155 \mu^{9}-25740 \mu^{7}+18018 \mu^{5}-4620 \mu^{3}+315 \mu\right) \\
P_{10}(\mu) & =\frac{1}{256}\left(46189 \mu^{10}-109395 \mu^{8}+90090 \mu^{6}-30030 \mu^{4}+3465 \mu^{2}-63\right)
\end{aligned}
$$
\]

Table C.1: The Legendre polynomials of degrees up to 10 .

Let

$$
T_{m, n}(\mu) \triangleq(-1)^{n}\left(1-\mu^{2}\right)^{\frac{1}{2} n} P_{m, n}(\mu)
$$

It is known ([51], page 121) that for arbitrary constants $A$ and $B$,

$$
(A \cos (n \theta)+B \sin (n \theta)) T_{m, n}(\cos \phi)
$$

is a surface spherical harmonic of degree $m$. It is also known ([51], page 125) that any surface spherical harmonic $\Psi_{m}(\phi, \theta)$ of degree $m$ can be expressed in the form

$$
\Psi_{m}(\phi, \theta)=A_{0} P_{m}(\cos \phi)+\sum_{n=1}^{m}\left[A_{n} \cos (n \theta)+B_{n} \sin (n \theta)\right] T_{m, n}(\cos \phi),
$$

where the $A$ 's and $B$ 's are constants.
Let $f(\phi, \theta)$ be a continuous function of $\phi$ and $\theta$ defined on the sphere. It is known ([51], page 131) that $f(\phi, \theta)$ can be expanded in a series

$$
f(\phi, \theta)=\sum_{m=0}^{\infty}\left\{A_{m} P_{m}(\cos \phi)+\sum_{n=1}^{m}\left[A_{m, n} \cos (n \theta)+B_{m, n} \sin (n \theta)\right] T_{m, n}(\cos \phi)\right\}
$$

for $0 \leq \phi \leq \pi, 0 \leq \theta \leq 2 \pi$.
For integers $m$ and $n, 0 \leq n \leq m$, let

$$
\begin{aligned}
U_{m, n}(\phi, \theta) & =\cos (n \theta) \sin ^{n}(\phi) P_{m, n}(\cos \phi) \\
V_{m, n}(\phi, \theta) & =\sin (n \theta) \sin ^{n}(\phi) P_{m, n}(\cos \phi)
\end{aligned}
$$

Figure C. 1 shows all $\left|U_{m, n}(\phi, \theta)\right|$ and $\left|V_{m, n}(\phi, \theta)\right|$ for $m=0,1,2,3$. For any given integer $M \geq 0$, and arbitrary constants $A_{m, n}, B_{m, n}, 0 \leq n \leq m \leq M$, a surface in three dimensional space can be constructed as

$$
\begin{aligned}
& x=\rho(\phi, \theta) \sin \phi \cos \theta \\
& y=\rho(\phi, \theta) \sin \phi \sin \theta \\
& z=\rho(\phi, \theta) \cos \phi
\end{aligned}
$$

where

$$
\rho(\phi, \theta)=\left|\sum_{m=0}^{M} \sum_{n=0}^{m}\left(A_{m, n} U_{m, n}(\phi, \theta)+B_{m, n} V_{m, n}(\phi, \theta)\right)\right| .
$$

The reason for absolute value being taken is to guarantee the constructed surface is starshaped.


Figure C.1: Projections of $\left|U_{m, n}(\phi, \theta)\right|$ and $\left|V_{m, n}(\phi, \theta)\right|, 0 \leq n \leq m, m=0,1,2,3$, unto a plane that is perpendicular to $(1,1,1)$.


[^0]:    ${ }^{1}$ See Appendix B for definition of starshaped objects.

[^1]:    ${ }^{1}$ By Theorem 27.1 in Browne [14] (page 68), for a $n$-square matrix $A$ with elements in a field $\mathcal{F}$, $|A-\lambda I|=\sum_{m=0}^{n}(-\lambda)^{n-m} \sigma_{m}$, where $\sigma_{m}$ is the sum of all the $m$-rowed principal minor determinants of $A, \sigma_{0}=1, \sigma_{n}=|A|$.

[^2]:    ${ }^{1}$ Marr [52] provides if and only if conditions for an occluding contour to be planar, independent of viewpoint. Here, this is equivalent to assuming the surface is quadratic.

[^3]:    ${ }^{1}$ The geodesic dome in Figure 5.5 is drawn based on the triangulation generated by the routine.

[^4]:    ${ }^{2}$ Let $\phi=1.058436335$ and $\theta=\frac{\phi}{2}$. The point on the surface of the peanut determined by $(\phi, \theta)$ is $T^{\prime}=(0,1.499999999,0.8436918116)$. The line segment $T^{\prime} T_{4}$ intersects the $x y$-plane at $(.0569588428,1.272164628,0)$, which is outside the peanut.

[^5]:    ${ }^{1}$ A function such that if each of the variables is replaced by $\lambda$ times the variable, $\lambda$ can be completely factored out of the function, is said to be homogeneous. The power of $\lambda$ which can be factored out of the function is called the degree of homogeneity of the function.

