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Abstract 

The core of the protocol test selection problem lies in how to derive a finite test suite 
from a.n infinite set of possible execution sequences (protocol behaviors). This paper 
presents two promising approaches to this problem : (i) the metric based topological 
approach, and (ii) the fol'mal language theoretic approach · both aim at producing finite 
coverings of an infl.nite set of executiou sequences. The former approach makes use of 
the property of compactness of metric space, which guarantees the infinite metric space 
can be fully cover d by a finite number of open "balls" (subspaces). The latter approach 
relies on the property that the Parikh mapping of a set of all execution sequences can 
be represented by a finite union of linear sets. Two simple protocol examples are given 
to elucidat the formal lar1guag theoretjc approach. 

1 Introduction 

One of the fundamental problems in protocol conformance testing is how to generate and 

select test suites formally. Since communication protocols are generally complex and recur­

sive, a test suite which covers all behaviors of such a protocol specification must be infinite. 

Thus, the main issue in the problem of test selection is how to characterize an infinite set 

of generated test cases ( or behaviors) and how to select a finite number of test cases with 

some sound coverage measure from the infinite set. Such a finite selected subset of test cases 

•Masaaki Mori is on sabbatical leave at the Univ. of British Columbia from Shiga Univ., Hikone, Japan. 
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must be representative of the infinite set in a sense and must "fully" cover the infinite set of 

the generated test cases. This problem of finite covering of the infinite set is fundamental 

and important for systematic test case selection. 

There have been many research efforts on conformance test generation for protocols 

modeled as FSMs [1, 2, 3, 4], however only a few approaches [5, 6, 7] focused on the protocol 

specification structure from the point of view of coverage measure. In order to deal with 

the fundamental problem of generation and selection of test cases, it is essential to develop 

a method that characterizes an infinite set by means of a finite number of subsets which 

satisfies some test selection criteria defined on certain structures of the infinite set. 

This paper aims at providing a theoretical framework for the derivation of viable formal 

methods for selecting finite test suites from infinite sets. This framework is comprised of 

two general approaches : 

• Topological approach based on metric space : In this method, we consider a protocol 

as an infinite set of all possible execution sequences (i.e. protocol behaviors), where 

a metric (testing distance) is defined on pairs of execution sequences [8]. Here, the 

existence of finite covering for infinite metric space plays an crucial role in the problem 

of test suite selection and this finite covering is derived from the notion of compactness 

of metric space. In addition, the Lebesgue number is also an interesting notion in 

the sense that it gives the maximum diameter of the open subsets covering a given 

infinite metric space, and as such , it can be viewed as a measure of confidence in 

communication software reliability. In general, not every metric space is compact and 

moreover it is not trivial to prove a metric space is compact. In this paper, we show 

the compactness property holds for the metric space defined in the framework of [5]. 

• Formal language theoretic approach : This approach makes use of the notion of the 

Parikh mapping [9] of action sequences in dealing with the problem of test suite selec­

tion in a finite frameworks. In this method, a (potentially infinite) set of all execution 

sequences mapped by the Parikh's method can be represented by a semilinear set (i.e. 

a finite union of linear sets), provided the set ( of execution sequences) can be generated 

by a context-free grammar. This is the case for most classes of execution sequences of 

protocols. For example, execution sequences with recursive actions taken from a set 
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{ a1, a2, • · • , an} in a protocol would in general take the form ( ari 1 ar2 
• • • a~n )P which 

can be shown to be a context-free language. 

In this paper, the two approaches are presented in details and two simple protocol ex­

amples are provided to illustrate the novel idea of the formal language approach. Some 

conclusions are made regarding the potential ultimate solutions to the problem of finite test 

selection from an infinite space of execution sequences. 

2 Topological Approach based on Metric Space 

A topological property in a metric space, finite covering, is guaranteed by compactness prop­

erty of the metric space. This property is important in that the finite covering makes it 

possible to address not only the problem of finite test selection from an infinite set of exe­

cution sequences, but also the issue of coverage measure by considering the radius of each 

open ball of the finite set of balls which covers the metric space. In this case, the radii of 

open balls can be the basis of the €-dense notion defined in [5], and the largest radius for a 

given finite covering, i.e. the Lebesgue number, can serve as a sound coverage measure for 

confidence in conformance. 

2.1 Basic Definitions 

Definition 2.1 Let S be any nonempty set . A function d: S x S--+ R is called a metric 

on S if it satisfies the following conditions for all x, y, z E S, where R denote the set of all 

real numbers : 

(1) d(x, y) ~ 0 

(2) d(x, y) = 0 if and only if x = y . 

(3) d(x, y) = d(y, x) 

(4) d(x, y) ~ d(x, z) + d(z, y) 

A set S together with a metric dis said to be a metric space, and is denoted by (S, d). 

Definition 2.2 A sequence { Xn} from a metric space is called a Cauchy sequence, if 

for each € > 0 there exists a number N such that for all n and m larger than N we have 
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Definition 2.3 If a metric space has the property that every Cauchy sequence converges 

( to some point of the space), we say that the space is complete. 

A sequence in R is convergent if and only if it is a Cauchy sequence, however, for a 

general metric space, only one direction remains true in general. That is, the statement 

that every Cauchy sequence converges is not true in an arbitrary space, for example, in the 

space of rational numbers with the usual metric. 

Definition 2.4 A metric space S is said to be totally bounded if, for each c > 0, there is 

a finite collection of points {x1, · · ·, Xn} such that each x ES is within a distance of c of 

one of the Xi ( 1 ~ i ~ n ) . This is equivalent to saying that for each c > 0 the space S is 

covered by a finite number of balls of radius E. 

Definition 2.5 Let S be a metric space and K be a subset of S. We say that a col­

lection U of open sets in S is an open covering for a subset K if K is contained in the union 

of the sets in U. K is also said to be compact if every open covering U of K has a finite 

number of elements, that is, if there is a finite collection { 01, · · · , 0 N} of open sets such 

that KC U~1 Oi, 

If U is an open covering of a metric space S, then each x E Sis contained in some open 

set O E U, and hence for some 8 > 0 there is a ball Bx,6 about x that is contained in O. 

We have the following proposition [10] : This proposition tells us that for a compact 

metric space this property holds uniformly in the sense that we can find 8 independently of 

x, as illustrated in Figure 1. The largest number c with the property stated in the proposi­

tion is called the Lebesgue number of the covering U. 

Proposition 2.1 Let S be a compact metric space, and let U be an open covering of 

S. Then, there is a positive number c > 0 such that for each x ES and each 8 < c: the ball 

Bx 6 is contained in some open set O E U. 
' 
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Figure 1: A finite covering of K by open balls with center points {xi,···, Xn} 

The following proposition [10) is useful for proving a metric space compact in the next 

subsection. 

Proposition 2.2 A metric space S is compact if and only if it is complete and totally 

bounded. 

Proposition 2.3 Let (X, d) be a metric space. If a function d' : X x X -+ R + is defined by 

d'( ) _ d(x, y) x , y -
l+d(x,y) 

then, d' becomes a bounded metric on X. 

Proof It is trivial that the conditions (1), (2) and (3) in Definition 2.1 hold. 

The condition (4) in Definition 2.1 is proved by using the following two inequalities: 

From these inequalities, the following holds for x, y, z EX : 
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d'(x )+d'( z)= d(x, y) + d(y,z) > d(x ,y)+d(y, z ) > d( x , z ) =d'(x,z) 
,Y Y, l+d(a: y) l+d(y z )-l+d(xy)+d(y,z)-l+d(x,z) 

This implies the condition ( 4) holds and d' becomes a metric on X. 

On the other hand, since d' ( x, y) = 1 !Jc!, // < 1 holds for any x, y E X, d' is also bounded. 

Proposition 2.4 Let (Xi, di), i EN be a metric space. For two points x = (xn) and 

y = (Yn) which belong to a direct product set X = Il~1Xi, if a function d: Xx X--+ R+ 

is defined by 

d(x,y) = f ln dn( Xn ,Yn) 
n=l2 l +dn(xn,Yn) 

then, d becomes a bounded metric on X. 

Proof The conditions (1), (2) and (3) in Definition 2.1 hold trivially. 

We now show by using Proposition 2.3 the function d satisfies the triangle inequality as 

follows. Let x = (xn),y = (Yn),z = (zn) EX. For any n EN, 

Therefore, 

This implies d is a metric on X. On the other hand, for any x, y E X, 

Thus d is also bounded. 

2.2 Examples of Metrics in Labeled Transition Systems 

Whenever we examine an application problem by means of a metric system, it is important 

to ensure the metric space considered has the compactness property since this property 

guarantees the finite covering of the metric space, thus enabling the problem to be dealt 
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with in a finite context and providing a guideline for systematic handling of the problem. 

Here, we should note that in proving a set to be compact we have to show that any open 

cover (possibly containing uncountably many open sets) has a finite subcover. It is not 

sufficient to pick a particular open cover and extract a finite subcover. Therefore, it is 

generally difficult to apply the definition to show a set is compact. 

· Fortunately we can prove a metric space ( D, dt) is compact by using the notion of totally 

boundedness as in the following examples. In these examples, we show that compactness is 

an important topological property: whether a given metric space is compact or not depends 

largely on the definition of the metric. 

2.2.1 Example 2.2.1 The case dt has rational numbers 

Suppose that the functions and their constraints in the metric definition are given in Defini­

tions 2.6 & 2.7, and Constraints 2.1 & 2.2. Then, (D, dt) becomes a complete metric space 

[5]. 

Definition 2.6 Let L be a set of observable actions and N be a set of recursion depth of 

their actions in a protocol specification, and let D be a set of all (finite and infinite) execu­

tion sequences derived from an initial term. Here, a set of all execution sequences is denoted 

by Z = {(ai,oi)jai E L,oi E N,O $ i $ k}. t5k(A,B), the measure of the difference in the 

level of recursion between two execution sequences A= { (ak, ok)}f=l and B = { (bk, f3k)}f= 1 

of length K and L, is defined as follows : 

if ak = bk and Ok = f3k 
if ak = bk and Ok =I=- f3k 
if ak =/=- bk 

fork= 1, 2, · · ·, min{K, L}, and we take t5k(A, B) = oo, for min{K, L} < k $ max{K, L}. 

Clearly, t5k(A, B) E NU { oo}. 

Definition 2. 7 For any two (finite or infinite) execution sequences A= { (ak, ok)}f=1 

and B = {(bk,f3k)}f= 1 in D, where K, LEN U {oo}, the testing distance dt between A and 
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B in D is defined as follows : 

max{K,L} 

dt(A, B) = L Pkr(c5k(A, B)) 
k=l 

Here, the functions Pk represents the weight of the individual calls reflecting the weight of 

the computational pattern, and r(6k(A, B)) represents the weight of the difference in the 

level of recursion of a (recursive) call within the execution sequences. Both functions p and 

r are definable with the following constraints in order for dt to be a metric in D. 

Constraint 2.1 {Pk}k=l is a sequence of positive numbers such that I:k=i Pk converges. 

Constraint 2.2 { rk}k=O is an increasing sequence in [0,1] such that r(0) = 0 and limk-+oo r(j) = 1. 

Furthermore, the sequence { r~)} k=l is nondecreasing. 

From these definitions and constraints, the following propositions hold [5]. 

Proposition 2.5 The dt defined in the previous definition is a distance in D . 

Proposition 2.6 The metric space (D, dt) is complete (i.e. every Cauchy sequence in 

( D, dt) is convergent). 

The definitions and constraints stated above (i.e. the definition of dt) are essentially 

similar to the definition of di as given in Proposition 2.4 if we take di(Xi, Yi) =I Xi - Yi I­
However the metric dt (stated above) differs from the metric d (of Proposition 2.4) in that 

the range of d is R ( a set of real numbers), whereas the values of dt introduced here is a 

closed set [0,1] in Q (a set of rational numbers), and (D, dt) is not compact trivially. How­

ever, imposing a finiteness constraint to the recursion levels of each action, we can prove 

the compactness of the metric space (D, dt) as follows : 

Theorem 2.1 The metric space (D, dt) is totally bounded. 

Proof Since }:k=l Pk is summable (i.e. converges) according to the definition of dt, for every 
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E > 0 there exists some natural number No such that Ek=No Pk< E. Consider now all se­

quences { ( ai, ai)} E ( D, dt) that have all different combinations of ( ai, ai) for i = 1, · · · , NO · 

Then, there is a finite number of such sequences, which we denote X =(xi,···, xn), because 

the alphabet representing events ai is finite (No) and the number of each ai is also finite 

according to the constraint assumed. If we draw an E-ball around each such finite sequence 

{(si, ui)} in X, then all sequences { (ai, ai)} with initial sequences such that i ~ No, ai = Si 

and O!i = O'i, will fall into the E-ball as shown in Figure 2. In this way, an arbitrary sequence 

is within a distance of E from one of the Xi. That is, (D, dt) is totally bounded. 

I 

; 
; 

£- ball 

I 
I 

,"'~. 
,' ·•. £ 

\( ' ' I 

Execution sequences 

Initial term 

Figure 2: Sketch of the finite covering by open balls 

This naturally leads to the next theorem. 

Theorem 2.2 The metric space (D, dt) is compact. 

', ,0" 

' ' 

, , 

I 
I 

' ' ' I 

Proof Since the metric space (D, dt) is both complete (Proposition 2.6) and totally 

bounded (Theorem 2.1), (D, dt) is compact, according to Proposition 2.2. 

The proof of Theorem 2.1 is critical and depends on the assumption of finiteness on the 

recursion depths of each action in an execution sequence. This assumption may appear to 
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be too restrictive, but it is essential for the compactness property of the metric space ( D, dt) 

to hold true. In fact, without this constraint each element of (D, dt) is a finite or infinite 

sequence of a tuple { ( ai, ai)} with values of nonnegative integers, and it is well known that 

the closed interval of infinite set of rational numbers is not compact. 

From a practical viewpoint, the depth of recursion should be restricted to a finite number 

in actual implementations. Thus, the finiteness assumption can be considered as plausible 

from the point of view of applying the compactness theory to conformance testing in the 

framework of the metric space (D, dt) proposed. 

It is also worth while to note that the Lebesgue number is an important notion in the 

sense that the number gives a criteria on the largest finite covering of a given metric space, 

i.e. a finite covering with the smallest number of elements, i.e. a test selection with the 

smallest number of test cases to fully represent the original infinite set. This notion is closely 

related to the notion of c - dense in [5). Thus, with the Lebesgue number corresponding 

to a given finite covering of a metric space, we can define a sound coverage measure which 

clearly represents the limit of radius of the€ - ball with respect to the given finite covering. 

2.2.2 Example 2.2.2 The case dt has irrational numbers 

As given in [7), the testing distance between two executions s = (a1, a1) ···(an, an) and t 

= (b1, /Ji)··· (bn, f3n) {ifs and t are of different lengths then the shortest sequence is padded 

to match the length of the longer sequence) is defined as : 

n 

dt(s, t) = LPkr(6k(s, t)) 
k=l 

where the functions p and r are user configurable. If the functions p, r, and 6 satisfy 

the following properties, then the distance function dt is a metric on the set of all control 

sequences starting at the initial protocol state {the proof is omitted as it is essentially the 

same as the one in [5]) : 

• {pk}k=:1 is a sequence of positive numbers such that Lk=l Pk = p < oo. 

• {rk}k=:0 is an increasing sequence in [0,1) such that limk-+oo rk = l. Put r00 = 1. 

10 



• 

These definitions are quite similar to those of Example 2.2.1, however, the critical differ­

ence between Examples 2.2.1 and 2.2.2 is in c5k(s, t). In this case, rk is given as a continuous 

function whose range is [0,1] in R+ (a set of positiv~ real numbers), and the values of dt is 

a closed interval [0, p]. Therefore, the metric space (D, dt) becomes compact, as actually 

shown in [7]. 

In this section, the compactness property is discussed and also the theoretical feasibility 

of the metric based approach in test case selection environments is formally proven in terms 

of the existence of finite coverings of infinite metric spaces. 

3 Formal Language Theoretic Approach 

By examining the recursive structures of communication protocols, we note that most action 

( execution) sequences of protocols can be represented in the general form ( ai1 a22 
• • • a:;1n )P, 

where the alphabets a1 through an are primitives of a protocol representing actual actions, 

and m1 through mn denote the recursion depth of each primitive, and p denotes the (high) 

level of recursion of action sequences. 

Fact {(ai1 a22 
• • ·a:::1n)P}, (p ~ 0, mi(l :5 i :5 n) ~ 1) is a context-free language as 

it can be generated by a context-free grammar G = (N, T, P, S) with the following produc­

tion rules : 

N = {S, B,X1,X2, · · · ,Xn}, T = {a1,a2, ···,an}, 

P S --+ ..X, S --+ SB 

B--+ X1X2 · · · Xn 

X1 --+ X1a1, X1 --+ a1 

X2 --+ X2a2, X2 --+ a2 
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Definition 3.1 Let E = { a1, a2, · · ·, al:EI} and L denote a set of actions and a language 

generated by grammar G, respectively. Moreover, let's consider the Parikh mapping 1/J(w) 

such that 

where w EL, and #ai(w) represents the number of occurrences of action ai in the action 

sequence w EL. That is, by 1/J(w), we represent a (potentially infinite) sequence of actions as 

a point in IEI - dimensional vector space. We denote a set of 1/J(w) by "iI!(L) = { 1/J(w) lw E L}. 

Definition 3.2 A set S of n-tuples is termed linear iff there is an integer k 2: 0 and 

n-tuples vo, vi, ... , v1c such that S consists of all n-tuples of the form 

k 

vo + L XiVj 

i=l 

where vo, vi, ... , v1c E N°, Xi E N and N is a set of non-negative integers. 

A set S of n-tuples is termed semilinear iff it is a finite union of linear sets. 

h k; 

s = u Sj' Sj = { VQj + L XjjVij} 
j=l i=l 

Theorem 3.1 [9] If a language Lis context-free, then "iI!(L) is semilinear. That is, 

h k; 

"iI!(L) = LJ {voj + L XijVij} 
j=l i=l 

This theorem means that, if we map any execution sequence w in a labeled transition 

systems [5] that belongs to context-free language into an ordered tuple by 1/J(w), there exists 

a canonical description for the set of all such tuples 1/J(w ), which is a finite union oflinear sets, 

as illustrated in Figure 3. It is interesting to note this is nothing more than the existence 

of a finite covering of an infinite set "iI!(L) = {1/J(w)lw EL}. 

Semilinear sets have desirable properties. It turns out that semilinear sets are exactly 

the sets describable within the first order logic of the natural numbers with addition, also 

known as Presburger Arithmetic, and the decision problems of Presburger formula is well 
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Figure 3: Finite covering of execution sequences by linear sets 

known to be decidable (11]. That is, if a language L is context-free language, then \J!(L) = 
{-ip(w)lw EL} is a semilinear set and there is a Presburger formula PL(a1, a2, · · ·, a11:1) for 

\J!(L) such that PL(n1, n2, · · ·, nJEJ) is true if and only if (n1, n2, · · ·, nJEJ) E \J!(L) [9]. PL 

is called Presburger formula for \J!(L). In the formalization by finite number of linear sets, 

we need not impose any assumptions related to a finite state machine but assume that the 

set of execution sequences of protocols must be context-free language. Such a weakness of 

assumptions on the protocol specification is worth noting. Moreover it is impossible to note 

the possibilities that the methods for protocol test sequence selection and the other similar 

decision problems for finding the input/output test cases satisfying given requirements, can 

be formulated in terms of decidable classes based on Presburger logic. 

3.1 Application to protocols 

The· followings are examples to which the theory stated in this section can be applicable. 

One is a 3-state FSM example presented in (2] where the UIOv test cases selection algorithm 

is discussed for the FSM, and the other is a subset of the OSI Transport Service. 

Example 3.1 A FSM specification example (2] 

We denote a pair of input and output symbols attached to each transition in Figure 4 by 

one symbol ai or bj, where i and j denote the outputs for input a and b respectively; i is 
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0 or 1, and j is 1. Consider the sequences made up of symbols a1, ao, and b1. Let Statei 

(1 ~ i ~ 3) denote a set of regular expressions of sequences of the symbols reachable from 

the initial state to state i in Figure 4. We have the following : 

h/1 

State1 = {)., a1(b1ao)'"ao, b1ao(b1ao)*ao, b1(aob1)"'b1, a1b1(aob1)*bi} 

State2 = {a1(b1ao)*, b1ao(b1ao)*} 

State3 = {b1(aob1)*, a1b1(aob1)*} 

Figure 4: A FSM example and its transition tree 

Trivially, a set {(#01 (w), # 00 (w), #bi (w))lw E (a1, ao, b1)*} for all the input/output sym­

bol sequences derived from the FSM model is semilinear. Thus this set can be represented 

as 

{'!f'(W)} = Sstate1 LJ Sstate2U Sstate3 

where each Sstate; is a finite union of linear sets as follows : 

Sstate1 = { (0, 0, 0) + 'Ef::1 Xj(0, 0, O)} u {(1, 1,0) + 'Ef::1xi(0, 1, 1)} u 
{ (0, 2, 1) + 'Ef::1xi(0, 1, 1)} u {(0,0, 2) + 'Ef::1xi(0, 1, 1)} u 

{(1, 0, 2) + 'Ef::1xi(0, 1, 1)} 

Sstate2 = { (1, 0, 0) + 'Ef:1 Xj(0, 1, 1)} u {(0, 1, 1) + 'Ef::1 Xi(0, 1, 1)} 

Sstate3 = {(0, 0, 1) + 'Ef:1xi(0, 1, 1)} u { (1, 0, 1) + 'Ef:1 Xi(0, 1, 1)} 

Here, if we set the parameter Xi to the minimal value 0, then each linear set stated above 

becomes a vector that is the Parikh mapping of a nonrecursive paths from an initial state 

to each state. That is, from each set Statei, we can get the sets of vectors by substituting 

Q for Xj : 
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{ (0, 0, 0), (1, 1, 0), (0, 2, 1), (0, 0, 2), (1, 0, 2)} for the State1 

{ (1, 0, 0), (0, 1, 1)} for the State2 

{ (0, 0, 1), (1, 0, 1)} for the State3 

This means that, neglecting the order of occurrence of input symbols, the candidates of the 

shortest paths from the initial state to State1, State2 and State3, can be derived from the 

above vectors, respectively as follows : 

{A, a1 ao, aoaob1, b1 b1, a1 b1 b1} for the State1 

{ a1, aob1} for the State2 

{b1, a1bi} for the State3 

Since these sets represent nonrecursive paths from the initial path to each state. The short­

est paths from the initial state can be easily derived from these sets, as simply the shortest 

of those nonrecursive paths. 

Example 3.2 OSI Transport Service [12] 

The FSM model of the OSI Transport Service is given in Figure 5. Consider the global 

sequences of service primitives exchanged at both local and remote sides. The pairs of prim­

itives, ConReq and Conlnd; ConRsp and ConCnf; DisReq and Dislnd; and, DataReq 

and Datalnd; will be executed in sequence such that the first primitive (e.g. ConReq) 

executed at one side gives rise to the second primitive (e.g. Conlnd) occurred at the remote 

side. Therefore, the set {1/J(w)lw EE"'} of Parikh mapping with respect to the valid global 

sequences of the OSI Transport service primitives (at both sides) can be represented in the 

general form : 

{ (#ConReq(w), #conJnd(w), #Con&p(w), #ConCnf(w), #DisReq(w), #DisJnd(w), #DataReq(w), 

# DataJnd(w))} = { ( i, j, k, l, m, n, o, p) Ii = j ~ 0 or k = l ~ 0 or m = n ~ 0 or o = p ~ 0} 

In this case, the set { 1/J(w)} can be simply represented by a single linear set { vo + E;=1 XiVi}, 

vo, Vi E N 8 , Xi E N, with the vectors vo through v4 as follows : 

VQ = (0, 0, 0, 0, 0, 0, 0, 0), 

vi = (1, 1, 0, 0, 0, 0, 0, 0), v2 = (0, 0, 1, 1, 0, 0, 0, 0), 

V3 = (0, 0, 0, 0, 1, 1, 0, 0), V4 = (0, 0, 0, 0, 0, 0, l, 1) 

The values of these vectors are uniquely decided by the conditions on the number of occur-
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Figure 5: FSM model of the OSI Transport Service and the partial global transition tree 

rences of each primitive. It is thus easy to determine these vectors. In general, we must 

determine IEI + 1 vectors. 

4 Concluding remarks 

In this paper, we present a framework, comprising two theoretical approaches to the problem 

of finite test selection from an infinite set of protocol behaviors ( execution sequences). Both 

approaches are based on the notion of finite covering, which can be realized by the property of 

metric space compactness and the property of semilinear set in formal language, respectively. 

The metric based approach is abstract; although the ultimate theoretical solution is yet to be 

found, the theory developed so far has been demonstrated to be applicable to the practical 

problem of protocol test selection [6, 7]. The formal language based approach, on the 

other hand, is somewhat more intuitive, as illustrated in the simple protocol examples in 

the paper. The semilinear (i.e. "finite") representation of the Parikh mapping of execution 

sequences of protocols ( which can be expressed as a context free language) opens door to the 

possibility of treating the problem of test selection from an infinite set of protocol behaviors 

in a finite context. The major research problem remains to define the coverage criteria and 

corresponding selection methods in the Parikh space so as to achieve finite coverings with 

optimal coverage measures. 

It is hoped the framework presented in this paper provides enough insight to the theoret-
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ical problem of finite covering of infinite set of protocol behaviors, which would encourage 

further work leading eventually to the complete solution to the problem of protocol test 

selection for conformance testing. 
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