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#### Abstract

For any prime power $q$, we give explicit constructions for many infinite linear families of $q+1$ regular Ramanujan graphs. This partially solves a problem that was raised by A. Lubotzky, R. Phillips and P. Sarnak [LPS]. They gave the same results as here, but only for $q$ being prime and not equal to 2 , and raised the question of the existence and explicit construction of such graphs for other degrees of regularity.

Our graphs are given as Cayley graphs of $P G L_{2}$ or $P S L_{2}$ over finite fields, with respect to very simple generators. They also satisfy all other extremal combinatorial properties that those of [LPS] do.


## 1 Introduction

An $(n, r, d)$ - expander is a finite $r$ regular undirected graph $\Gamma=(V, E)$, with $|V|=n(|I|=|O|=n$ in case of a bipartite graph, $V=I \cup O)$, such that for any set $S \subseteq V(S \subseteq I$ when $\Gamma$ is bipartite), the set of neighbors of $S$ $\Gamma(S)=\{v \in V \mid(v, u) \in E$ for some $u \in S\}$ satisfies

$$
|\Gamma(S)| \geq|S|+d(1-|S| / n)|S|
$$

Over the last decade, expanding graphs have became one of the most useful tools in computational complexity. For example, expanding graphs play

[^0]a crucial role in many lower bounds, asymptotically optimal algorithms, and designs of communication networks. (References for these and more, can be found in [Kl] for example). While it is generally easy to prove that expanders with various properties exist through probabilistic methods, explicit constructions have been much more difficult to obtain, though many applications require an explicit construction.

Let $\Gamma$ be a connected undirected $r$-regular graph with $n$ vertices ( $n$ inputs and $n$ outputs in case of a bipartite graph), and $A$ its adjacency matrix. Clearly $r$ is the largest eigenvalue of $A$, and has multiplicity one. Denote the second largest eigenvalue by $\lambda$. It has been proved that:

Theorem [Al, AM]
a. $\Gamma$ is an $\left(n, r, 1-\lambda^{2} / r^{2}\right)$-expander.
b. If $\Gamma$ is an $(n, r, d)$-expander then $\lambda \leq r-d^{2} / 8 r$.
c. Let $\left\{\Gamma_{i}=\left(V_{i}, E_{i}\right)\right\}_{i=1}^{\infty}$ be an infinite family of $r$ regular graphs. If $\lim _{i \rightarrow \infty}\left|V_{i}\right|=\infty$ then $\liminf \operatorname{inc}_{i \rightarrow \infty} \lambda\left(\Gamma_{i}\right) \geq 2 \sqrt{r-1}$.

We see that every $r$ regular graph is an expander for some $d$. But what we are looking for is a linear family of $r$ regular expanders, i.e. a family $\left\{\Gamma_{i}=\left(V_{i}, E_{i}\right)\right\}_{i=1}^{\infty}$, s.t. every $\Gamma_{i}$ is a $\left(\left|V_{i}\right|, r, d\right)$-expander, for fixed $r$ and $d$, $\left|V_{i}\right| \rightarrow \infty$ linearly.

The first explicit construction for linear families of expanders was given by Margulis [Ma], and was improved by Gaber and Galil [GG]. It was known that much better families exist [Pin, Pip], but for a long time they were not found explicitly, until the Ramanujan graphs were built by Lubotzky-Phillips-Sarnak [LPS] (and independently by Margulis [Ma 1] at the same time). The theorem above says that looking for a family of expanders with a good common $d$, is almost the same as looking for a family with a good common bound for $\lambda$, but for this the best we can expect is $\lambda \leq 2 \sqrt{r-1}$.

Definition 1.1 A Ramanujan Graph is a connected finite $r$ regular graph $\Gamma$, its second largest eigenvalue $\lambda(\Gamma)$ is smaller or equal to $2 \sqrt{r-1}$.

In [LPS], by use of representation theory of $P G L_{2}\left(Q_{p}\right)$ and Deligne's theorem (known as Ramanujan's conjecture), for every prime $p \neq 2$ a linear family of $p+1$ regular Ramanujan graphs is explicitly constructed. They raised the question of the existence and explicit construction of $r$ regular Ramanujan graphs for other $r$ 's. Here we solve this partially, by working
over function fields, and using Drinfeld's theorem [Dr] (instead of Deligne's). For every prime power $q$ (including even $q$ 's) we explicitly construct many linear families of $q+1$ regular Ramanujan graphs.

Moreover, the graphs are given as Cayley graphs of $P G L_{2}$ or $P S L_{2}$ over finite fields, with respect to very simple generators, and also have all other combinatorial properties that those of [LPS] do. Our main results are summarized in theorems 4.13 and 5.13.

In section 2 we present the background about the discrete valuations of $\mathrm{F}_{q}(x)$, the local tree of $P G L_{2}$, and quaternion algebras over $\mathrm{F}_{q}(x)$. In section 3 the abstract construction is given, and we prove that the results are Ramanujan graphs. Then in sections 4-5 we derive explicit constructions from this abstract one. Section 4 deals with odd prime powers $q$, and section 5 with even $q$ 's. Sections $4-5$ can be read without reading section 3.

## 2 Background

Let $q$ be a prime power, and $\mathbf{F}_{q}$ the field with $q$ elements, $\mathrm{F}_{q}[x]$ the polynomials over $\mathbf{F}_{q}$ and $k=\mathbf{F}_{q}(x)$ its quotient field. For every irreducible $f \in \mathbf{F}_{q}[x]$, the discrete valuation $v_{f}$ on $k$ is defined by $v_{f}(g / h)=\operatorname{ord}_{f}(g)-\operatorname{ord}_{f}(h)$, where $\operatorname{ord}_{f}(g)$ is the maximal power $n$ s.t. $f^{n}$ divides $g$. The valuation at $1 / x$ (also called the valuation at infinity) is defined by $v_{1 / x}(g / h)=$ degree $(h)$ - degree $(g)$. These are all discrete valuations of $k$, they are called the places of $k$. For a place $p$ let $k_{p}$ be the completion of $k$ with respect to the metric $|a|=q^{-v_{p}(a)}$, and $O_{p}$ its integers. $k_{p}=F_{q}((p))$ is the field of Laurent series in $p$ over $\mathrm{F}_{q}$, and $O_{p}=\mathrm{F}_{q}[[p]]$ is the ring of Taylor series in $p$ over $\mathbf{F}_{\boldsymbol{q}}$.

For an algebraic group $\underline{H}$ defined over $k$, we will always denote by $H_{*}$ its points over $*$, e.g. $H_{k}, H_{p}, H_{O_{p}}$ (the only exception for these notations is $O_{p}$ ). Our notations will be:

$$
\begin{equation*}
\underline{G^{\prime}}=P G L_{2}, \underline{G}=\{\xi \in \mathcal{A} \mid N(\xi) \neq 0\} / Z, \underline{G^{1}}=\{\xi \in \mathcal{A} \mid N(\xi)=1\} \tag{1}
\end{equation*}
$$

where $P G L_{2}$ is the group of $2 \times 2$ invertible matrices divided by its center, $\mathcal{A}$ is a fixed quaternion algebra, and ' $/ Z$ ' means 'divided by its center'.

The Adele ring of $H$ is defined by:

$$
H_{\text {A }}=\left\{\left(\cdots, g_{p}, \cdots\right) \in \prod_{p} H_{p} \mid g_{p} \in H_{O_{p}} \text { almost everywhere }\right\}
$$

where by 'almost everywhere' we mean: except for a finite number of places. Addition and multiplication are componentwise. A topology on $H_{\text {A }}$ is defined by declaring the subring $\Pi_{p} H_{O_{p}}$ with the usual Tychonof product topology to be open. With this topology, $H_{\mathrm{A}}$ is a locally compact ring. $H_{k}$ is embedded naturally into $H_{\mathrm{A}}$ by $g \rightarrow(g, g, \cdots, g, \cdots)$ (see [GGPS] e.g. for more details).

In [Se, §II 1] the structure of the $q^{\text {degree }(p)}+1$ regular tree is put on $G_{p}^{\prime} / G_{O_{p}}^{\prime}$ (where degree $(1 / x)=1$ ). The tree $T_{p}=G_{p}^{\prime} / G_{O_{p}}^{\prime}$ is completely described by saying that the neighbors of $g G_{O_{p}}^{\prime}$ are the $q^{\operatorname{deg}(p)}+1$ matrices $g s_{i} G_{O_{p}}^{\prime} \quad i=1, \ldots, q^{\operatorname{deg}(p)}+1$, where

$$
\left\{s_{1}, \ldots s_{q^{\operatorname{deg}(p)+1}}\right\}=\left\{\left(\begin{array}{cc}
p & b  \tag{2}\\
0 & 1
\end{array}\right) \left\lvert\, \begin{array}{c}
b \in \mathbf{F}_{q}[x] \\
\operatorname{deg}(b)<\operatorname{deg}(p)
\end{array}\right.\right\} \bigcup\left\{\left(\begin{array}{ll}
1 & 0 \\
0 & p
\end{array}\right)\right\} .
$$

From this point of view it is clear that $G_{p}^{\prime}$ acts on $T_{p}$ (from the left) as a group of automorphisms.

A quaternion algebra over $k=\mathrm{F}_{q}(x)$ is a skewfield $\mathcal{A}$ with center $k$, that has degree 4 as a vector space over $k$. By [Alb, Th. 26] there is a basis of the form $\mathbf{1}, \mathbf{i}, \mathbf{j}, \mathbf{i j}$, for $\mathcal{A}$ over $k$. The minimal polynomial of i over $k$ has degree 2 , and let $\overline{\mathbf{i}}$ be its algebraic conjugate, the same is true for $\mathbf{j}$ and $\mathbf{i j}$. For a quaternion $\xi=a+b \mathbf{i}+c \mathbf{j}+d \mathbf{i} \mathbf{j}$, this defines its conjugate $\bar{\xi}=a+b \overline{\mathbf{i}}+c \overline{\mathbf{j}}+d \overline{\mathbf{j}}$, the trace $\operatorname{tr}(\xi)=\xi+\bar{\xi}$, and the norm $N(\xi)=\xi \bar{\xi}$. By definition $\operatorname{tr}(\xi), N(\xi) \in k$, and $\xi$ is invertible iff $N(\xi) \neq 0$. Since $(\mathrm{ij})^{2}-(\mathrm{ij}+\overline{\mathrm{j}} \mathrm{i}) \mathrm{ij}+\mathrm{i} \mathrm{j} \overline{\mathrm{j}}=0$ we see that $\overline{\mathrm{j}}=\overline{\mathrm{j}} \overline{\mathrm{i}}$. Hence $\overline{\xi_{1} \xi_{2}}=\overline{\xi_{2}} \overline{\xi_{1}}$ and $N\left(\xi_{1} \xi_{2}\right)=N\left(\xi_{1}\right) N\left(\xi_{2}\right)$.

An order in $\mathcal{A}$, is a subring of $\mathcal{A}$ which is finitely generated as an $\mathrm{F}_{q}[x]$ submodule, and contains a basis for $\mathcal{A}$ (over $k$ ), its first element being 1. A maximal order is an order which is not included in any other order. An integral set is a maximal order which contains $\mathbf{i}, \mathbf{j}$, $\mathbf{i j}$. Let $\mathcal{S}$ be an integral set, $\xi$ is a unit in $\mathcal{S}$ if $\xi^{-1} \in \mathcal{S}$. We say that $\mathcal{A}$ has class number 1 if $\mathcal{S}$ (and hence every other maximal order) is a principle ideal ring. By a result of Eichler [Ei] every quaternion algebra over $\mathrm{F}_{q}(x)$ has class number 1, but for the simple algebras we use for our explicit construction this result is easily proved directly.

The following is a key theorem for the explicit constructions:
Theorem 2.1 [To, Th. 10] Let $\mathcal{A}$ have class number $1, \mathcal{S}$ be an integral set, and $\xi \in \mathcal{S}$ be indivisible by a polynomial in $\mathrm{F}_{q}[x]$. If $N(\xi)=f_{1} \cdots f_{n}$ where the $f_{i}$ are irreducible in $\mathbf{F}_{q}[x]$, then $\xi=\pi_{1} \cdots \pi_{n}$ where $N\left(\pi_{i}\right)=f_{i} . \pi_{1}$ is
unique except for multiplication by a unit of $\mathcal{S}$ on the right, $\pi_{2}, \ldots, \pi_{n-1}$ are unique but for multiplication by units on the right or left, and $\pi_{n}$ is unique except for left unit factors.

We say that $\mathcal{A}$ is ramified at a place $p$, if $\mathcal{A}_{p}$ is still a skewfield. By well known structure theorems of central simple algebras, (see [Di, Alb, Re] e.g.), the only other possibility is that $\mathcal{A}_{p} \cong M_{2}\left(k_{p}\right)$, then we say that $\mathcal{A}$ splits at $p$. In this case, for any maximal order M of $\mathcal{A}$, it is possible to have $\theta: \mathcal{A}_{p} \cong M_{2}\left(k_{p}\right)$ s.t.

$$
\begin{equation*}
\operatorname{tr}(\xi)=\operatorname{tr}(\theta(\xi)), \quad N(\xi)=\operatorname{det}(\theta(\xi)), \quad \theta\left(\mathcal{A}_{O_{p}}\right)=M_{2}\left(O_{p}\right) \tag{3}
\end{equation*}
$$

By theorems of Eichler and Hasse ([Re, Th. 32.11, 32.13] e.g.) there are only a finite number of places in which $\mathcal{A}$ is ramified, this number is even and not zero.

One of the basic tools we will use to prove the abstract construction, but also to recover things about the explicit construction, is the Strong Approximation Theorem. Let $\underline{H}=S L_{2}$ or $\underline{H}=\underline{G^{1}}$.

Theorem $2.2[\mathrm{Pr}][\mathrm{Vi}, \mathrm{Th} .4 .3]$ Let S be a set of places of $k$ such that $\prod_{p \in S} H_{p}$ is not compact, then $H_{k} \prod_{p \in S} H_{p}$ is dense in $H_{\mathbf{A}}$.

## 3 Abstract Construction

Let $\mathcal{A}=k \mathbf{1}+k \mathbf{i}+k \mathbf{j}+k \mathbf{j}$ be a quaternion algebra over $k=\mathbf{F}_{q}(x)$, which is ramified at $1 / x$, and $p$ is a finite place (i.e. $p \neq 1 / x$ ) in which $\mathcal{A}$ splits. Let $\mathcal{R}=\mathrm{F}_{q}[x, 1 / p]$ be the minimal subring of $k$ which contains $\mathrm{F}_{q}, x$ and $1 / p$, and $\Gamma(1)=G_{\mathcal{R}}$ (see (1) for the notations). (Since an element $\xi \in \mathcal{A}_{\mathcal{R}}$ is invertible in $\mathcal{A}_{\mathcal{R}}$ iff $N(\xi)$ is so in $\mathcal{R}$, the group $\mathcal{A}_{\mathcal{R}}^{*}$ of all invertible elements in $\mathcal{A}_{\mathcal{R}}$ is:

$$
\mathcal{A}_{\mathcal{R}}^{*}=\left\{\xi \in \mathcal{A}_{\mathcal{R}} \mid N(\xi)=a p^{n}, a \in \mathrm{~F}_{q}^{*}, n \in Z\right\},
$$

so

$$
\begin{equation*}
\Gamma(1)=\mathcal{A}_{\mathcal{R}}^{*} / Z\left(\mathcal{A}_{\mathcal{R}}^{*}\right)=\mathcal{A}_{\mathcal{R}}^{*} /\left\{a p^{n} \mid a \in \mathbf{F}_{q}, n \in Z\right\} . \tag{4}
\end{equation*}
$$

Understanding this makes clear how the explicit constructions we will later give, result from this abstract construction).

Let $g(x) \in \mathrm{F}_{q}[x]$ be any polynomial prime to $p$, and to any other finite place in which $\mathcal{A}$ is ramified. Since after multiplying by a suitable power
of $p$, every $\xi \in \Gamma(1)$ can be represented by a quaternion with coefficients in $F_{q}[x]$, and $(p, g)=1$, we may define

$$
\begin{equation*}
\Gamma(g)=\{a+b \mathbf{i}+c \mathrm{j}+d \mathrm{i} \in \Gamma(1) \mid b \equiv c \equiv d \equiv 0 \bmod g(x),(a, g)=1\} . \tag{5}
\end{equation*}
$$

$\Gamma(g) \subseteq G_{p} \cong P G L_{2}\left(k_{p}\right)=G_{p}^{\prime}$ (since $\mathcal{A}$ splits at $p$ ).
Lemma 3.1 $\Gamma(g)$ is a co-compact lattice in $G_{p}$ (i.e. $\Gamma(g)$ is discrete in $G_{p}$ and $\Gamma(g) \backslash G_{p}$ is compact).

Proof: Since $|\Gamma(1): \Gamma(g)|<\infty$ it is enough to prove it for $\Gamma(1)$. Let $K^{1}=\prod_{f \neq p, 1 / x} G_{O_{p}}^{1}$, clearly $G_{1 / x}^{1} G_{p}^{1} K^{1}$ is a nonempty open subset of $G_{A}^{1}$. Since $\mathcal{A}$ is ramified at $1 / x$ and splits at $p, G_{1 / x}^{1}$ is compact but $G_{p}^{1} \cong S L_{2}\left(k_{p}\right)$ and hence $G_{1 / x}^{1} G_{p}^{1}$ are not. By theorem $2.2 G_{k}^{1} G_{1 / x}^{1} G_{p}^{1}$ is dense in $G_{A}^{1}$, so

$$
\begin{equation*}
G_{A}^{1}=G_{k}^{1} G_{1 / x}^{1} G_{p}^{1} K^{1} . \tag{6}
\end{equation*}
$$

But $G_{k}^{1} \cap K^{1}=G_{\mathcal{R}}^{1}$, therefor

$$
\begin{equation*}
G_{\mathcal{R}}^{1} \backslash G_{1 / x}^{1} G_{p}^{1} \cong G_{k}^{1} \backslash G_{\mathrm{A}}^{1} / K^{1} \tag{7}
\end{equation*}
$$

By [We, ch. IV, th. 2.2, 3.4] $G_{k}^{1} \backslash G_{A}^{1}$ is compact, and from (7) so is $G_{\mathcal{R}}^{1} \backslash G_{p}^{1}$. But $\left|G_{p}: G_{p}^{1}\right|<\infty\left(\right.$ since $\left.\left|O_{p}^{*}: O_{p}^{* 2}\right|<\infty\right)$, so $G_{\mathcal{R}}^{1} \backslash G_{p}$ and hence $G_{\mathcal{R}} \backslash G_{p}=$ $\Gamma(1) \backslash G_{p}$ are compact.

Assume that $\left\{\gamma_{n}\right\} \subseteq \Gamma(1)$ is a sequence which proves that $\Gamma(1)$ is not discrete in $G_{p}$. Since $\mathcal{A}$ is ramified at $1 / x$, so $G_{1 / x}$ is compact, we may assume that $\left\{\gamma_{n}\right\} \subseteq G_{1 / x}$ converges. Hence, $\left\{\gamma_{n}\right\} \hookrightarrow G_{1 / x} G_{p}$ diagonally, proves that the diagonal embedding of $\Gamma(1)$ into $G_{1 / x} G_{p}$ is not discrete. This obviously is not true, since the valuations at $1 / x$ and $p$ are opposite to one another.

Look at the action of $\Gamma(g)$ (from the left) on the $q^{\operatorname{deg}(p)}+1$ regular tree $T_{p}=G_{p}^{\prime} / G_{O_{p}}^{\prime}=G_{p} / G_{O_{p}}$. Since $T_{p}$ is discrete, the quotient $\Gamma(g) \backslash G_{p} / G_{O_{p}}$ of $T_{p}$ by the discrete subgroup $\Gamma(1)$, is discrete. By lemma 3.1 it is also compact, i.e. it is a finite graph.

Theorem 3.2 If $\mu \neq \pm\left(q^{\operatorname{deg}(p)}+1\right)$ is an eigenvalue of the adjacency matrix of $\Gamma(g) \backslash G_{p} / G_{O_{p}}$, then $|\mu| \leq 2 \sqrt{q^{\operatorname{deg}(p)}}$. In particular $\Gamma(g) \backslash G_{p} / G_{O_{p}}$ is a Ramanujan graph.

Proof: We are not going to give much detail, since the proof is almost the same as that one which is given in [Lu] for the global field $Q$. A detailed proof for our case when the global field is $F_{q}(x)$, can be found in [Mo].

Let $\rho$ be a continuous irreducible unitary representation of $G_{p}^{\prime}$ in $(H,<,>$ ). Assume $\rho$ is of class one, i.e. there is a $v \in H$ s.t $\|v\|=1$, and $G_{O_{p}}^{\prime} \cdot v=v$. $f_{\rho}(g)=<g v, v>$ is called the spherical function of $\rho\left(f_{\rho}: G_{p}^{\prime} \rightarrow C\right)$. Since at most one such $v$ can exist, $f_{\rho}$ is well defined.

Let $U=G_{O_{p}}^{\prime}\left(\begin{array}{ll}1 & 0 \\ 0 & p\end{array}\right) G_{O_{p}}^{\prime}, 1_{U}$ its characteristic function, and define the convolution $(f * h)(x)=\int_{G_{p}^{\prime}} f\left(x y^{-1}\right) h(y) d y$. There is a $\mu \in C$ s.t. $f_{\rho} * 1_{U}=\mu f_{\rho}$, and then $\rho$ is denoted by $\rho^{\mu}$. For more details see [La, ch. IV].
Lemma: $\mu$ is an eigenvalue of the adjacency matrix $A$ of $\Gamma(g) \backslash G_{p}^{\prime} / G_{O_{p}}^{\prime}$ iff the representation $\rho^{\mu}$ appears in the (right) regular representation $R_{G_{p}^{\prime}}$ of $G_{p}^{\prime}$ in $L_{2}\left(\Gamma(g) \backslash G_{p}^{\prime}\right)$. Moreover, if $\mu \neq \pm\left(q^{\operatorname{deg}(p)}+1\right)$ then $\rho^{\mu}$ is not one dimensional.
Proof: Assume there is an $e \in L_{2}\left(\Gamma(g) \backslash G_{p}^{\prime} / G_{O_{p}}^{\prime}\right)$ s.t $\|e\|=1$ and $A e=\mu e$, in particular $e \in L_{2}\left(\Gamma(g) \backslash G_{p}^{\prime}\right)$ and $R_{G_{p}^{\prime}}\left(G_{O_{p}}^{\prime}\right) \cdot e=e$. Let $\rho$ be the irreducible sub representation (sub module) of $R_{G_{p}^{\prime}}$ which contains $e$, clearly $f_{\rho}(g)=<$ $g e, e>$. A simple calculation shows that $f_{\rho} * 1_{U}=\mu f_{\rho}$, so $\rho=\rho^{\mu}$ appears in $L_{2}\left(\Gamma(g) \backslash G_{p}^{\prime}\right)$.

Assume $\rho^{\mu}$ appears in $L_{2}\left(\Gamma(g) \backslash G_{p}^{\prime}\right)$, and let $f$ be its $G_{O_{p}}^{\prime}$ fixed vector, so $f \in L_{2}\left(\Gamma(g) \backslash G_{p}^{\prime} / G_{O_{p}}^{\prime}\right)$. A simple calculation shows that $A f=\mu f$ and $\mu$ is an eigenvalue of $A$.

Assume $\rho^{\mu}$ is one dimensional, then $H=<f>$ with $G_{O_{p}}^{\prime} \cdot f=f$, and $\rho^{\mu}$ is trivial on $G_{O_{p}}^{\prime}$. It must also be trivial on $P S L_{2}\left(k_{p}\right)$ which is simple. But $\left|G_{p}^{\prime}: P S L_{2}\left(k_{p}\right) G_{O_{p}}^{\prime}\right|=2$, so the only possibilities for the spherical function are to be trivial, i.e. $\rho^{\mu}=1$ and $\mu=q^{\operatorname{deg}(p)}+1$, or to give the values $\{ \pm 1\}$ which is easily seen to be the spherical function of $\rho^{-\left(q^{\operatorname{deg}(p)}+1\right)}$.

Let $g(x)=\prod_{i=1}^{l} g_{i}(x)^{n_{i}}$, where $g_{i} \in \mathbf{F}_{q}[x]$ are irreducible, and $g_{i} \neq g_{j}$ for $i \neq j$. Let

$$
K_{r}= \begin{cases}\operatorname{Ker}\left\{G_{O_{r}} \xrightarrow{\alpha} G\left(O_{r} / r^{n_{i}} O_{r}\right)\right\} & r=g_{i} \quad 1 \leq i \leq l \\ K_{r}=G_{O_{r}} & r \neq g_{i}\end{cases}
$$

where:
$\alpha(a+b \mathbf{i}+c \mathbf{j}+d \mathbf{i} \mathbf{j})=\left(a \bmod r^{n_{i}}\right)+\left(b \bmod r^{n_{i}}\right) \mathbf{i}+\left(c \bmod r^{n_{i}}\right) \mathbf{j}+\left(d \bmod r^{n_{i}}\right) \mathbf{i j}$.

Let $K=\prod_{f \neq p, 1 / x} K_{f}$ and $H=G_{k} G_{1 / x} G_{p} K$. Since $\left|\prod_{f \neq p, 1 / x} G_{O_{f}}: K\right|<$ $\infty$, and by (6) $G_{\mathrm{A}}^{1}=G_{k}^{1} G_{1 / x}^{1} G_{p}^{1} K^{1}$, and since by theorem $2.2 k_{\mathrm{A}}^{*}=$ $k^{*} k_{1 / x}^{*} k_{p}^{*} \Pi_{f} O_{f}^{*}$, it is clear that $H$ contains a finite index subgroup of $G_{A}^{1} k_{A}^{*}$. But since $G_{r}^{\prime}=P S L_{2}\left(k_{r}\right) k_{r}^{*}$ for any place $r$, we know that $\left|G_{A}: G_{A}^{1} k_{A}^{*}\right|<$ $\infty$, and hence $\left|G_{\mathrm{A}}: H\right|<\infty$, and also $\left|G_{k} \backslash G_{\mathrm{A}} / K: G_{k} \backslash H / K\right|<\infty$. Since $G \cap K=\Gamma(g)$,

$$
G_{k} \backslash H / K \cong \Gamma(g) \backslash G_{1 / x} G_{p}
$$

as $G_{1 / x} G_{p}$ modules (by multiplication from the right), and

$$
1 \quad\left|G_{k} \backslash G_{\text {A }} / K: \Gamma(g) \backslash G_{1 / x} G_{p}\right|<\infty
$$

Therefore, for every irreducible representation $\tau_{1 / x} \otimes \tau_{p}$ of the (right) regular representation of $G_{1 / x} G_{p}$ in $L_{2}\left(\Gamma(g) \backslash G_{1 / x} G_{p}\right)$, there is an irreducible sub representation $\delta=\otimes_{f} \delta_{f}$ of the regular representation of $G_{\text {A }}$ in $L_{2}\left(G_{k} \backslash G_{\text {A }}\right)$, s.t. $\delta_{1 / x}=\tau_{1 / x}$ and $\delta_{p}=\tau_{p}$.

Assume now that $\mu \neq \pm\left(q^{\operatorname{deg}(p)+1}\right)$ is an eigenvalue of the adjacency matrix of $\Gamma(g) \backslash G_{p} / G_{O_{p}}=\Gamma(g) \backslash G_{p}^{\prime} / G_{O_{p}}^{\prime}$. By the lemma, $\rho^{\mu}$ (which is not one dimensional) appears in the regular representation of $G_{p}$ in $L_{2}\left(\Gamma(g) \backslash G_{p}\right)$, so $\rho=1 \otimes \rho^{\mu}$ appears in $L_{2}\left(\Gamma(g) \backslash G_{1 / x} G_{p}\right)$, and hence $\delta=\otimes_{f} \delta_{f}$ with $\delta_{p}=\rho^{\mu}$ appears in the regular representation of $G_{\mathbf{A}}$ in $L_{2}\left(G_{k} \backslash G_{\mathbf{A}}\right)$. By the Jacquet Langlands correspondence [Ge, th. 10.5] there is a cuspidal sub representation $\chi=\otimes_{f} \chi_{f}$ of $G_{A}^{\prime}$ in $L_{2}\left(G_{k}^{\prime} \backslash G_{\mathrm{A}}^{\prime}\right)$ s.t. $\chi_{p}=\delta_{p}=\rho^{\mu}$. By the theorem of Drinfeld [Dr], $\rho^{\mu}=\chi_{p}$ is a principle series representation, i.e. $|\mu| \leq 2 \sqrt{q}$.

## 4 Explicit Construction for Odd $q$ 's

Let us choose the quaternion algebra

$$
\mathcal{A}=k \mathbf{1}+k \mathbf{i}+k \mathbf{j}+k \mathbf{i} \mathbf{j} \quad \mathbf{i}^{2}=\epsilon, \quad \mathbf{j}^{2}=x-1, \quad \mathbf{i} \mathbf{j}=-\mathbf{j} \mathbf{i}
$$

where $\epsilon$ is not a square in $\mathrm{F}_{q}$, and $\mathrm{k}=\mathrm{F}_{q}(x)$. Here, $\overline{\mathrm{i}}=-\mathrm{i}, \quad \overline{\mathrm{j}}=-\mathrm{j}, \quad \overline{\mathrm{j}}=-\mathrm{ij}$ so for $\xi=a+b \mathbf{i}+c \mathrm{j}+d \mathbf{i j}, \bar{\xi}=a-b \mathbf{i}-c \mathbf{j}-d \mathrm{i} \mathbf{j}, \operatorname{tr}(\xi)=2 a$, and

$$
\begin{equation*}
N(\xi)=a^{2}-b^{2} \epsilon+\left(d^{2} \epsilon-c^{2}\right)(x-1) . \tag{8}
\end{equation*}
$$

If $N(\xi)=0$ it happens also for a $\xi$ with coefficients in $\mathrm{F}_{q}[x]$, which is impossible for $\xi \neq 0$ by lemma 4.2 , so $\mathcal{A}$ is a skewfield. Computing the discriminant of $\mathcal{A}$ we see that the only finite place in which $\mathcal{A}$ is ramified is $x-1$, so in order to have an even number of such places, $1 / x$ must also be ramified.

Lemma 4.1 The class number of $\mathcal{A}$ is 1 .
Proof: Immediate from [To, Th. 8].

$$
\mathcal{S}=\mathbf{F}_{q}[x] 1+\mathbf{F}_{q}[x] \mathbf{i}+\mathbf{F}_{q}[x] \mathbf{j}+\mathbf{F}_{q}[x] \mathrm{ij}
$$

is an integral set in $\mathcal{A}$ ([To, Th. 1]). Let

$$
N_{z}=\{\xi \in \mathcal{S} \mid N(\xi)=z\} .
$$

## Lemma 4.2

a. $N_{0}=\{0\}, \quad\left|N_{1}\right|=q+1$.
b. $\left|N_{x}\right|=(q+1)^{2}$.
c. Let $N_{1}$ act (by multiplication) from the left on $N_{x}$. In every one of the $q+1$ cosets of $N_{1} \backslash N_{x}$ there is a unique representative $1+\gamma \mathbf{j}+\delta \mathbf{i j}$, where $\gamma, \delta \in \mathrm{F}_{q}$ is one of the $q+1$ solutions in $\mathrm{F}_{q}$ for $\delta^{2} \epsilon-\gamma^{2}=1$.

Proof: a. Assume $\xi=a+b \mathrm{i}+c \mathrm{j}+d \mathrm{ij} \in N_{0} \cup N_{1}$. Let $\gamma, \delta$ be the leading coefficients of $c, d$, and $d_{1}=\max \{\operatorname{deg}(a), \operatorname{deg}(b)\}, d_{2}=\max \{\operatorname{deg}(c), \operatorname{deg}(d)\}$. If $d_{2} \geq d_{1}$, then in order to have in (8) $\operatorname{deg}(N(\xi)) \leq 0, \delta^{2} \epsilon-\gamma^{2}$ must be zero which is impossible, so $d_{1}>d_{2}$. Since $\alpha^{2}-\beta^{2} \epsilon \neq 0$, we have

$$
0 \geq \operatorname{deg}(N(\xi))=\operatorname{deg}\left(a^{2}-b^{2} \epsilon\right)>\operatorname{deg}\left(\left(d^{2} \epsilon-c^{2}\right)(x-1)\right)
$$

and conclude that $d=c=0$, and $a, b \in \mathcal{F}_{q}$. Clearly $\xi \in N_{0}$ is impossible for $\xi \neq 0$, since then $a^{2}-b^{2} \epsilon=0$, but $\xi \in N_{1}$ can happen when $a^{2}-b^{2} \epsilon=1$. As we will see right away, this last equation has exactly $q+1$ solutions, so $\left|N_{1}\right|=q+1$.

For $u, v, w \in \mathrm{~F}_{q}$, the number of solutions of $u X^{2}+v Y_{2}=w$ with $X, Y \in$ $\mathrm{F}_{q}$, is $q-\eta$ if $w \neq 0$ and $q(\eta+1)$ for $w=0$, where $\eta=1$ if $-u v$ is a square in $\mathbf{F}_{q}$, and $\eta=-1$ if it is not. See e.g. [Co, Corollary 1 to Th. 10].
b. Assume $N(\xi)=x$. If $d_{1}>d_{2}$, since $\operatorname{deg}\left(a^{2}-b^{2} \epsilon\right)$ is even, in order to have $N(\xi)=x$ in (8) $\alpha^{2}-\beta^{2} \epsilon$ must be zero, which can not happen, so $d_{2} \geq d_{1}$. But since $\delta^{2} \epsilon-\gamma^{2} \neq 0, d, c \in F_{q}$ and $d^{2} \epsilon-c^{2}=1$, which causes that $a, b \in \mathrm{~F}_{q}$ and $a^{2}-b^{2} \epsilon=1$. This again gives $(q+1)^{2}$ solutions.
c. The $q+1$ quaternions of $\mathcal{S}$

$$
\begin{equation*}
\xi_{i}=1+\gamma_{i j} \mathbf{j}+\delta_{i} \mathbf{i j} \quad \text { s.t. } \quad \delta_{i}^{2} \epsilon-\gamma_{i}^{2}=1 \quad i=1, \ldots, q+1 \tag{9}
\end{equation*}
$$

are as needed. Because $u \in N_{1}$ is of the form $u=\eta+\mu \mathrm{i}$ (see the proof of part a), we have $u \xi_{i}=\eta+\mu \mathrm{i}+\cdots$. So if $u \xi_{i}$ is also one of the $q+1$ quaternions of (9), we get $\eta=1, \mu=0$ and $u \xi=\xi$. This shows that no two quaternions of (9) appear in the same class of $N_{1} \backslash N_{x}$. But $\left|N_{1} \backslash N_{x}\right|=q+1$ so every class has exactly one representative.

Definition $4.3 \xi_{1}, \ldots, \xi_{q+1}$ of (9) are called the basic norm $x$. Since $\xi$ is a basic norm $x$ iff $\bar{\xi}$ is so, we can assume that $\xi_{1}, \ldots, \xi_{\frac{q+1}{2}}$ are inconjugate to one another, and $\overline{\xi_{i}}=\xi_{\frac{q+1}{2}+i}$.

Lemma 4.4 A quaternion $t \in \mathcal{S}$ with $N(t)=x^{n}$ for some integer $n$, has the unique factorization

$$
\begin{equation*}
t=x^{r} u \theta_{1} \cdots \theta_{m} \tag{10}
\end{equation*}
$$

where $2 r+m=n, \quad N(u)=1, \theta_{i}$ are basic norm $x$, and $x$ does not divide $\theta_{1} \cdots \theta_{m}$.

Proof: Let $x^{r}$ be the maximal power of $x$ dividing $t$. By theorem 2.1 and lemma 4.1 we get a unique factorization (up to units) $t / x^{r}=\pi_{1} \cdots \pi_{m}$ with $N\left(\pi_{i}\right)=x$. For a unique unit $v$ of $\mathcal{S} \quad v \pi_{m}=\theta_{m}$ is a basic norm $x$, and of course $N(v)=N\left(\theta_{m}\right) / N\left(\pi_{m}\right)=1$. Looking at $\pi_{1} \cdots \pi_{m}=$ $\pi_{1} \cdots \pi_{m-1} v^{-1} \theta_{m}$ and doing the same for $\pi_{m-1} v^{-1}$ etc. we finally get $t / x^{r}=$ $u \theta_{1} \cdots \theta_{m}$ uniquely.

Theorem 4.5 A quaternion $t=a+b \mathbf{i}+c \mathrm{j}+d \mathrm{ij} \in \mathcal{S}$ with $N(t)=x^{n}$ for some integer $n$ is a multiple of basic norm $x$ iff

$$
\begin{equation*}
a-1, b \equiv 0 \bmod (x-1) . \tag{11}
\end{equation*}
$$

Proof: A basic norm $x$ satisfies (11), and it is easily seen that (11) is preserved under multiplication of quaternions. On the other hand $\xi$ has the factorization (10), in which $x^{\top} \theta_{1} \cdots \theta_{m}$ is a multiple of basic norm $x$ ( $x=\xi \bar{\xi}$ ), and hence satisfies (11). In this factorization of $t, u$ must be 1 , since after multiplying $x^{r} \theta_{1} \cdots \theta_{m}$ by any other $u$, (11) will not hold.
Definition 4.6

$$
\Lambda(x-1)=\left\{\begin{array}{l|l}
t=a+b \mathbf{i}+c \mathrm{j}+d \mathbf{i} \mathrm{j} \in \mathcal{S} & \begin{array}{l}
a-1, b \equiv 0 \bmod (x-1), \\
N(t) \text { is a power of } x, \\
x \text { doesn't divide } t
\end{array}
\end{array}\right\}
$$

Corollary 4.7 $\Lambda(x-1)$ is a free group, and $\xi_{1}, \ldots, \xi_{\frac{q+1}{2}}$ of definition 4.3 are free generators.

Proof: Follows immediately from lemma 4.4 and theorem 4.5.
Since our algebra $\mathcal{A}$ splits at $x$, there is an isomorphism

$$
\theta: \mathcal{A}_{x} \cong M_{2}\left(k_{x}\right)
$$

which satisfies (3), and clearly $\theta: \Lambda(x-1) \hookrightarrow P G L_{2}\left(k_{x}\right)=G_{x}^{\prime}$. We shall identify $\Lambda(x-1)$ and its image in $G_{x}^{\prime}$. Let $\Lambda(x-1)$ act by multiplication form the left on the $q+1$ regular tree $T_{x}=G_{x}^{\prime} / G_{O_{x}}^{\prime}$.
Lemma 4.8 The action of $\Lambda(x-1)$ on $T_{x}$ is simply transitive (i.e. transitive and without stabilizers). Moreover, $T_{x}$ can be viewed as the Cayley graph of $\Lambda(x-1)$ w.r.t. the basic norm $x$ as generators.
Proof: Since $\Lambda(x-1) \subseteq \Gamma(1)$ of (4) (for $p=x$ ), it is discrete in $G_{x}$ by lemma 3.1. A subgroup of $G_{x}$ which stabilizes a vertex is compact, ([Se, Exercises to Ch. II §1.1]). So if $\gamma \in \Lambda(x-1)$ stabilizes a vertex, then $\left\{\gamma^{n} \mid n \in Z\right\}$ is discrete and compact and hence finite. This is impossible since $\Lambda(x-1)$ is a free group.

From the description of $T_{x}$ in (2) we see that the distance of $g G_{O_{x}}^{\prime}$ from $1 G_{O_{x}}^{\prime}$ (the root of the tree) is $v_{x}(\operatorname{det}(g))$. So the basic norm $x$ take $1 G_{O_{x}}^{\prime}$ to its immediate neighbors, and if $\xi_{1} G_{O_{x}}^{\prime}=\xi_{2} G_{O_{x}}^{\prime}$, then $\xi_{2}^{-1} \xi_{1}$ stabilizes $1 G_{O_{x}}^{\prime}$ which is impossible for $\xi_{1} \neq \xi_{2}$. Therefore, the $q+1$ neighbors of $1 G_{O_{x}}^{\prime}$ are given exactly by the $q+1$ basic norm $x$. Continuing this, we see that $\xi_{i} \xi_{j} G_{O_{s}}^{\prime} j=1, \ldots, q+1$ are all the $q+1$ neighbors of $\xi_{i} G_{O_{x}}^{\prime}$, etc. Hence, every vertex of $T_{x}$ is reachable with element of $\Lambda(x-1)$.

Let $g(x) \in \mathbf{F}_{q}[x]$ be prime to $x(x-1)$, and $d=\operatorname{degree}(g(x))$.
Definition 4.9

$$
\begin{gathered}
\Lambda(g)=\{\xi=a+b \mathbf{i}+c \mathbf{j}+d \mathbf{i} \mathbf{j} \in \Lambda(x-1) \mid b, c, d \equiv 0 \bmod g(x), \quad(a, g)=1\} . \\
\Gamma_{g}=\Lambda(g) \backslash T_{x} \quad\left(=\Lambda(g) \backslash G_{x}^{\prime} / G_{O_{x}}^{\prime}=\Lambda(g) \backslash \Lambda(x-1)\right) .
\end{gathered}
$$

Theorem $4.10 \Gamma_{g}$ is a finite $q+1$ regular graph. Moreover, $\Gamma_{g}$ is the Cayley graph of the group $\Lambda(g) \backslash \Lambda(x-1)$ w.r.t. $q+1$ basic norm $x$ as generators.

Proof: Since $\Lambda(g(x)) \supseteq \Gamma((x-1) g(x))$ (see (5)), and by lemma $4.8 T_{x}$ is identified with $\Lambda(x-1)$, our graph $\Gamma_{g}=\Lambda(g) \backslash \Lambda(x-1)$ is covered by

$$
\begin{equation*}
\widehat{\Gamma_{g}}=\Gamma((x-1) g(x)) \backslash G_{x}^{\prime} / G_{O_{x}}^{\prime} \tag{12}
\end{equation*}
$$

$\widehat{\Gamma_{g}}$ is finite, since by lemma 3.1 it is compact and discrete, so $\Gamma_{g}$ is also finite. By lemma $4.8 T_{x}$ is the Cayley graph of $\Lambda(x-1)$ w.r.t. the basic norm $x$ as generators, but no two basic norm $x$ are equivalent modulo $\Lambda(g)$, so the quotient $\Lambda(g) \backslash \Lambda(x-1)$ is as claimed.

Theorem 4.11 Let $\mu$ be any eigenvalue of the adjacency matrix of $\Gamma_{g}$, if $\mu \neq \pm(q+1)$, then $|\mu| \leq 2 \sqrt{q}$. In particular $\Gamma_{g}$ is a Ramanujan graph.
Proof: As in (12), $\Gamma_{g}$ is covered by $\widehat{\Gamma_{g}}$ which by theorem 3.2 is as needed. Every function $f \in L_{2}\left(\Gamma_{g}\right)$ can be lifted to a function $\hat{f} \in L_{2}\left(\widehat{\Gamma_{g}}\right)$ s.t. as operators, the adjacency matrices $A$ and $\hat{A}$ give the same results. If $\hat{v}$ lies above $v$, then by definition $\hat{f}(\hat{v})=f(v)$, and we have $\hat{A}(\hat{f})(\hat{v})=A(f)(v)$. (Recall that as an operator $A(f)(v)=\sum_{u \text { a neighbor of } v} f(u)$ ). So every eigenvalue of $\Gamma_{g}$ is also an eigenvalue of $\widehat{\Gamma_{g}}$, and hence $\Gamma_{g}$ is as needed.

For the sake of simplicity, let us assume from now on that $g(x)$ is irreducible of even degree $d$. (Since $\mathcal{A}$ splits at every factor of $g(x)$, similar results can be achieved with much weaker assumptions on $g(x)$ ). By our assumption there is an $\underline{\underline{i}} \in \mathrm{~F}_{q^{d}}$ s.t. $\underline{\mathrm{i}}^{2}=\epsilon$. Define $\mu: \Lambda(x-1) \rightarrow P G L_{2}\left(\mathrm{~F}_{q^{d}}\right)$ by

$$
\mu(a+b \mathbf{i}+c \mathbf{j}+d \mathbf{i} \mathbf{j})=\left(\begin{array}{cc}
a-b \underline{\mathbf{i}} & c-d \underline{\mathbf{i}}  \tag{13}\\
(x-1)(c+d \underline{\mathbf{i}}) & a+b \underline{\mathbf{i}}
\end{array}\right) .
$$

The kernel of $\mu$ is $\Lambda_{g}$, so the range of $\mu$ which is isomorphic to $\Gamma_{g}$ is the Cayley graph of $\mu(\Lambda(x-1))$ with respect to the $q+1$ generators:

$$
\mu\left(\xi_{k}\right)=\left(\begin{array}{cc}
1 & \gamma_{k}-\delta_{k} \underline{\mathbf{i}}  \tag{14}\\
\left(\gamma_{k}+\delta_{k \underline{\underline{\mathbf{I}}})(x-1)}^{1}\right. & 1
\end{array}\right) \quad k=1, \ldots, q+1
$$

$\gamma_{k}, \delta_{k} \in \mathbf{F}_{q}$ are all the $q+1$ solutions in $\mathbf{F}_{q}$ for $\delta_{k}^{2} \epsilon-\gamma_{k}^{2}=1$.
In the same way as in [Lu] we use the strong approximation theorem to prove:
Lemma $4.12 \mu(\Lambda(x-1)) \supseteq P S L_{2}\left(\mathrm{~F}_{q^{d}}\right)$.
proof: Since $\mathcal{A}$ splits at $x, G_{x}^{1} \cong S L_{2}\left(k_{x}\right)$ is not compact, and by theorem $2.2 G_{k}^{1} G_{x}^{1}$ is dense in $G_{\mathrm{A}}^{1}$ (see (1) for the notations). Therefore, $G_{k}^{1}$ is dense in $G_{\mathrm{A}}^{1} / G_{x}^{1}$ and for any open set $K$ of $G_{\mathrm{A}}^{1} / G_{x}^{1}, G_{k}^{1} \cap K$ is dense in $K$. Hence, for any continuous function $f: K \longmapsto\{$ a finite set $\}(K)=f\left(G_{k}^{1} \cap K\right)$. In particular, this is true for

$$
K=G_{1 / x}^{1}\left\{a+b \mathbf{i}+c \mathbf{j}+d \mathrm{i} \mathbf{j} \in G_{O_{x-1}}^{1} \mid a-1, b \equiv 0 \bmod x-1\right\} \prod_{p \neq x, x-1} G_{O_{p}}^{1}
$$

Let $\hat{\mu}: K \longmapsto S L_{2}\left(\mathrm{~F}_{q^{d}}\right)=S L_{2}\left(\mathrm{~F}_{q}[x] / g(x) \mathrm{F}_{q}[x]\right)$ be as follows:
For $\xi=\left(\xi_{1 / x}, \ldots, \xi_{g}=a+b \mathbf{i}+c \mathbf{j}+d \mathrm{ij}, \ldots\right)$

$$
\hat{\mu}(\xi)=\left(\begin{array}{ll}
(a \bmod g)-\mathbf{i}(b \bmod g) & (c \bmod g)-\mathbf{i}(d \bmod g) \\
(x-1)((c \bmod g)+\mathbf{i}(d \bmod g)) & (a \bmod g)+\mathbf{i}(b \bmod g)
\end{array}\right)
$$

(i.e. looking only on the $g$-s component, reducing its coefficients modulo $g$, and then sending it to $S L_{2}\left(F_{q^{d}}\right)$ by (13)). Since $\xi_{g} \in G_{O_{g}}^{1}, \hat{\mu}$ is well defined. Clearly, $\hat{\mu}$ is continuous and $\hat{\mu}(K)=S L_{2}\left(F_{q^{d}}\right)$, so $\hat{\mu}\left(G_{k}^{1} \cap K\right)=S L_{2}\left(F_{q^{d}}\right)$.

By the definition of $K$

$$
\begin{equation*}
G_{k}^{1} \cap K=\{a+b \mathbf{i}+c \mathbf{j}+d \mathbf{i} \mathbf{j} \in H(\mathbf{F}[x, 1 / x]) \mid a-1, b \equiv 0 \bmod x-1\} . \tag{15}
\end{equation*}
$$

Considering $\hat{\mu}$ as a function to $P G L_{2}\left(\mathrm{~F}_{q^{d}}\right)$, we may multiply every element of $G_{k}^{1} \cap K$ by powers of $x$. Multiplying by a suitable power of $x$, will force it to be in $\Lambda(x-1)$, so $\hat{\mu}(\Lambda(x-1)) \supseteq P S L_{2}\left(\mathbf{F}_{q^{d}}\right)$. But $\mu=\hat{\mu}$ on $\Lambda(x-1)$, hence $\mu(\Lambda(x-1)) \supseteq P S L_{2}\left(\mathrm{~F}_{q^{d}}\right)$.

As the [LPS] Ramanujan graphs, our graphs satisfy a few extremal combinatorial properties.

Definition Let $\Gamma$ be a finite connected graph. The girth of $\Gamma$, is the minimal length of a cycle in $\gamma$. The diameter of $\Gamma$, is the maximal distance between any two vertices of $\Gamma$. The chromatic number of $\Gamma$, denoted by $\chi(\Gamma)$, is the minimal number of colors one needs, in order to color the vertices of $\Gamma$ s.t. adjacent vertices have different colors. The independence number of $\Gamma$, denoted by $\iota(\Gamma)$, is the maximal number of vertices of $\Gamma$, s.t. no two vertices are adjacent.

Recall also the Legendre symbol:

$$
\left(\frac{x}{y}\right)=\left\{\begin{array}{rl}
1 & x \text { is a square modulo } y \\
-1 & \text { otherwise }
\end{array}\right.
$$

Theorem 4.13 Let $q$ be an odd prime power, $\epsilon$ a non square in $F_{q}$. Let $g(x) \in \mathrm{F}_{q}[x]$ be irreducible of even degree $d$, and $\mathbf{F}_{q^{d}}$ is represented as $\mathrm{F}_{q}[x] / g(x) \mathrm{F}_{q}[x]$. Let $\underline{\mathbf{i}} \in \mathrm{F}_{q^{d}}$ be s.t. $\underline{\mathbf{i}}^{2}=\epsilon$, and

$$
\left(\begin{array}{cc}
1 & \gamma_{k}-\delta_{k} \underline{\underline{1}}  \tag{16}\\
\left(\gamma_{k}+\delta_{k} \underline{\mathbf{i}}\right)(x-1) & 1
\end{array}\right) \quad k=1, \ldots, q+1
$$

$\gamma_{k}, \delta_{k} \in \mathbf{F}_{q}$ are all the $q+1$ solutions in $\mathbf{F}_{q}$ for $\delta_{k}^{2} \epsilon-\gamma_{k}^{2}=1$.
a. If $\left(\frac{x}{g(x)}\right)=1$.

Let $\Omega_{g}$ be the Cayley graph of $P S L_{2}\left(F_{q^{d}}\right)$ w.r.t. the generators (16).

1. $\Omega_{g}$ is a $q+1$ regular Ramanujan graph.
2. $\left|\Omega_{g}\right|=\frac{q^{3 d}-q^{d}}{2}$, and $\Omega_{g}$ is not bipartite.
3. $\operatorname{Girth}\left(\Omega_{g}\right)>2 / 3 \log _{q}\left|\Omega_{g}\right|+1$.
4. Diameter $\left(\Omega_{g}\right) \leq 2 \log _{q}\left|\Omega_{g}\right|+2$.
5. The chromatic number $\chi$ of $\Omega_{g}$ satisfies $\chi\left(\Omega_{g}\right) \geq \frac{q+1}{2 \sqrt{q}}+1$.
6. The independence number $\iota$ of $\Omega_{g}$ satisfies $\iota\left(\Omega_{g}\right) \leq \frac{2 \sqrt{9}}{q+1}\left|\Omega_{g}\right|$.
b. If $\left(\frac{x}{g(x)}\right)=-1$.

Let $\Gamma_{g}$ be the Cayley graph of $P G L_{2}\left(F_{q^{d}}\right)$ w.r.t. the generators (16).

1. $\Omega_{g}$ is a $q+1$ regular Ramanujan graph.
2. $\left|\Omega_{g}\right|=q^{3 d}-q^{d}$, and $\Omega_{g}$ is bipartite.
3. $\operatorname{Girth}\left(\Omega_{g}\right)>4 / 3 \log _{q}\left|\Omega_{g}\right|$.
4. Diameter $\left(\Omega_{g}\right) \leq 2 \log _{q}\left|\Omega_{g}\right|+2$.

Proof: a. $\quad\left(\frac{\operatorname{det}\left(\mu\left(\xi_{k}\right)\right)}{g(x)}\right)=1$, so $\mu\left(\xi_{k}\right) \in P S L_{2}\left(F_{q^{d}}\right)$. By lemma 4.12 $\mu\left(\Gamma_{g}\right)=\Omega_{g}$, and by theorems 4.10 and 4.11 it is a $q+1$ regular Ramanujan graph.
$\Omega_{g}=P S L_{2}\left(\mathcal{F}_{q^{d}}\right)$ and $\left|P S L_{2}\left(F_{q^{d}}\right)\right|=\frac{q^{3 d}-q^{d}}{2}$. Assume $\Omega_{g}$ is bipartite i.e. $P S L_{2}\left(\mathrm{~F}_{q^{d}}\right)=I \cup O$, and the identity $e$ is in $I$, then

$$
I=<\mu\left(\xi_{i}\right) \mu\left(\xi_{j}\right) \mid 1 \leq i, j \leq q+1>
$$

is a subgroup of $P S L_{2}\left(\mathrm{~F}_{q^{d}}\right)$. For any $g \in I$ and any generator $\mu\left(\xi_{k}\right)$

$$
\mu\left(\xi_{k}\right) g \mu\left(\xi_{k}\right)^{-1}=\mu\left(\xi_{k}\right) g \mu\left(\xi_{\left(k+\frac{q+1}{2}\right) \bmod (q+1)}\right) \in I .
$$

So $I$ is a normal subgroup of $P S L_{2}\left(F_{q^{d}}\right)$, which is impossible since $P S L_{2}\left(F_{q^{d}}\right)$ is simple.

In order to bound the girth, it is enough to consider only cycles that begin and end at $e$. Such a cycle of length $t$ is created by an element $\xi=a+b \mathbf{i}+c \mathbf{j}+d \mathrm{ij}=\xi_{i_{1}} \cdots \xi_{i_{\mathrm{t}}} \in \Lambda(g)$. Clearly

$$
N(\xi)=a^{2}-b^{2} \epsilon+(x-1)\left(d^{2} \epsilon-c^{2}\right)=x^{t} .
$$

Since $\mu^{2}-\eta^{2} \epsilon=0$ for $\mu, \eta \in \mathbf{F}_{q}$ iff $\mu=\eta=0, t$ is odd iff $t=\operatorname{deg}\left(d^{2} \epsilon-c^{2}\right)+$ $1=\operatorname{deg}\left(c^{2}\right)+1=\operatorname{deg}\left(d^{2}\right)+1$. But $g$ divides $c$ and $d$, so $t \geq 2 \operatorname{deg}(g)+1>$ $2 / 3 \log _{q}\left|\Omega_{g}\right|+1$. If $t=2 r$ is even, $N(\xi) \equiv a^{2} \equiv x^{2 r} \bmod g^{2}$ and $g^{2}$ divides $\left(a-x^{r}\right)\left(a+x^{r}\right)$. But $(a, g)=1$, and hence $g^{2}$ divides $\left(a-x^{r}\right)$ or $g^{2}$ divides $\left(a+x^{r}\right)$. Hence, $r \geq 2 \operatorname{deg}(g)$ (since $r \geq \operatorname{deg}(a)$ ), and $t \geq 4 \operatorname{deg}(g)>$ $4 / 3 \log _{q}\left|\Omega_{g}\right|$.

The proof for the diameter is similar to that in [LPS], using theorem 4.11 to bound the eigenvalues. A weaker version can be found in [AM].

For the chromatic number see [ Ho ], and for the independence number a proof due to Alon can be found in [LPS].
b. For any $s$ generators $\mu\left(\xi_{i_{1}}\right), \ldots, \mu\left(\xi_{i_{s}}\right)$,

$$
\left(\frac{\operatorname{det}\left(\mu\left(\xi_{i_{1}} \cdots \xi_{i_{a}}\right)\right)}{g(x)}\right)=\left\{\begin{array}{cc}
1 & s \text { is even } \\
-1 & s \text { is odd }
\end{array} .\right.
$$

So $\mu\left(\xi_{i_{1}}\right) \cdots \mu\left(\xi_{i_{g}}\right) \in P S L_{2}\left(F_{q^{d}}\right)$ iff $s$ is even, and $\Omega_{g}$ is bipartite. Since $\mu(\Lambda(x-1)) \supseteq P S L_{2}\left(F_{q^{d}}\right)$ and $\left|P G L_{2}\left(F_{q^{d}}\right): P S L_{2}\left(F_{q^{d}}\right)\right|=2, \quad \mu(\Lambda(x-1))=$ $P G L_{2}\left(\mathrm{~F}_{q^{d}}\right)$ and $\left|P G L_{2}\left(\mathrm{~F}_{q^{d}}\right)\right|=q^{3 d}-q^{d}$.

The bound for the girth is obtained as in part a, using the fact that now $t$ must be even since $N(\xi) \equiv a^{2} \equiv x^{t} \bmod g$, and hence $\left(\frac{x^{t}}{g(x)}\right)=1$. The bound for the diameter is again obtained as in part a.

Corollary 4.14 When degree $(g(x)) \rightarrow \infty$ we get an infinite linear family of $q+1$ regular Ramanujan graphs.

## 5 Explicit Construction for Even $q$ 's

Since much is similar to the case of odd $q$ 's, we will give proof only when the difference is fundamental. i.e. when the proof does not appear, it means that it is similar to that of the analogue claim in section 4 (which is denoted by the same number).

Let $q$ be an even prime power, and $f(x)=x^{2}+x+\epsilon$ irreducible over $\mathbf{F}_{q}$. (It is easy to find such $f(x)$, since $\alpha$ is a root of any irreducible $z^{2}+a z+b$ iff $\alpha / a$ is a root of $z^{2}+z+b / a^{2}$ ). Let us choose the quaternion algebra:

$$
\mathcal{A}=k 1+k \mathbf{i}+k \mathbf{j}+k \mathbf{i} \mathbf{j} \quad \mathbf{i}^{2}=\mathbf{i}+\epsilon, \quad \mathbf{j}^{2}=x, \quad \mathbf{i}=\mathbf{j} \mathbf{i}+\mathbf{j} .
$$

Here $\overline{\mathbf{i}}=\mathbf{i}+1, \quad \overline{\mathbf{j}}=\mathbf{j}, \quad \overline{\mathrm{i}}=\mathbf{i j} \quad$ so for $\xi=a+b \mathbf{i}+c \mathbf{j}+d \mathbf{i}, \bar{\xi}=\xi+b$, $\operatorname{tr}(\xi)=b$, and.

$$
\begin{equation*}
N(\xi)=a^{2}+b^{2} \epsilon+b a+\left(c^{2}+d^{2} \epsilon+c d\right) x . \tag{17}
\end{equation*}
$$

By lemma $5.2 N(\xi)=0$ iff $\xi=0$, so $\mathcal{A}$ is a quaternion algebra. Computing the discriminant of $\mathcal{A}$ we see that the only finite place in which $\mathcal{A}$ is ramified is $x$, so $1 / x$ is also ramified.

Lemma 5.1 The class number of $\mathcal{A}$ is 1 .
Proof: Immediate from [To, Th. 9].

$$
\mathcal{S}=\mathbf{F}_{q}[x] 1+\mathbf{F}_{q}[x] \mathbf{i}+\mathbf{F}_{q}[x] \mathbf{j}+\mathbf{F}_{q}[x] \mathbf{i}
$$

is an integral set in $\mathcal{A}([\mathrm{To}, \mathrm{Th} .6])$. Let $N_{z}=\{\xi \in \mathcal{S} \mid N(\xi)=z\}$.

## Lemma 5.2

a. $\left|N_{1}\right|=q+1$.
b. $\left|N_{x+1}\right|=(q+1)^{2}$.
c. In every coset of $N_{1} \backslash N_{x+1}$ we can choose a unique representative of the form

$$
\begin{equation*}
\xi=1+\gamma \mathbf{j}+\delta \mathbf{i j} \quad . \quad \gamma, \delta \in \mathrm{F}_{q}, \quad \gamma^{2}+\gamma \delta+\delta^{2} \epsilon=1 \tag{18}
\end{equation*}
$$

which has exactly $q+1$ solutions in $\mathbf{F}_{q}$.
Proof: For $\alpha, \beta \in \mathrm{F}_{q}, \alpha^{2}+\alpha \beta+\beta^{2} \epsilon=0$ iff $\alpha=\beta=0$ (since if not, $f(\alpha / \beta)=0$ ). Using this as in the proof of lemma 4.2 , we see that

$$
\xi=a+b \mathbf{i}+c \mathbf{j}+d \mathbf{i} \mathbf{j} \in N_{0} \cup N_{1} \cup N_{x+1} \quad \Rightarrow \quad a, b, c, d \in \mathbf{F}_{q} .
$$

Everything results now from (17), since there are exactly $q+1$ solutions ( $\alpha, \beta$ ) in $F_{q}$ for $\alpha^{2}+\alpha \beta+\beta^{2} \epsilon=1$. This is true since for $(1,0) \neq(\alpha, \beta) \in F_{q} \times F_{q}$

$$
\alpha^{2}+\alpha \beta+\beta^{2} \epsilon=1 \quad \text { iff } \quad f(\alpha / \beta)=(\alpha / \beta)^{2}+(\alpha / \beta)+\epsilon=1 / \beta^{2} .
$$

But any $s \in \mathbf{F}_{q}$ gives a solution $(\alpha, \beta)=\left(\frac{s}{\sqrt{f(s)}}, \frac{1}{\sqrt{f(s)}}\right)$ for $f(\alpha / \beta)=1 / \beta^{2}$ (since $f(s) \neq 0$ ). This of course leads to $q$ different solutions, and $(1,0)$ is one more.

Definition $5.3 \xi_{1}, \ldots, \xi_{q+1}$ of (18) are called the basic norm $x+1$. Again we assume that $\overline{\xi_{i}}=\xi_{i+\frac{q+1}{2}}$.

Lemma 5.4 A quaternion $t \in \mathcal{S}$ with $N(t)=(x+1)^{n}$ for some integer $n$, has the unique factorization

$$
\begin{equation*}
t=(x+1)^{r} u \theta_{1} \cdots \theta_{m} \tag{19}
\end{equation*}
$$

where $2 r+m=n, \quad N(u)=1, \quad \theta_{i}$ are basic norm $x+1$, and $x+1$ does not divide $\theta_{1} \cdots \theta_{m}$.

Theorem 5.5 A quaternion $t=a+b \mathbf{i}+c \mathbf{j}+d \mathbf{i j} \in \mathcal{S}$ with $N(t)=(x+1)^{n}$ for some integer $n$ is a multiple of basic norm $x+1$ iff

$$
\begin{equation*}
a-1, b \equiv 0 \bmod x \tag{20}
\end{equation*}
$$

## Definition 5.6

$$
\Lambda(x)=\left\{\begin{array}{l|l}
t=a+b \mathbf{i}+c \mathbf{j}+d \mathrm{ij} \in \mathcal{S} & \begin{array}{l}
a-1, b \equiv 0 \bmod x \\
N(t) \text { is a power of } x+1 \\
x+1 \text { doesn't divide } t
\end{array}
\end{array}\right\}
$$

Corollary 5.7 $\Lambda(x)$ is a free group, and $\xi_{1}, \ldots, \xi_{\frac{9+1}{2}}$ of definition 5.3 are free generators.
$\mathcal{A}$ splits at $x+1$, so we have

$$
\theta: \mathcal{A}_{x+1} \cong M_{2}\left(k_{x+1}\right)
$$

and $\theta: \Lambda(x) \hookrightarrow P G L_{2}\left(k_{x+1}\right)=G_{x+1}^{\prime} . \Lambda(x)$ or more precisely $\theta(\Lambda(x))$ acts on the tree $T_{x+1}=G_{x+1}^{\prime} / G_{O_{x+1}}^{\prime}$.

Lemma 5.8 The action of $\Lambda(x)$ on $T_{x+1}$ is simply transitive. So $T_{x+1}$ can be identified with the Cayley graph of $\Lambda(x)$ w.r.t. the basic norm $x+1$ as generators.

Let $g(x) \in \mathrm{F}_{q}[x]$ be any polynomial which is prime to $x(x+1)$, and $d=\operatorname{degree}(g(x))$.
Definition 5.9

$$
\begin{gathered}
\Lambda(g)=\{\xi=a+b \mathbf{i}+c \mathbf{j}+d \mathbf{i} \mathbf{j} \in \Lambda(x) \mid b, c, d \equiv 0 \bmod g(x),(a, g)=1\} . \\
\Gamma_{g}=\Lambda(g) \backslash T_{x+1} \quad\left(=\Lambda(g) \backslash G_{x+1}^{\prime} / G_{O_{x+1}}^{\prime}=\Lambda(g) \backslash \Lambda(x)\right) .
\end{gathered}
$$

Theorem $5.10 \Gamma_{g}$ is a finite $q+1$ regular graph. Moreover, $\Gamma_{g}$ is the Cayley graph of the group $\Lambda(g) \backslash \Lambda(x)$ w.r.t. the $q+1$ basic norm $x+1$ as generators.
Theorem 5.11 Let $\mu$ be any eigenvalue of the adjacency matrix of $\Gamma_{g}$, if $\mu \neq \pm(q+1)$ then $|\mu| \leq 2 \sqrt{q}$. In particular, $\Gamma_{g}$ is a Ramanujan graph.

For the sake of simplicity, assume that $g(x)$ is irreducible of even degree. Therefore there is an $\underline{\mathbf{i}} \in \mathrm{F}_{q^{d}} \cong \mathrm{~F}_{q}[x] / g(x) \mathrm{F}_{q}[x]$ s.t. $f(\underline{\mathrm{i}})=\underline{\mathrm{i}}^{2}+\underline{\mathrm{i}}+\epsilon=0$ and define $\mu: \Lambda(x) \rightarrow P G L_{2}\left(\mathrm{~F}_{q^{d}}\right)=P S L_{2}\left(\mathrm{~F}_{q^{d}}\right)$ by

$$
\mu(a+b \mathbf{i}+c \mathbf{j}+d \mathrm{i})=\left(\begin{array}{cc}
a+b \underline{\mathbf{i}} & c+d \underline{\mathbf{i}} \\
x(c+d \underline{\mathbf{i}}+d) & a+b \underline{\mathbf{i}}+b
\end{array}\right) .
$$

Clearly $N(\xi)=\operatorname{det}(\mu(\xi))$. The kernel of $\mu$ is $\Lambda(g)$, so $\Gamma_{g}$ is the Cayley graph of $\mu(\Lambda(x))$ with respect to the $q+1$ generators:

$$
\mu\left(\xi_{k}\right)=\left(\begin{array}{cc}
1 & \gamma_{k}+\delta_{k} \underline{\underline{\mathbf{j}}}  \tag{21}\\
\left(\gamma_{k}+\delta_{k} \underline{\underline{\mathbf{}}}+\delta_{k}\right) x & 1
\end{array}\right) \quad k=1, \ldots, q+1
$$

$\gamma_{k}, \delta_{k} \in \mathbf{F}_{q}$ are all the $q+1$ solutions in $\mathbf{F}_{q}$ for $\gamma_{k}^{2}+\gamma_{k} \delta_{k}+\delta_{k}^{2} \epsilon=1$.
Lemma $5.12 \mu(\Lambda(x))=P S L_{2}\left(F_{q^{d}}\right)=P G L_{2}\left(F_{q^{d}}\right)$.
Theorem 5.13 Let $q$ be a power of $2, f(x)=x^{2}+x+\epsilon$ irreducible in $\mathrm{F}_{q}[x]$. Let $g(x) \in \mathbf{F}_{q}[x]$ be irreducible of even degree $d$, and $\mathbf{F}_{q^{d}}$ is represented as $\mathrm{F}_{q}[x] / g(x) \mathrm{F}_{q}[x]$. Let $\underline{\mathbf{i}} \in \mathrm{F}_{q^{d}}$ be a root of $f(x)$, and

$$
\left(\begin{array}{cc}
\stackrel{1}{1} & \gamma_{k}+\delta_{k} \underline{\underline{i}}  \tag{22}\\
\left(\gamma_{k}+\delta_{k} \underline{\underline{i}}+\delta_{k}\right) x & 1
\end{array}\right) \quad k=1, \ldots, q+1
$$

$\gamma_{k}, \delta_{k} \in \mathbf{F}_{q}$ are all the $q+1$ solutions in $\mathbf{F}_{q}$ for $\gamma_{k}^{2}+\gamma_{k} \delta_{k}+\delta_{k}^{2} \epsilon=1$.
Let $\Gamma_{g}$ be the Cayley graph of $P S L_{2}\left(F_{q^{d}}\right)$ w.r.t. the generators (22). Then:

1. $\Gamma_{g}$ is a $q+1$ regular Ramanujan graph.
2. $\left|\Gamma_{g}\right|=q^{3 d}-q^{d}$, and $\Gamma_{g}$ is not bipartite.
3. $\operatorname{Girth}\left(\Gamma_{g}\right) \geq 2 / 3 \log _{q}\left|\Gamma_{g}\right|$.
4. $\operatorname{Diameter}\left(\Gamma_{g}\right) \leq 2 \log _{q}\left|\Gamma_{g}\right|+2$.
5. The chromatic number $\chi$ of $\Gamma_{g}$ satisfies $\chi\left(\Gamma_{g}\right) \geq \frac{q+1}{2 \sqrt{q}}+1$.
6. The independence number $\iota$ of $\Gamma_{g}$ satisfies $\iota\left(\Gamma_{g}\right) \leq \frac{2 \sqrt{9}}{q+1}\left|\Gamma_{g}\right|$.

Corollary 5.14 When degree $(g(x)) \rightarrow \infty$ we get an infinite linear family of $q+1$ regular Ramanujan graphs.
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