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Abstract 

In this paper we extend a class of recently introduced projected implicit 
Runge-Kutta methods and define a new class of projected piecewise polynomial 
collocation methods for the solution of higher-order, higher-index Hessenberg 
systems of initial and boundary value differential-algebraic equations (DAEs ). 
These types of systems arise in a variety of applications, including multibody 
systems. The higher-order ODE part of the DAE is collocated directly by a 
piecewise polynomial. A projection modification helps restore all the properties 
of stability and superconvergence which a corresponding collocation method for 
an ODE possesses. 

Higher-order collocation at Radau points is recommended for initial value 
problems. The projection methods appear to be particularly promising for 
the solution of DAE boundary value problems, where the need to maintain 
stability in the differential part of the system often necessitates the use of 
methods based on symmetric discretizations, like collocation at Gauss points. 
Previously defined symmetric methods have severe limitations when applied to 
these problems, including instability, oscillation and loss of accuracy; the new 
methods overcome these difficulties. 

•The work of this author was partially supported under NSERC Canada Grant OGP0004306. 
tThe work of this author was partially supported by the Applied Mathematical Sciences subpro

gram of the Office of Energy Research, U.S. Department of Energy, by Lawrence Livermore N ationa.l 
Laboratory under contract W-7405-Eng-48. 
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In addition, we propose methods of projected invariants to handle particu
larly tou_gh higher-index problems. 

1 Introduction 

Most general-purpose codes for solving ODEs, both for initial value problems (IVPs) 
and for boundary value problems (BVPs), require the ODE to be in the form of a 
first-order system. The methods proposed in the literature on directly approximating 
a higher-order ODE.are almost always too specialized to be used in a general solver. 
An exception is piecewise polynomial collocation [8], [1], [4], which can be applied 
directly even to mixed order systems [3]. In these methods the approximation sought 
for an ODE of order m collocating at k collocation points in each element of an 
arbitrary mesh is a piecewise polynomial of order k+m in cm-1 • When the collocation 
points are chosen as zeros of certain orthogonal polynomials, e.g. Gauss or Radau 
points, methods with desirable properties of stability and superconvergence result. 
For first-order systems these collocation methods are equivalent to certain implicit 
Runge-Kutta methods, so for higher-order systems they give an extended family of 
finite difference methods. For a given higher-order ODE with m > 1, such a direct 
collocation method is cheaper than a similar method applied to the converted first
order system, and yields similar accuracy at least in the nonstiff case [1]. 

But for very stiff ODEs, some such collocation methods (including those based on 
Gauss points) suffer an order reduction (i.e. no superconvergence occurs). Moreover, 
for symmetric difference schemes certain stability difficulties may occasionally arise 
(see, e.g., [4]). This phenomenon certainly occurs also for systems of differential
algebraic equations (DAEs), which can be viewed as a limit of corresponding very 
stiff ODEs (cf. [14], [11], [15]). 

Yet, a DAE in semi-explicit form has a more special structure than its regulariza
tion as a stiff ODE, because the approximation to the algebraic solution components 
can be sought in a space of lower continuity [14], [2]. In the collocation context, 
treating the algebraic part of the system as an ODE of order m = 0 works very well 
for semi-explicit index-1 DAEs. 

For higher-index DAEs, however, approximating the algebraic solution compo
nents in a lower continuity space alone is not sufficient to recover the stability and 
superconvergence properties of collocation for nonstiff ODEs. In [5] we have proposed 
a projection method for first-order DAEs of index 2 in Hessenberg form which does 
achieve the desired numerical behaviour. The idea is to update the differential solu
tion components in such a way that the algebraic constraints are satisfied at mesh 
points. 

In this paper we extend the method and results of [5] for semi-explicit DAEs com
posed of a higher-order system of ODEs depending on additional unknown functions 
(the algebraic solution components) and satisfying additional constraints which do 
not include the algebraic unknowns. Such systems arise in many applications, includ-
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ing the equations of constrained dynamics (see, e.g., (18]). The methods reported 
here are ripe for implementation in a rather general-purpose context, and work is 
underway to extend the package COLSYS [3) based on our results. 

In Section 2 we consider the case where an ODE system of order m (m 2::: 1) is 
coupled with algebraic constraints such that the DAE has index 2. The essential 
difference between the approximation method here and the one reported in [5] is in 
the smoother, higher-order piecewise-polynomial space in which the approximation 
for the ODE solution lies. We define an essential underlying ODE for this problem 
and project the ( m - 1 )st derivative of the collocation solution at mesh points to 
retrieve nonsti:ff stability and superconvergence order. 

· We also propose a method of projected invariants [13), [6], for a higher-order ODE 
with an invariant. This may at times be useful for redefining a DAE which is more 
amenable to numerical discretization than the given one. 

In Section 3 we then consider a class of higher-order DAEs of the higher-index 
m+ 1. We discuss methods for reducing the problem to one of those covered in Section 
2 and the idea of an additional projection designed to obey the original constraints. 
We also propose another, direct method of projected invariants, which corresponds 
to that of [6] but applies to the higher-order ODE formulation. 

The proposed methods are demonstrated numerically in Section 4. 

2 Higher-order, index-2 DAEs 

In this section we consider the DAE of order m 

where z; = xU>(t) := d;J!Jt) and 

x<m) - f(z(x),y,t) 

0 - g(z(x), t) 

( ) ( ' (m-l))T Z X = X,X, ... ,X , 

(2.la) 

(2.lb) 

(2.2) 

assuming that gzmfY is nonsingular for all t, 0 ~ t ~ 1. Converting (2.la) into first 
order form in z it is clear that (2.1) has index 2. 

Standard arguments using Newton's method and the Newton-Kantorovich Theo
rem (cf. [4]) apply here a.sin [5], so below we concentrate on the linear (or linearized) 
case 

m 

x(m) - f(z(x), y, t) = I: A;z; +By+ q 
j=l 

m 

0 - g(z(x), t) = }: C;z; + r 
j=l 
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where A;, B _and C; are smooth functions oft, 0 ~ t ~ 1, A;(t) E n.nsxns, B(t) E 
nn.xn11, Cj(t) E nn11Xn:,;, ntl ~ nx and CmB is nonsingular for each t. All matrices 
involved are assumed to be uniformly bounded in norm by a· constant of moderate 
size. The inhomogeneities are q(t) E n.ns and r(t) E n.n11 • 

2.1 Essential underlying ODE 
We derive a stability result for this system. As in [5], there exists a smooth, 

bounded matrix function R(t) E 7?..(n.,-n11 )xn., whose linearly independent rows form 
a basis for the nullspace of BT (R can be taken to be orthonormal). Thus, for each 
t, 0 ~ t ~ 1, 

RB=O. (2.4) 

We assume that there exists a constant K 1 of moderate size such that 

(2.5) 

uniformly int, and obtain (Lemma 2.1 in [5]) that there is a constant K 2 of moderate 
size such that 

(2.6) 

The constant K2 depends, in addition to K1 , also on IIBII, IICmll and IIRII, Let Ka 
be a moderate bound on R and its derivatives: 

Define new variables 

Vj - Zj, 

Vm - Rzm 

j = 0, 1. 

j = 1, ... ,m-1 

V - (v1, V2, ... , Vmf 

(2.7) 

(2.8a) 

(2.8b) 

(2.8c) 

(note that v(t) E n.mn.,-n11 ). Then, using (2.3b), the inverse transformation is given 
by 

(2.9) 

(2.10) 

By our assumptions and (2.6) this mapping is well-conditioned. Both S and F 
are smooth and bounded. Differentiating (2.8b) yields the essential underlying ODE 
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(EUODE) 
,. 

V· 
J 

j=l, ... ,m-2 
m-1 

v:n_1 - Svm - F(:E CjVj + r) 
1 

m-1 m-1 

(2.lla) 

(2.llb) 

v:n - RI: AjVj + (RAm + R')(Svm - F( I: CjVj + r)) + Rq (2.llc) 
1 1 

For a unique solution of (2.3) one needs to impose mn:r - n 11 independent boundary 
conditions 

B0z(O) + B1z(l) = (3. (2.12) 

These can obviously be written in terms of v, 

(2.13) 

with Bo and B1 square matrices. 

Theorem 2.1 Let the DAE (2.8) have smooth, bounded coefficients, and assume that 
(2.5) holds and that the boundary value ODE (2.11), (2.19} is well-conditioned. Then 
there is a constant /( of moderate size such that 

llzll < K(llqll + llrll + lf31) 
IIYII < K(llqll + llrll + llr'II + lf31) 

Proof: 

(2.14a) 
(2.14b) 

The proof is a straightforward modification of the one for Theorem 2.1 in (5). 
□ 

2.2 Higher-order collocation 
To define our collocation method, consider a mesh 

h· - t· -t· 1 ' - ' ,- ' 

and a set of k points, k ~ m, 

h := max h· 
1$i$N 

1 

0 < Pl < P2 < · · • < Pk ~ 1. 

These points satisfy the orthogonality condition 

r k Jo ¢(s)II1==1 (s - p,)ds = 0, 
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for some p ~ k. In particular, p = 2k for Gauss points (zeros of Legendre polynomial; 
this gives a symmetric scheme with Pk < l), and p = 2k -1 for Radau points (which 
satisfy Pk = i). 

In the unprojected collocation method, we seek an approximate solution Xn- E 
1'1c+m,,,, n cm-1 [0, 1], 1 y,,, E 1'k,-,, which satisfies the boundary conditions ((2.12) or a 
nonlinear version thereof) and for each i, ·1 ~ i ~ N, 

x!rm>(t;) - f(z(x,,,(t;)),y,,,(t;), t;) 
0 - g(z(x.n-(t;)), t;) 

j = l, ... ,k. 

(2.18a) 
(2.18b) 

(2.18c) 

It can be easily verified that this gives the same number of algebraic equations as 
there are free parameters in the representation. We can represent the approximate 
solution on the ith element [ti-t, ti] as 

m (t - t · )i-1 k t- t · 
( ) """' •-1 i-1 hm """'.,. ( ,- 1) 

:;ic,,, t = f:i (j - 1)! z; + i f:i ~i hi w; (2.19) 

with 1/J;(s) E 1'k+m[0, 1) satisfying (for 1 ~ j ~ k) 

efJ)'\o) = o, 1 = o, ... , m - 1, (2.20) 

Then z}-1 = xi.3-1>(ti_1) (these are known for an IVP and are part of the global 
unknown system for a BVP), and w; = x~m>(t;) are the local unknowns. In addition, 
y,,,(t) is defined locally as the polynomial interpolant of its k collocation values 

(2.21) 

For n 11 = 0, the obtained approximate solution is well-known to be stable and 
attain a superconvergence order O(h1') at mesh points, for an arbitrary mesh ([8), 
[2]). But for n 11 > 0, i.e. for a DAE, we must now define a projected collocation 
method in order to retrieve similar properties. We do this by modifying for the ith 

element 
(2.22) 

with >i = Ai determined so as to satisfy the constraint (2.lb) at the mesh point ti, 
We also require that the constraint (2.lb) be satisfied at t0 , so if the points Pk are 
symmetric about 1/2 then the projected collocation method is symmetric as well ( cf. 
[5]). 

For a nonlinear problem we consider the projection in the context of a quasilin
earization method, with B = fy, 

1 We say that v is in 'P1 if v(t) is a polynomial of order I ( degree < 1) on an appropriate interval, 
and that vis in 'P1,1r if v(t) is a piecewise polynomial which is in 'P1 on each subinterval (element) of 
the mesh 11'. 
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The unknowns Ai are obviously well-defined (by (2.5)) and can be eliminated 
locally (in terms of known quantities in case of an IVP or in terms of the mesh 
unknowns {z~} in case of a BVP). Note that if Pk < l then the projected solution 
is not in c<m-l) any more; rather, it is in c(m-2). If Pk· = l' then the requirement 
that (2.1 b) be satisfied at mesh points is already included in the collocation equations 
(2.18b), so the projected and the unprojected methods coincide. 

Theorem 2.2 Given a well-conditioned, semi-explicit, linear index two system (2.3), 
{2.12) with smooth coefficients to be solved numerically by the k-stage Projected Col
location method described above, then for h > 0 sufficiently small 

1. The local error in x(l) is O(h~(P+l,k+2>), l = 0, ... , m - 1. 

2. There exists a unique projected collocation solution. 

3. The projected collocation method is stable, with a moderate stability constant, 
provided that the B VP has a moderate stability constant K. 

4. The global error in, x(I) is O(hmin(p,k+l)), l = 0, ... ,m -1. 

5. The errors in the intermediate variables w; and Y; are O(hk). 

Proof: 
As in '[1], or in Section 5.6 of [4], note that the higher-order collocation method 

gives, upon elimination of the local unknowns w; in each element, a one-step difference 
scheme which approximates the corresponding first-order form of the ODE to order 
0( h;+i ). This scheme in fact differs from the same collocation scheme applied directly 
to the first-order form of the ODE only in higher-order terms. Furthermore, the 
EUODE (2.11) is the same as the EUODE for the first-order form of this index-2 
DAE, and the proposed projection is subsequently seen to correspond to the same 
one as in (5). Therefore, the proof of Theorem 3.1 of [5] applies here and yields the 
above stated results. 
□. 

Theorem 2.3 Let the coefficient functions and the inhomogeneities in (2.9} be in 
CP+m [O, 1]. Under the additional assumptions of Theorem 2.2, the p1·o;'ected colloca
tion method satisfies for O $ t $ 1 

viz. 

1~>(t) - x(l)(t)I - O(hmin(k+m-1,p)), 

IY1r(t) - y(t)I = O(hk). 

l = 0, ... ,m (2.23a) 

(2.23b) 

Moreover, nonstiff superconvergence order holds for the projected collocation method, 

1 $ 1 5 m, 0 5 i 5 N. (2.24) 
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Proof: 
The proof is sufficiently similar to that of Theorem 3.2 in [5] to allow us to review 

only the diff~rences betw~n them. We co~centrate on the superconvergence result 
(2.24) first. Using the transformation (2.8) with xi.-7-1) replacing z;, we obtain an 
approximation v'I!' to v. For this approximation we obtain superconvergence in the 
usual way (cf. [1], [5]), even though it is not a piecewise polynomial. The trans
formation back from v to ·z, which holds at mesh points due to the projection and 
(2;9), allows us then to conclude (2.24). (For unprojected collocation, it is only this 
back-transformation which does not hold in general; but this deficiency is sufficient 
to potentially generate much trouble, as demonstrated in Section 4.) Next, note that 
(2.23b) and (2.23a) for 1 = m - 1, m are obtained directly from Theorem 2.2. The 
higher-order global convergence results in (2.23a) are now obtained by integrating up 
from 1 = m - 1 for lower order derivatives and using (2.24). 
D 

As mentioned before, these results for the linear case can be 'lifted' to include the 
nonlinear case using standard arguments. We thus consider given nonlinear boundary 
conditions 

b(z(O), z(l)) = 0 (2.25) 

whose linear incarnation is given in (2.12), and obtain ( cf. [5]) 

Theorem 2.4 Let x(t), y(t) be an isolated solution of the DAE problem (2.1),(2.25) 
and assume that f and g have continuous second partial derivatives and that the 
smoothness assumptions of Theorem 2.3 hold for the linearized problem in the neigh
borhood of x(t), y(t). Then there are positive constants p and h0 such that for all 
meshes with h $ ho 

1. There is a unique solution ~(t), y'l!'(t) to the projected collocation equations in 
a tube S,(x,y) of radius p around x(t), y(t). 

2. This solution can be obtained by Newton's method, which converges quadratically 
provided that the initial guess for ~(t), y'l!'(t) is sufficiently close to x(t), y(t). 

9. The error estimates (2.23a}-{2.24} hold. 

2.8 Projected invariants I 
In [6] we have considered the method of projected invariants as a way to improve 

the behaviour of the problem to be discretized in case that Cm is "nicer" than B 
in (2.3), and an additional differentiation of the constraints can be afforded. Here 
we consider a different variant of the same approach because we wish to retain the 
ODE in higher-order form, in order to take advantage of this form in the collocation 
approximation. 
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Thus, differentiating (2.lb), we have 

m 

0 =gt+ ~gz,X(i) 
j=l 

(2.26) 

This can be substituted into (2.la) to eliminate y, obtaining an ODE of order m for 
x. For the linear(ized) case, (2.3a) plus the derivative of (2.3b) are equivalent to 

x<m) = trH A; - ( j ~ l ) po(m-;+l)]z; + H q - Fr(m) (2.27) 
J=l 

where F is defined in (2.10) with Om = C and H = I - FC = SR. For practical 
reasons, we actually prefer to keep the explicit form (2.lb), (2.26), but for a clearer 
exposition of the method we now consider (2.27). 

One could proceed to simply integrate this ODE, as is often done in robotics. But 
in some applications, neglecting the constraints after discretization produces poorly 
conditioned problems (e.g. (9]). Hence we consider t.he index-2 DAE 

x<m) = t[H A; - ( j ~ 1 ) Fo<m-i+I)]z; + H q - Fr(m) + CTµ (2.28) 
J=l · 

and (2.3b ). The technique is defined for nonlinear problems along the same lines, 
using quasilinearization. 

Now, in (2.28), (2.3b) we have a DAE to which the projected collocation method 
described a.hove is applied. The difference from the original index-2 problem is that 
Bin (2.3a.) has been replaced by CT (or another convenient smooth matrix function 
D(t) which has the dimensions of B = fy and must satisfy that gxD is nonsingular 
for each t). The resulting DAE is sometimes much more amenable to discretization 
by the same numerical method, as demonstrated in Section .4 ( cf. Section 3.5 of (6]). 

3 Higher-order, higher-index DAEs 

In this section we consider the DAE of order m 

x<m) - f(z(x), y, t) 

0 - g(x, t) 
(3.la) 

(3.lb) 

which is index m + 1 if gxfy is nonsingular for all t, 0 :5 t :5 1, as we shall assume. 
We will often concentrate on the linear problem 

m 

x<m) - f(z(x), y, t) = L A;z; +By+ q 
j=l 

0 - g(x,t) =Ox+ r 
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with dimensions and smoothness assumptions as in _Section 2 here and in Section 2 
of [6]. The D_AE (3.1) is supplied with m(nx - n11 ) boundary conditions 

b(z(O), z(l)) = O (3.3) 

which are assumed to be independent of the set 

l = 0, ... ,m-2 (3.4) 

so that it makes sense to consider an isolated solution of the index-2 BVP obtained 
by 

(3.5) 

together with (3.la),(3.3),(3.4). 

3.1 Reduction to index 2 
One simple way of dealing with the higher-index DAE is to apply m - 1 differen

tiations to the constraints, as in (3.5) above, and then proceed to apply a projected 
collocation method as in Section 2. The projected invariants method I of Section 2.3 
may obviously be applied here as well. It may be argued that the ability to differen
tiate the constraints (3.lb) m - 1 times, at least in principle, without having to deal 
with distribution functions, is part of the essential assumptions that one must make 
on the problem. 

An investigation of the stability of such a transformation to index 2 was taken up 
in [6] (see, in particular, Section 3.2 there). It is not difficult to see that by replacing 
(3.1),(3.3) by (3.la),(3.5),(3.3),(3.4) one introduces an algebraic instability, whereby 
errors may grow like a polynomial of degree m - 2. No such instability is introduced 
if one uses Baumgarte's stabilization [7], whereby (3.5) is replaced by 

m-1 d; 
L a;-d .g(x(t), t) = 0 
. 0 tJ ,= 

(3.6) 

with 
m-1 

u(T) = L a;T; (3.7) 
j=O 

having only negative roots. 
Thus, applying projected collocation to the problem (3.la),(3.6),(3.3),(3.4) or 

to its projected invariants reformulation yields a stable, superconvergent numerical 
method for the original problem (3.1). · 

3.2 Enforcing the original constraints 
While the method described in Section 3.1 above yields stability and supercon

vergence, the original constraints (3.lb) are only satisfied approximately (albeit to a 
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superconvergence order at mesh points). If the precise satisfaction of these constraints 
is desired then it can be achieved quite simply by projecting the mesh values of JC,r 

at mesh points (cf. [ 17]). 
Thus, just as we redefine z!n in (2.22) to satisfy the index:2 constraints at mesh 

points, we can redefine 
(3.8) 

with JC,r the projected collocation solution of Section 3.1 at the ith element, and with 
µ = µ, determined so as to satisfy the constraint (3.lb) at the mesh point ti, The 
matrix function D(t) has the dimensions of B = fy and must satisfy that gxD is 
nonsingular for each mesh point t,. A recommended choice is D :=CT= gi (cf. [6]). 

Theorem 3.1 The projected collocation procedure of Section 3.1 plus the additional 
projection (9.8} is well-defined and the obtained solution satisfies the results of The
orem 2.4. 

Pr~of: 
The implicit function theorem implies that µ is well-defined in (3.8), given the 

requirement on D. Moreover, since the exact solution satisfies both (3.1) and (3.6) 
and since the error is of superconvergence order before applying (3.8), the correction 
satisfies µi = O(h''), so the superconvergence order is maintain~d following (3.8). 
D 

This procedure can be generalized in an obvious way to updating z} so as to satisfy 
the (j - l)'t derivative of the constraints (3.lb), j = l, .. ::5 m. 

3.3 Projected invariants II 
Consider the ODE 

x<m) = f(z(x), t) (3.9) 

subject to (3.3), which happens to satisfy (3.lb) as well. An approximate solution 
of (3.9) following discretization, however, does not generally satisfy (3.lb) any more. 
We wish to obtain an approximate solution of this BVP subject to the constraint 
(3.lb). The ODE (3.9) has been obtained by (or is equivalent to) the elimination 
of y from (3.la) using the m th derivative of (3.lb) as in Section 2.3, or from some 
independent source. 

In all of the methods proposed hitherto for approximating (3.1), a combination 
of the der}vatives of the original constraint, rather than the constraint itself, is collo
cated. When gx varies rapidly in t this may dictate the choice of a smaller step size 
in order to maintain stability ( cf. [6]). To avoid small step sizes, we wish to develop 
a projected invariants method which projects directly onto the original constraint. 
This was done in [6] by writing (3.9) as a fust~order system in z and modifying 
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requiring (3.lb), whereµ is a Lagrange multiplier function and D(t) is as in Section 
2.3. 

Here, ho~ever, we wish to retain the higher-order form of the ODE. Note also 
that simply adding Dµ to (3.9) (requiring (3.lb)) will not work~ because the resulting 
DAE has index m + 1. 

Hence, we simulate the method of [13); [6] as follows: Let 

Z1 = x+ </>, (j-1) . 2 
Zj = X I J = , ... 1 m (3.10) 

Then the projected invariants scheme of [6) is obtained as 

x<m) - f(x + </>, x', ... , x<m-l), t) (3.lla) 

¢/ - D(t)µ (3.llb) 

0 - g(x + </>, t) (3.llc) 

with 
</>(O) = 0. (3.12) 

It is easy to verify that for an isolated solution of (3.9), (3.3), there corresponds 
an isolated solution of (3.11), (3.12),(3.3) with </> = O, µ = 0. 

In (3.11),(3.3),(3.12) we have an index-2 BVP involving no derivatives of the 
original constraints, with the matrix function D at our disposal, and to which our 
projected collocation methods may be successfully applied. When the above refor
mulation considerations are important, this is our method of choice. Note, though, 
that the DAE system has increased in size. 

We note that by replacing (3.lla) with (3.la) and the m th derivative of (3.lb), we 
obtain the system 

x<m) - f(x + </,, x', ... , x<m-l), y, t) (3.13a) 

</l - D(t)µ (3.13b) 

0 - g<m) (x + </>, x', ... , x<m-l), t) (3.13c) 

0 - g(x + </>, t) (3.13d) 

which has the same analytical and collocation solutions as (3.11) (in case that (3.9) 
has been obtained by m constraint differentiations from (3.1) of course), but may lead 
to a more efficient implementation. The equations (3.11) have the disadvantage that 
f may be expensive to compute because it requires the evaluation of certain projector 
matrices. In (3.13), although these matrices or equivalent linear algebra computations 
occur implicitly in the solution of the nonlinear discretized system, they need only be 
updated/ decomposed as often as convergence of the nonlinear iteration requires. 
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4 Implementation and numerical examples 

The above described numerical methods have been implemented using floating-point 
arithmetic with a 14-hexadecimal-digits mantissa. For each mesh element [ti-I, ti] 
we solve for (i.e. eliminate) the local unknowns w; and Y;, j = 1, ... , k, in terms 
of the mesh values zL1 , j = i, ... , m, and. apply some of the various projections, as 
the case may be. The local linear system has size kn:r x knx (because the Y; can be 
eliminated in advance), in contrast to a size of mkna; x mkn:,; which would be needed 
had the ODE been converted to a first-order form prior to collocation. For an IVP, 
the mesh values Zi are computed using a local Newton method. For a BVP we ·apply 
a quasilinearization method globally, obtaining a large linear system for all the Zi 

simultaneously, as usual for a one-step or a multiple-shooting method (see, e.g., (4)). 
This system is solved using a standard method. 
Example 1 [6) 

This example is a linear model of a 'mechanical system' 

p' - V 

M(t)v' - f(p, v, t) - cT(t),\ + q(t) 
0 - C(t)p + r(t) 

(4.la) 

(4.lb) 

(4.lc) 

where M(t) is symmetric positive definite. We choose 

f = (~ ~ ) v, 
(2+t)11 

C = (1, t-2), 
1 ( "2+(11-1)2 -v(2v - 1)) M(t) - ~-,.........,. 2-t 

- (2 + t)v2 -v(2v - 1) 2(2 - t)v2 1 

resulting in 
-tcT ( (4 - t

2)v ) 
B = M = (v - l)(t + 2) 

where v and o are parameters. The inhomogeneous terms q(t), r(t) and the initial 
conditions have been chosen so that the solutions for both components of p and v 
are et, and .A= et /(2 - t). 

This example yields difficulties in many methods when vh >> l (cf. (6)). It can 
be easily verified that in this case the EUODE is stiff when o = 1 and nonstiff when 
a = 2. We consider its solution in two different formulations. In the first formulation, 
that of Section 3.1, the constraint is differentiated once to yield the system of index 
2 

p" _ M-1r - B>. + q(t) 

0 - Cp' + C'p + r' 
( 4.2a) 

(4.2b) 

with p1(0) = p2(0) = Pi(O) = p;(o) = 1. A variation of this consists of (4.2) plus the 
original constraint (4.lc), which we solve by projecting the (projected) collocation 

13 



solution of ( 4.2) at the end of each step to satisfy ( 4.lc), as described in Section 3.2. 
We use CT for the latter projection matrix. 

In Tables .. 4.1 and 4.2 we present numerical results for various cases of projected 
and unprojected Gauss collocation (denoted Proj-v) and Radau collocation for (4.2), 
as well as results when applying an additional projection on the original constraint 
(denoted Proj-p); We write 'y' if the projection is used and 'n' if not. Only uniform 
meshes (with N subintervals) are used, and we record maximum error at mesh points 
in p1 and v1 and calculate the convergence rates as the mesh is refined in each case 
as well. Under 'drift' we also list the defect in the original constraint (4.lc). 

The claimed convergence results are clearly demonstrated in Table 4.1 for v = 
1; The loss of superconvergence in the unprojected Gauss collocation is restricted 
to p', as discussed already in [5]. But the unprojected Gauss collocation performs 
much worse (indeed, unacceptably poorly) . when v = 50 or larger (cf. Example 1 in 
[5]). Corresponding results are not recorded in Table 4.2 because the involved local 
matrix became numerically rank-deficient. The projected Gauss collocation results 
are comparable to or better than the corresponding results for Radau collocation with 
the same number of collocation points, as the theory asserts. When vh is large the 
projected methods do not always perform acceptably well, especially when a = 1 and 
when using Radau collocation. 

For this example, the additional projection on the original constraint does not 
appear to be particularly helpful. (We have recorded results only for cases with the 
largest drift, where the projection is expected to have its largest effect.) 

The second formulation of this example is in the projected invariants form (2.28), 
(3.5) described in Sections 2.3 and 3.1. Here (2.27) reads 

p" = (H A2 - 2FC')p' + H M-1q - Fr" (4.3) 

where 

H A2 - 2FC' = ( ~ (<~--;>;]~) 
2- t 

and (2.3b) is ( 4.2b ). For this reformulation it is apparent that the ODE ( 4.3) is stiff 
for a= 1 (and vh >> 1) and nonstiff when a= 2. Computed results are recorded in 
Table 4.3. They are all very good and agree with the theory. 

For this example -we do not expect the projected invariants method II of Section 
3.3 to have any advantage over method I of Section 2.3, because C' is constant and 
not problematic. This situation changes in the next example. 
D 

Example 2 
In (3.2), let m = 2, A1 = 0, A2 = al, BT = C = (sin vt, cos vt), with initial 

conditions specified and the inhomogeneities chosen so that the solution is the same 
as in Example 1. Also as before, a and v are parameters. 
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We first investigate the problem. Choosing R = ( cos vt, - sin vt) we have S = RT, 
F = B, and the EUODE is ,, 

Thus, if a~ 1 and v >> 1 then the problem is unstable (as an IVP). In the following 
we choose a = -v2 , which gives a stable, stiff EU ODE when v 2 is large. Note also 
that IIC'II = vllRII = vllCII = v. · 

For the results in Table 4.4 we have applied projected collocation at Gauss or 
Ra.da.u points as specified, using for some instances coarse meshes, as follows: i) 
directly to (3.2a) and (3.2b) once differentiated, ii) the projected invariants method 
I•( denoted Pil) of Section 2.3, iii) the projected invariants method I of Section 2.3 
coupled with the additional projection back onto the original constraints of Section 
3.2 ( denoted Pil +), and iv) the projected invariants method II ( denoted Pill) of 
Section 3.3. (So, the original constraints are enforced both in Pil+ and in Pill, the 
difference being that the derivatives of the constraint appear in Pill only through the 
ODE.) 

For v = l there is no stiffness and C varies slowly. All four methods yield es
sentially the same results (with the expected superconvergence rates). For v = 100 
and vh << l, the four methods also yield comparable results (not recorded). But 
when h = O.l, the direct projected collocation method does not do very well. The 
first projected invariants method I, which has made a big difference in the previous 
example, does not help here at all, because B = CT gives no trouble to begin with. 
The additional projection of x to enforce the original constraints gives somewhat er
a tic "improvements". On the other hand, the second projected invariants method Il, 
which projects directly onto the original constraints, does much better for a coarse 
h ( cf. Example 1 of [6]). This is the most robust reformulation and discretization 
method among those which we have considered. 
D 
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roJ-P rate v fl t 
11 

10 11 .34-4 3.0 .10-4 3.1 .38-5 
20 n .42-5 3.0 .12-5 3.0 .44-6 

Gauss 2 5 11 n .43-5 .81-3 .29-5 
10 n n .27-6 4.0 .20-3 2.0 .18-6 
20 11 11 .17-7 4.0 .50-4 2.0 ·.11-7 

Gauss 2 5 y n .43-5 .37-5 .29-5 
10 y n .27-6 4.0 .23-6 4.0 .18-6 
20 y 11 .17-7 4.0 .14-7 4.0 .11-7 

Radau 3 5 n .76-7 .68-7 .43-7 
10 11 .24-8 5.0 .22-8 5.0 .13-8 
20 n .75-10 5.0 .68-10 5.0 .42-10 

Gauss 3 5 11 11 .18-8 .33-5 .36-9 
10 11 n .29-10 6.0 .21-6 4.0 .56-11 
20 n n .45-12 6.0 .13-7 4.0 .86-13 

Gauss 3 5 y n .18-8 .18-8 .36-9 
10 y n .29-10 6.0 .28-10 6.0 .57-11 
20 y n .45-12 6.0 .44-12 6.0 .88-13 

(50,1) Radau 2 10 n .63-4 .17-2 .43-5 
20 n .12+1 -14 .41+2 -14 .99-2 
40 11 .12-5 20 .30-4 20 .15-6 
80 n .10-6 3.6 .24-5 3.7 .99-8 

Radau 2 10 y .63-4 .17-2 .44-15 
20 y .96+0 -14 .32+2 -14 .44-15 
40 y .11-5 20 .30-4 20 .89-15 
80 y .97-7 3.5 .24-5 3.7 .89-15 

Gauss 2 10 n n .48+6 .35+8 .18-6 
20 n 11 .25+20 -45 .53+22 -47 .82+4 
40 n n .94+13 21 .69+16 20 .31-1 
80 n n .16+12 5.9 .44+15 4.0 .73-3 

Gauss 2 10 y n .35-3 .18-1 .18-6 
20 y n .51-5 6.1 .26-3 6.1 .11-7 
40 y n .71-7 6.2 .23-5 6.8 .71-9 
80 y n .33-8 4.4 .99-75 4.5 .44-10 

Radau 3 10 11 .17-6 .46-5 .13-8 
20 n .20-6 -.3 .65-5 -.5 .42-10 
40 n .17-9 10 .59-8 10 .13-11 
80 n .38-11 5.5 .11-9 5.7 .41-13 

Gauss 3 10 n n .13+2 .31+4 .56-11 
20 n n .73+16 -49 .77+19 -51 .24+2 
40 n n .14+9 26 .10+13 23 .14-5 
80 n n .86+5 10.7 .65+10 7.3 .19-8 

Gauss 3 10 y n .89-7 .23-5 .56-11 
20 y n .35-7 1.3 .14-5 .7 .89-13 
40 y n .10-10 11.7 .38-9 11.8 .89-15 
80 n .12-12 6.5 .38-11 6.6 .13-14 

Table 4.1: Example 1, Projected collocation 
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roJ-p. error Pt rate p error Vt rate v 
n . 

20 n .24-3 .6 .23-3 3.0 .15-5 
40 n .72-4 1.7 .28-4 3.0 .31-6 
80 n .35-5 4.4 .35-5 3.0 .10-7 

Radau 2 10 y .38-3 .19-2 .44-15 
20 y .23-3 .7 .. 26-3 2.8 .44-15 
40 y .69-4 1.7 .22-4 3.6 .44-15 
80 y .34-5 4.3 .33-5 2.7 .89-15 

Gauss 2 10 y n .41-4 .11-4 .18-6 
20 y n .26-5 4.0 .69-6 4.0 .11-7 
40 y n .16-6 4.0 .43-7 4.0 .71-9 
80 y n .10-7 4.0 .27-85 4.0 .44-10 

Radau 3 10 n .37-6 .78-7 .13-8 
20 n .11-7 5.0 .24-8 5.0 .42-10 
40 n .36-9 5.0 .77-10 5.0 .13-11 
80 n .11-10 5.0 .20-11 5.2 .40-13 

Gauss 3 10 y n .18-8 .32-9 .56-11 
20 y n .28-10 6.0 .59-11 5.8 .89-13 
40 y n .36-12 6.3 .44-12 3.8 .49-14 
80 n .11-12 1.6 .30-12 .6 .18-14 

Table 4.2: Example 1, Projected collocation continued 
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rate v r t 
. . 4-

20 n .50-6 3.1 .35-5 2.6 .42-6 
40 n .61-7 3.0 .53-6 2.7 .53-7 
80 n .75-8 3.0 .74-7 2.8 .66-8 

Gauss 2 10 y n .37-6 .29-4 .18-6 
20 y n .25-7 3.9 .19-5 3.9 .11-7 
40 y n .16-8 4.0 .12-6 4.0 .71-9 
80 y n .98-10 4.0 .75-8 4.0 .44-10 

Radau 3 10 n .19-8 .14-6 .13-8 
20 n .85-10 4.5 .64-8 4.5 .42-10 
40 n .32-11 4.7 .24-9 4.8 .13-11 
80 n .11-12 4.8 .79-11 4.9 .38-13 

Gauss 3 10 y n .16-8 .78-7 .56-11 
20 y n .32-10 5.6 .16-8 5.6 .88-13 
40 y n .54-12 5.9 .27-10 5.9 .18-14 
80 y n .76-14 6.1 .44-12 6.0 .27-14 

(50,2) Radau 2 10 n .27-4 .18-5 .36-5 
20 n .34-5 3.0 .22-6 3.0 .43-6 
40 n .42-6 3.0 .27-7 3.0 .53-7 
80 n .52-7 3.0 .33-8 3.0 .66-8 

Gauss 2 10 y n .39-7 .29-6 .18-6 
20 y n .24-8 4.0 .18-7 4.0 .11-7 
40 y n .15-9 4.0 .11-8 4.0 .71-9 
80 y n .94-11 4.0 .71-10 4.0 .44-10 

Radau 3 10 n .27-9 .25-8 .13-8 
20 n .79-11 5.1 .78-10 5.0 .42-10 
40 n .24-12 5.0 .25-11 5.0 .13-11 
80 n .87-14 4.8 .78-13 5.0 .40-13 

Gauss 3 10 y n .49-10 .48-10 .56-11 
20 y n .77-12 6.0 .75-12 6.0 .88-13 
40 n .13-13 5.9 .12-13 5.9 .18-14 

Table 4.3: Example 1, Projected invariants I 

19 



V re ormu at1on 
uect . 

40 . 95-7 .11-6 
Pil Radau 2 10 .57-5 .78-5 

40 .95-7 .11-6 
Pil+ Radau 2 10 .10-4 .88-5 

40 .16-6 .13-6 
Pill Radau 2 10 .38-5 .20-4 

40 .64-7 .29-6 
direct Gauss 2 10 .48-6 .77-6 

40 .19-8 .29-8 
Pil Gauss 2 10 .48-6 .77-6 

40 .19-8 .29-8 
Pil+ Gauss 2 10 .43-6 .80-6 

40 .17-8 .31-8 
Pill Gauss 2 10 .66-7 .75-6 

40 .30-9 .29-8 
100 direct Radau 2 10 .26+4 .44+5 

40 .77-8 .46-6 
Pil Radau 2 10 .26+4 .44+5 

40 .77-8 .46-6 
Pil+ Radau 2 10 .88 .54+2 

40 .17-7 .14-5 
Pill Radau 2 10 .43-5 .67-4 

40 .42-7 ,16.;5 
direct Gauss 2 10 .10+1 .12+3 

40 .42-4 .25-2 
Pil Gauss 2 10 .10+1 .12+3 

40 .42-4 .25-2 
Pil+ Gauss 2 10 .15+2 .16+4 

40 .32-8 .13-5 
Pill Gauss 2 10 .10-4 .42-4 

40 .12-7 .46-6 

Table 4.4: Example 2, Projected oollocation and projected invariants methods 
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