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Abstract 
A measure of semantic relatedness based on distance between objects in the 

database schema has previously been used as a basis for solving a variety of 

natural language understanding problems including word sense disambiguation, 

resolution of semantic ambiguities, and attachment of post noun modifiers. The 

use of min/max values which are usually recorded as part of the process of de­

signing the database schema is proposed as a basis for solving the given problems 

as they arise in natural language database requests. The min/max values pro­

vide a new source of knowledge for resolving ambiguities and a semantics for 

understanding what knowledge has previously been used by distance measures 

in database schemas. 

Keywords and phrases natural language understanding, natural language 

interfaces, semantic ambiguity, word sense ambiguity, modifier attachment, 

database schema, conceptual schema. 
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1 Introduction 

The concern with facilitating communication with databases has been a considerable 

motivation for the development of natural language interfaces. It is generally agreed 

that most common database query languages such as SQL are inadequate for a number 

of reasons including the awkwardness of their syntax and the difficulty (for naive users) 

of learning their intricacies. Both of these problems would be alleviated if we could 

communicate with a database using our own natural language (NL). 

A great deal of research has been done to automatically generate interpretations 

for natural language requests that would be considered by humans to be possible in 

the given domain. Examples include case grammars (Filmore [5]), semantic grammars 

(Hendrix et al. [11]), and Woods' ATN grammar coupled with a taxonomic lattice 

[23]. Each uses some source of knowledge about the domain for determining likely 

interpretations. For natural language interfaces to databases, there has been a great 

deal of interest [10, 12, 22, 16] in utilizing the database system to provide that knowl­

edge. Previous approaches capture knowledge from the relational database (RDB) 

schema, but were unsatisfactory for the following reasons: 1.) RDB schemas contain 

referential ambiguities which seriously limit their usefulness as a knowledge represen­

tation strategy for NL understanding. 2.) Knowledge captured from the RDB schema 

is sensitive to arbitrary decisions made by the designer of the schema. In our work 

we provide a new solution by applying a conceptual model for database design to the 

design of a portable natural language interface (NLI). The conceptual model is the 
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SET model [7, 8]. A heuristic, called a semantic relatedness measure, is introduced 

which captures knowledge from the SET schema to solve specific linguistic problems 

all of which involve multiple interpretations of natural language requests. The pos­

sible interpretations for a request are ordered by the semantic relatedness measure 

from most likely to least likely, with some interpretations ruled out completely. 

The remainder of this paper is organized as follows: In Section 2 terminology 

and background concepts are introduced. Section 3 gives an overall design of our 

proposed system. In Section 4 our heuristic is presented, and in Section 5 it is applied 

to the problems of prepositional phrase attachment, word sense disambiguation, and 

semantic ambiguities. A summary of the results of the paper is presented in Section 

6. 

2 Terminology and Background 

2.1 Terminology 

Unfortunately, many terms have previously been used in both the areas of natural 

language and database, but with different meanings. For purposes of clarity we will 

keep terminology in the two areas separate, and where necessary to avoid confusion, 

introduce our own terms. 
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2.1.1 Domain 

In the area of relational database systems the term domain means a set of values 

associated with a column of a relation. All values in a column are constrained to be 

members of its domain. 

In the area of natural language understanding the term domain is taken to mean 

the subject that forms the content of the dialog between a person who formulates 

natural language requests and the system that understands and responds to those 

requests. The domain of a natural language interface comprises a collection of facts 

from which answers to database requests are drawn. 

To avoid confusion we use the term domain in the sense that it is used in the area 

of natural language understanding, and we use the term value set to mean domain in 

the relational database sense. 

2.1.2 Natural Language 

A sentence constituent that appears in a sentence's parse tree as a terminal node 

is called a primitive constituent. Primitive constituents are not necessarily single 

English words. For example, the adjective "Computer Science" is a multiple word 

primitive constituent in the noun phrase "the Computer Science department". 

An internal representation (IR) for a natural language request is a statement 

of the conditions under which the NL request is satisfied [1]. A possible IR for the 

request "Print employees who live in Vancouver" is illustrated in Figure L The IR 

does not specify whether the result should be counted, evaluated as true or false, or 
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printed. 

J Insert Figure 1 here I 

2.2 Important Linguistic Problems 

In this section three specific linguistic problems that must be handled by any reason­

ably robust NLI are presented. They are prepositional phrase attachment, semantic 

ambiguities, and word sense disambiguation. The thesis advanced in this paper holds 

that the SET schema is a superior source of knowledge over the relational schema for 

solving the given problems. 

2.2.1 Prepositional Phrase Attachment (PPA) 

There are a variety of situations in natural language where one sentence constituent 

modifies another. Consider the noun phrase "the book on the table with a red cover". 

There are two possible parses for the phrase as illustrated in Figure 2. In the figure 

nonterminal symbols NP, DET,PP, N, and PREP stand for noun phrase, determiner, 

prepositional phrase, noun, and preposition, respectively. In Pl the phrases "on the 

table" and "with a red cover" both modify the head noun "book". In P2 the phrase 

"with a red cover" modifies the noun "table", and the phrase "on the table" modifies 

the head noun "book". 

I Insert Figure 21 
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The sentence constituent being modified is called the referent, and the one doing 

the modification the modifier. The PPA problem is to select the most appropriate 

attachment for the prepositional phrases. 

2.2.2 Semantic Ambiguities (SA) 

Semantic ambiguities arise when a single syntactic structure (parse tree) maps into 

more than one internal representation. For example, in a university domain a request 

such as "Dr. Lee's students" could have any of the following meanings: 

1. Students in the same department as Dr. Lee 

2. Students enrolled in courses taught by Dr. Lee 

3. Students supervised by Dr. Lee 

The SA problem is to select the most appropriate meaning for a natural language 

request. 

2.2.3 Word Sense Disambiguation (WSD) 

Word sense ambiguity arises when a word in a sentence has more than one meaning. 

Given the sentence "Students run programs", for example, the noun program might 

mean either a computer program or a recreational program, in which case there 

would also be two senses for the verb run : to execute a computer program, and 

to administer a recreational program. The WSD problem is to select exactly one 

meaning for each word in the sentence. 
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2.3 Semantic Relatedness 

Semantic relatedness between constituents of a natural language request is the close­

ness in meaning between the constituents, and it is dependent on the domain of 

discourse. For example, the nouns dog and bone may be more semantically related 

than the nouns dog and computer in a domain that is concerned with the care and 

feeding of dogs. If, however, the domain is concerned with communication patterns, 

then the nouns dog and computer may be more semantically related because humans 

can communicate with dogs and computers, but not bones. 

Semantic relatedness measures have been used for resolving ambiguities in nat­

ural language database requests. The denotational part of the meaning of a con­

stituent (as opposed to the procedural part) is typically [9, 15, 4] an object in the 

database schema. Semantic relatedness between constituents is estimated by measur­

ing the distance through the database schema between the objects denoted by the 

constituents. Favoured interpretations are those which lead to the greatest semantic 

relatedness between constituents. 

2.3.1 Semantic Relatedness Measures in Relational Schemas 

Distance between relations in a relational schema is usually measured by counting 

the number of links required to join the relations together. In this paper, the notion 

of a link between relations is expressed in terms of more fundamental concepts which 

permits a better understanding of what is being measured by semantic relatedness 

measures based on links. A link corresponds to a join condition in the relational query 

7 



that produces the join. A join condition is a statement R.A = S.B in the query that 

links relations R and S together by specifying a join of R on column A with S on 

column B. 

In general, the design of a relational schema is arbitary in the sense that two 

different designers may design different schemas for the same domain. This arbi­

trariness affects the results of the measure. For example, a common way for two 

relational schemas to differ is that one relation is used in one schema to express some 

information while two relations are used in the other schema to express the same 

information. The join path consisting of the one relation and the join path consisting 

of the two relations are not of the same length. In our work, a measure of semantic 

relatedness is proposed which operates on SET schemas [7] and is very insensitive to 

the arbitrariness of the design of the schema. 

2.4 The SET Conceptual Model 

The fundamental notions in the SET model are those of set and ordered pair. The 

concept of set is used in other models such as the Entity-Relationship (ER) model 

[3); however, in the ER model the notion of set is an intuitive one. In the SET model 

the notions of set and ordered pair are based on the provably consistent set theories 

of [6] and, hence, a sound foundation is provided upon which the richer models of 

data needed for NL applications can be built. 

The intension of a set is a property that determines membership in the set. The 

extension of a set is the membership of the set (the collection of objects that satisfy 
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the intension of the set). 

The extension of a set changes with time. Given that, the notions of subset and 

Cartesian product need to be clarified. We understand these notions as they apply 

to set extensions. If set Sl is a subset of set S2 then at every time instance t the 

extension of S1 at time t is a subset of the extension of S2 at time t. Similarly, at 

every time instance t the extension of the Cartesian product (Sl x S2) of sets Sl and 

S2 is the Cartesian product of the extensions of Sl at time t and S2 at time t. 

A binary association is a subset of the Cartesian product (L x R) of two sets Land 

R. L is called the left parent and R the right parent. The extension of an association 

with left parent L and right parent R is a mapping from the extension of L to the 

extension of R. 

In the following discussion the names A and B refer to set extensions. A mapping 

in addition to being one-to-one, one-to-many, or many-to-many may be either in or 

on the source extension and either into or onto the target extension. In a mapping 

from A to B the source extension is A, and the target extension is B. The mapping 

is on A if every member of A occurs in the mapping, and it is in A otherwise. The 

mapping is onto B if every member of B occurs in the mapping, and it is into B 

otherwise. In and "into" mappings are also referred to as partial mappings, and on 

and onto mappings as "total" mappings. 

The min/max values provide a notation for specifying the 16 different types of 

associations arising from the mathematical notions of mapping type and total/ partial 

mapping. Associated with each of the source and target extensions of an association 
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is pair of values (p, q) where p has the value either O or 1, and q the value either 1 

or n. p is called the min value and q the max value. A min value of O specifies an 

in or into mapping, and a min value of 1 an on or onto mapping. A max value of 

1 specifies a one mapping on the source or target extension, and a max value of n a 

many mappmg. 

The min/max values of an association apply to its extension at every instance 

m time. That is, at every instance in time the extension of an association is a 

mapping of the type specified by the association's min/max values. The min/max 

value associated with the left parent L of association X is called the min/max value 

of X on L, and similarly for the right parent. 

The notion of a binary association is easily extended to that of an m-ary associ­

ation, m ~ 2. An m-ary association has m min/max values, one on each parent set. 

Usually only the values O and 1 are used for the min value and 1 and n for the max 

value. More general values for min and max are proposed in [17, 19, 21]. 

2.4.1 The SET Schema 

Conceptual modeling using the SET model requires that information about the in­

formation of interest to the enterprise be recorded by describing a collection of sets. 

Every set must be explicitly declared which involves giving it a name and supply­

ing other information such as its intension and min/max values. Primitive sets are 

those whose members are not drawn from some previously declared set. Every non­

primitive declared set is a subset of the Cartesian product of one or more previously 
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declared sets, The SET schema comprises all the declared sets of an enterprise. 

The intension of a set may be expressed either in a natural language intended to 

be read by humans or in a formal language that can be interpreted by a machine. 

Sets with the former type of intension are called base sets and with the latter type 

are called defined sets. Value sets such as those usually provided by a programming 

language (integer, real, character) are assumed to be pre-declared and each is con­

sidered to be a defined set. The language DEFINE is introduced in [7] as part of the 

SET model for expressing the intensions of non-primitive defined sets. The key point 

to recognize about base sets is that they cannot be defined in terms of other declared 

sets. The parent sets of a base set may be defined sets, but the selection of its mem­

bers from the Cartesian product of its parents sets requires human intervention. All 

non-value primitive sets are base sets. 

The advantage of defined sets for portable natural language interfaces is a greater 

simplicity in the semantic rules used for building the internal representations of re­

quests, and hence, an enhancement in portability. The semantic rules are simplified 

because the name of a defined set and not its full definition, appears in every rule 

which uses the set. If the full definition must appear, then the rules are longer and 

they contain redundant segments. 

2.4.2 The Domain Graph 

A domain graph (DG) is a graphical representation of the SET schema. The nodes of 

the graph are labeled with the names of sets and associations. An association X with 
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left parent L and right parent R is denoted by a pair of edges one directed from L 

to X and the other from R to X. Min/max values for associations are given as labels 

on the edges of the DG. The min/max value of X on L labels the edge L -t X, 

and the min/max of X on R the edge R -t X. We will refer to an edge in the DG 

labeled with min/max value (p, q) as a (p, q)-edge. 

It is assumed that min/max values are available for labeling the edges of the DG. 

A second assumption is that the min/max values assigned to the edges are consistent; 

that is, that extensions exist for the sets named in the DG for which the constraints 

expressed by the min/max values are satisfied. 

3 Overall Design 

It has been our observation that the process used for adapting the natural language 

interface (NLI) to a new subject area and database (DB) overlaps considerably with 

the process of designing the database schema. Based on this important observation, 

a design for a portable natural language interface is proposed which features sharing 

of knowledge about the relationships in the subject of discourse for database schema 

design and NL understanding. 

Different demands are imposed on a knowledge representation strategy by the 

NLI and the DB system. The NLI needs a language for representing the meaning 

of NL requests that is independent of the structures of the DB. The DB system, 

on the other hand, is concerned with structures for representing data efficiently. To 
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solve this dilemma, it is of great importance to choose the appropriate knowledge 

representation strategy. 

Figure 3 gives an overall design strategy of our proposed system. Here the arrows 

denote information flow. It is particularly noteworthy that the SET schema not only 

provides knowledge for constructing the relational DB schema (previously researched 

by Gilmore [8] and Storey and Goldstein (18]) but more significantly provides knowl­

edge for the purpose of adapting the NLI to a new domain. 

I Insert Figure 3 here I 

By portability of an NLI we mean the extent to which it can be adapted to a 

new domain and database, by the database administrator (DBA), as opposed to 

a linguistic expert. Our design strategy results in an enhancement of portability. 

It is the responsibility of the DBA to produce the SET schema and to design the 

relational schema based on information in the SET schema. The DBA is also charged 

with the task of adapting the NLI to the given domain and database. Little further 

work is required for the DBA to provide the NLI with knowledge needed for natural 

language processing, because the knowledge has already been gathered for the purpose 

of designing the RDB schema. 
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4 A Measure of Semantic Relatedness in SET 

Schemas 

Our semantic relatedness measure in SET schemas is an elaboration of a measure in 

Entity-Relationship (ER) [3] schemas previously proposed by Wald and Sorenson [20]. 

In the ER model, an association may be one-to-one, one-to-many, or many-to-many. 

Here we extend Wald and Sorenson's measure to include information about whether 

an association is in or on and into or onto. 

The remainder of this section is organizeq. as follows: In subsection 4.1 our seman­

tic relatedness measure is briefly described and the main motivation for its design, 

that it be unaffected by arbitrary decisions in the design of the SET schema, is dis­

cussed. In subsection 4.2 an sample domain is described to serve as a source of 

examples throughout the remainder of the paper. In subsections 4.3 and 4.4 the rela­

tionship between the min/max values and word meanings is examined. Our semantic 

relatedness measure based on min/max values is presented in subsection 4.5. 

4.1 Sensitivity of the Heuristic to SET Schema Design Al­

ternatives 

A desirable feature of any heuristic that operates on database schemas is that it should 

be invariant with respect to arbitrary decisions made by the designer of the schema. 

Semantic relatedness measures in relational schemas are sensitive to the arbitrariness 
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of the design of the relational schema. The design of SET schemas is arbitrary as 

well, but our measure is very insensitive to it. 

In our work, each interpretation of a natural language request is represented as a 

subgraph of the domain graph. Edge weights are derived from the min/max values 

that label the edges, and interpretations are compared by comparing the weights of 

their subgraphs. 

The choice of weights is driven by the requirement that the heuristic should give 

the same outcome independent of arbitrary decisions in the design of the SET schema. 

It was found that a necessary condition for this requirement is that (1,1)-edges have 

a weight of zero. To illustrate, consider the marriage association which may be 

represented either as an entity or as a relationship. Schemas for the two alternatives 

are illustrated in Figure 4. 

I Insert Figure 4 here I 

In schema (a), a marriage is considered to be a relationship. Association Married 

is defined as a subset of the Cartesian product (Male x Female) of two sets Male 

and Female. A male may not be married, but if he is, he is married to at most 

one female, and the same holds for females. These constraints are expressed by the 

min/max values of Married on Male and on Female. 

In schema (b ), a marriage is considered to be an entity. If male m and female fare 

married and that marriage is represented by the entity mf, then the pair (m, mf) 

is a member of Husband and the pair (mf,f) is a member of Wife. Since every 
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marriage has both a husband and a wife, the min values of Married on Husband and 

on Wife are both 1. Since every marriage has at most one husband and at most one 

wife, the max values of Marriage on Husband and on Wife are both 1. 

Although they look different, the two schemas express the same information. Like­

wise, the domain graphs (DGs) for the two schemas have the same weight. The two 

new edges that are introduced in Schema (b) are both (1,1 )-edges each of which has 

a weight of 0. Otherwise, the edges in the two DGs are identical and their weights 

are identical because the two new edges contribute nothing to the weight. 

In [14], the subject of the sensitivity of our heuristic to arbitrary decisions in the 

design of the SET schema is examined in detail. The choice of weights for edges other 

than (1,1)-edges is arbitrary in our heuristic, but we have found that there is, in fact, 

a wide range of weights that could have been assigned without affecting the outcome 

of the heuristic. This subject is addressed in Section 5.3 of this paper. 

4.2 An Example from the University Domain 

To facilitate our presentation of a heuristic for measuring semantic relatedness, a do­

main graph for the University domain is considered (Figure 5). The entities of interest 

are students, courses, professors, and departments. The associations of interest are 

as follows: 

SC associates with a student the courses that he or she is taking 

CP associates with a course the professor who teaches the course 
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SD associates with a student the department in which he or she is registered 

PD associates with a professor the department in which he or she works 

Sup associates with a student the professor who supervises the student's research 

CN associates with a course the name of the course 

CPSC_Course is the set of courses offered by the computer science department. 

The sets CName, Grade, SName, and PName are value sets which contain course 

names, grades, student names, and professor names, respectively. 

I Insert Figure 5 here I 

4.3 What is a Word Meaning? 

The primitive constituents of a request map to vertices in the DG. The mapping is 

specified as part of the process of adapting the natural language interface to a new 

domain, and it gives the meanings (denotations) of the primitive constituents. Some 

primitive constituents do not denote vertices in the DG. Examples include noise words 

("please" and "quickly", as in "Please print the good students quickly") which can 

be ignored without changing the meaning of the request and determiners ("a", "the", 

"some", "all") which map into restrictions on vertices. Some primitive constituents 

denote more than one vertex, and this is the source of word sense ambiguities in 

natural language database requests. 

In the examples given here, the following rules govern the assignment of meanings 

to primitive constituents. 
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1. Database values ("CPSClOl", "Dr. Lee") denote value sets (CName, PName, 

respectively) 

2. Nouns (student, course, department) denote non-value sets (Student, Course, 

Dept). 

3. Verbs (take, teach, receive) denote associations (SC, GP, SCG). 

4.4 The Relationship between Min/Max Values and Word 

Meanings 

In this discussion, we will focus on disambiguating prepositional phrase (PP) attach­

ments that use the prepositions "with" and "in" and on choosing the most appropriate 

meaning for pre-noun modifiers (in particular, possessives). 

The preposition "with" has many different meanings. The heuristic developed here 

deals with only one of them - the part of relationship which involves an "inseparable 

possession", or "possession by nature, not accident" [13]. Examples include "fish with 

bones", "vase with handles", "man with sinister expression", and "holiday with all 

expenses paid". Note that fish bones do not exist without the fish and the bones 

belong to no fish other than the given one, the handles belong to the vase and no 

other, the sinister expression exists as part of the man and the same expression will 

not exist as part of any other man, and the paid expenses are not relevant except 

with respect to the holiday. 

The min/max values represent the part of relationship by what has become known 
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as an existence dependency association. Given an association X between A and B, 

the set B is said to be existence dependent on A if an entity in B cannot exist 

independently from an entity in A. (e.g., a volume of a book is existence dependent 

on the book, a ward of a hospital is existence dependent on the hospital). If X with 

parent sets A and B is an existence dependent association, then the min/max values 

of X on the dependent set Bare (1,1). Note that not all associations with min/max 

values (1,1) are existence dependent associations. 

The preposition in "in" also has a part of meaning. Examples include the phrases 

"in bad health" and "in danger". Bad health exists only with respect to the person 

who is suffering from it, and danger does not exist independent of the object of the 

danger ( e.g. a species, a country). 

A weaker form of relationship is the exclusive association. Given an association 

X between A and B, the set Bis exclusively associated with A if the min/max value 

of X on B is (0,1). 

Some pre-noun modifiers that indicate possession ( e.g., Dr. Lee's students) denote 

an exclusive association between the sets denoted by the noun and the modifier. 

(The set denoted by the noun is exclusively associated with the set denoted by the 

modifier.) If the interpretation for the phrase is "Students whose research supervisor 

is Dr. Lee, and assuming that in the given domain each student has at most one 

research supervisor, then the phrase denotes an exclusive association. 

Weaker forms of pre-noun modifiers (e.g., Jones' courses) are possible. In the 

interpretation "courses taken by Jones", although Jones takes the courses, they may 
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also be taken by others. Such modifiers denote associations that are neither exclusive 

nor existence dependent. 

An assumption underlying our heuristic is that when a database request has more 

than one possible interpretation, those that denote existence dependencies are more 

likely than those that denote exclusive associations, which are in turn more likely 

than those that denote neither existence dependent nor exclusive associations. 

4.5 Query Graphs 

To provide a measure of relatedness between primitive constituents of a natural lan­

guage request we use the notion of a query graph which has previously been used as 

a means of representing database queries (20, 2]. Here the query graph is used as 

a means of representing natural language requests. Since NL requests are far more 

complex than DB queries, it is necessary for us to restrict the complexity of the NL 

requests under consideration. 

A natural language request is simple if it requests information about a collection 

of related entities. Examples of simple requests in the university domain are: 

1. a professor in a department with a student who takes a course named CPSClOl 

2. a student who received a grade of 'B' in CPSCl0l 

In request (1), for example, a relationship exists between professors and depart­

ments, departments and students, students and courses, and courses and course 

names. An example of a request that is not simple is the conjunction of the above 
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two requests: a professor in a department with a student who takes a course named 

CPSC101 and a student who received a grade of 'B' in CPSClOl. The student re­

ferred to in the left piece of the request bears no relationship to the student referred 

to in the right piece. 

Following the terminology of [20] we use the terms "target graph" and "query 

graph" but extend their meanings to apply to natural language database requests 

rather than database requests expressed in a formal query language. The target 

graph for a simple request Q, TG(Q), is the set of vertices denoted by primitive 

constituents of Q. A query graph for Q is any subgraph of the DG that 

1. is a tree each leaf node of which is contained in TG( Q) 

2. contains the vertices in TG( Q). 

Not every simple request can be represented by a tree. For example, the following re­

quest would be represented by an undirected-cyclic subgraph of the university domain 

graph (Figure 5). 

a student in a course taught by a professor 

who is the student's research supervisor 

Such requests are referred to as cyclic requests. A cyclic request is represented as a 

collection of trees by removing for each cycle one of the edges that creates the cycle. 

Since there is for each cycle more than one edge whose removal will break the cycle, 

there will be more than one possible resulting tree. A cyclic request is represented by 

the collection of all such possible trees ( a forest). 
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Each edge of a query graph is labeled with a min/max value from which a weight 

for the edge and, therefore, a weight for the query graph can be computed. The 

weight of an edge labeled with min/max value (p,q) is calculated as follows: 

1. If p = q = 1, then the weight is 0. 

2. If p = 1 or q = 1, then the weight is 1. 

3. If p = 0 and q = 0, then the weight is some large value such as the number of 

vertices in the query graph. 

Given a tree with root v and directed edges, the forward edges relative to v are 

the edges that point away from v. 

The weight of a query graph G relative to v E TG(Q) is the sum of the weights 

on forward edges relative to v. The absolute weight ( or simply the weight) of G is the 

minimum of the relative weights over all v E TG(Q). 

Example 1. Given the University DG, an example of a query graph for TG(Q) = 

{Student, Prof} is (Student --+ SC f---- Course--+ GP f---- Prof). The forward 

edges relative to Student are (Student,SC) and (Course,CP). The weight relative 

to Student is the sum of the weights on the two forward edges relative to Student 

(5 + 1) = 6. (The number of vertices in the query graph is 5.) The forward edges 

relative to Prof are (GP, Prof) and (SC, Course). The weight relative to Prof is 

(5 + 5) = 10. The absolute weight is the minimum of the weights relative to Student 

and relative to Prof. Therefore, the weight of the query graph is 6. The weight of 
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a cyclic query graph is the weight of the minimum weight tree among those in the 

forest trees that represent it. 

Possible interpretations for a request are ordered based on the weights of their 

associated query graphs. The lower the weight, the more likely the interpretation is 

considered to be. A query graph with many (0, n )-edges will have a large weight. Our 

heuristic requires knowledge to be useful. If all of the query graphs for a request have 

many (0, n )-edges, then the measure provides little basis for comparison. 

5 Use of Min/Max Values for Resolving Ambi­

guities 

In this section the use of the min/max values for resolving ambiguities in natural 

language database requests is demonstrated by providing examples from two different 

domains. The first is the University domain which has been described in Section 4, 

and the second is a medical domain [19]. The section concludes with an analysis of 

the extent to which the parameters of the heuristic can be varied without affecting 

its outcome. 

5.1 The University Domain 

The examples presented in this subsection refer to the domain graph of Figure 5. 

The three types of ambiguity are semantic, word sense, and prepositional phrase 
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attachment. 

5.1.1 Semantic Ambiguity 

Let TG(Q) be the set of vertices referenced by simple request Q. The semantic ambi­

guity (SA) problem is to select from among the query graphs determined by TG(Q) 

the one that corresponds with the best interpretation for Q. The approach presented 

here, like that of Wald and Sorenson but with a different weight measure, is to select 

the interpretation that corresponds with the query graph of smallest weight where the 

weight of a query graph is the minimum of the relative weights over all v E TG(Q). 

Example 2. Among the possible interpretations, for the phrase "Dr. Lee's stu­

dent's" only the most likely two are being treated here: 

1. "Students taught by Dr. Lee" 

2. "Students supervised by Dr. Lee" 

Internal representations for the two interpretations espressed in the language DEFINE 

follow: 

1. [For some x:Student] [For some y:Coursel[For some z:Prof] 

(< x,y >:SC and< y,z >:GP and< z,"Dr.Lee">:PN) 

2. [For some x:Student] [For some y:Prof] 

(< x,y >:Sup and< y,"Dr.Lee">:PN) 
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I Insert Figure 6 here I 

TG(Q) = {Student,PName} determines two query graphs. The path between 

Student and PName through Course and Prof corresponds with interpretation (1), 

and the path between Student and P Name through Sup corresponds with interpre­

tation (2) . Figure 6 illustrates the calculations for choosing the best interpretation. 

Recall that (0, n )-edges have a weight equal to the number of nodes in the query graph, 

and (0, 1) and (1, n )-edges have a weight of 1. Only forward edges relative to vertex v 

are counted when computing the weight relative to v. For computing the weight of the 

query graph for interpretation ( 1) relative to Student, for example, there are three 

forward edges relative to Student with weights 7 (the number of nodes in the QG), 1, 

and O in left to right order. In future examples, detailed calculations of the relative 

and absolute weights will not be given, since the calculations are straight-forward. 

5.1.2 Word Sense Disambiguation 

Each primitive constituent of a request denotes 0, 1, or more vertices in the DG. 

For request Q, a target graph is obtained by selecting exactly one vertex from each 

nonempty set of vertices denoted by primitive constituents of Q. Word sense disam­

biguation is the problem of selecting the best target graph TG( Q). 

Example 3. Consider the request "Jones' courses" and suppose that "Jones" 

could be the name of either a student or a professor. Furthermore, assume that both 

Student and Prof are in the current focus, which is to say that both the student 
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"Jones" and the professor "Jones" have been recently referred to in the dialog and are 

therefore possible meanings for the proper noun "Jones". In the university domain 

if "Jones" names a student, then the request asks for the courses in which Jones 

is enrolled. Otherwise, it asks for the courses taught by professor Jones. Figure 7 

illustrates application of the measure to choose the best meaning for the ambiguous 

word "Jones". Our heuristic selects Prof as the best meaning for "Jones" and, hence, 

the favored interpretation is "courses taught by professor Jones". 

I Insert Figure 7 here I 

5.1.3 Modifier Attachment 

We are only beginning to explore the problem of prepositional phrase attachment. In 

this paper, requests are limited to those which have a maximum of two prepositional 

phrases. Consideration of requests in which the number of modifiers is greater than 

two, which would give more possibility for ambiguity, is left for future work. 

Example 4. Consider the request "a professor for a course with no students". 

An internal representation (IR) for the interpretation in which "with no students" 

modifies "professor" follows: 

1. [For some x:Prof] [For some y:Course] 

(< y,x >:GP and 

(For all z:Student] not< z, x >:Sup) 

An IR for the interpretation in which "with no students" modifies "course" follows: 
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2. (For some x:Prof] (For some y:Course] 

(< y,x >:GP and 

[For all z:Student] not< z, y >: SC) 

The nouns "student", "course", and "professor" denote, respectively, the vertices 

Student, Course, and Prof. To determine the best attachments for the modifiers, we 

again look at the query graph. However, the target graph for the given request will 

be the same regardless of modifier attachments and therefore will determine the same 

query graphs for the two interpretations. It is necessary to distinguish the different 

attachments of the modifiers. We do this by adding vertices to the target graph (TG) 

to denote modifier attachments. 

The TG for the request is {Prof, Student, Course}. The TG augmented with 

vertices to denote the attachment of the phrase "with no students" to the noun 

"professor" is 

TG1 = {Prof,Student,Course,Sup}. 

The TG augmented with vertices to denote the attachment of the phrase "with 

no students" to the noun "course" is 

TG2 = {Prof, Student, Course, SC}. 

I Insert Figure 8 here I 

A query graph for each target graph is given in Figure 8. The query graph for 

TG1 has relative weights 6 on Student, 6 on Course, 10 on Prof, and 5 on SC. The 
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query graph for TG2 has relative weights 6 on Student, 6 on Course, 10 on Prof, 

and 1 on SC. The heuristic favors the attachment of the phrase "with no students" 

to the noun "course". 

It is not always possible to denote the attachment of a modifier to a referent by a 

vertex that already exists in the DG. In general, a path between the vertices denoted 

by the referent and the modifier must be added to the TG. The handling of the more 

complex case is illustrated in Example 6 to follow. 

5.2 The Medical Domain 

Our second source of examples is a medical domain that has been described by 

Tsichritzis and Lochovsky in [19] and that is a scaled down version of a real applica­

tion. The entities of interest are hospitals, wards of hospitals, hospital staff, doctors, 

patients, labs, tests, and diagnoses. The associations of interest are described in Fig­

ure 9 which also gives the domain graph for the medical domain. Tsichritzis and 

Lochovsky give an ER diagram for the medical domain and the given domain graph 

is an expansion of that one to include min values for the associations. 

I Insert Figure 9 here I 

5.2.1 Semantic Ambiguity 

Example 5. Resolution of semantic ambiguity in the medical domain is illus­

trated in Figure 10. The request "a patient in a hospital" has three interpretations 

in the medical domain: 
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1. a patient who occupies a bed in a ward in a hospital 

2. a patient who has a doctor on staff at a hospital 

3. a patient who has an order for a test at a lab that does work for the hospital 

Interpretation (1) is favored over the other two, and (2) is favored over (3). 

I Insert Figure 10 here I 

5.2.2 Modifier Attachment 

Example 6. Consider the request "a patient in a hospital with tests". The 

problem here is to determine whether "with tests" modifies "hospital" or "patient". 

In either case the phrase "in a hospital" modifies the head noun "patient". There 

is semantic ambiguity in the association between patients and hospitals. For the 

purpose of the example, we will assume that the ambiguity is resolved in favor of the 

interpretation "a patient who occupies a bed in a ward of the hospital" based on the 

results of Example 5. If the phrase "with tests" modifies "patient", then the request is 

for a patient who occupies a ward of a hospital and for whom medical tests have been 

ordered. Otherwise, the request is for a patient who occupies a ward of a hospital 

which has outstanding orders for tests at some lab. Resolution of the ambiguity is 

illustrated in Figure 11. 

I Insert Figure 11 here I 
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The target graph for the interpretation in which "with tests" modifies "patient" is 

TG1 = {Patient,Hospital,Test,PT}. The vertex PT has been added to the target 

graph to denote the attachment of the modifier. 

The target graph for the interpretation in which "with tests" modifies "hospital" 

is TG2 = {Patient,Hospital,Test,Hosp_Test}. The vertex Hosp_Test denotes the 

attachment of the modifier which is represented by a set defined as follows: 

H osp.:I'est def 
select h:H ospital, t:Test 
where [For some l:Lab]( < h, l >:H L 

and < l, t >:LT) 

H osp_Test is the set composition of H L and LT. Min/max values for Hosp.Test 

are (O,n) on Hospital and (O,n) on Test. These values are computed by taking the 

product of min/max values on forward edges relative to Hospital (to get min/max 

on Hospital) and similarly to get min/max on Test. 

A vertex labeled H osp_Test is introduced to the DG which introduces a cycle. To 

avoid cyclic query graphs we break the cycle thus generating a collection of minimal 

connected acyclic subgraphs each of which contains the vertices in the target graph. 

There are two such graphs for TG2 which are illustrated in part 2 of Figure 11. The 

query graph determined by a target graph is the minimum weight subgraph among 

the ones that are obtained by breaking cycles in this way. 
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5.2.3 Analysis 

We have seen a variety of examples from different domains that illustrate the use 

of min/max values for resolving ambiguities in natural language requests. In this 

section the results of the examples are analysed to gain an understanding of why 

the heuristic works. Here the term association will have its mathematical meaning 

given in Section 2.4, and the term relationship will be used informally to refer to 

connections between words in sentences or objects in the domain. 

The examples have focused on disambiguating prepositional phrase attachments 

(PPA) that use the prepositions "with" and "in", on choosing the most appropriate 

meaning for pre-noun modifiers (in particular, possessives), which are semantically 

ambiguous (SA), and on word sense disambiguation (WSD). Our heuristic is intended 

to be applied simultaneously to the problems. The different components of the heuris­

tic interact with each other producing better results than if each individual component 

were to be applied separately. In the words of Jensen and Binot [13] "The cumulative 

effect of many heuristics, and not the perfection of each one taken separately, has to 

do the job". 

For the purpose of analysis, we can separate out the component of the heuristic 

that is being used for disambiguating prepositional phrase attachments. The possible 

attachments are ordered by the extent to which they are part of the request as a 

whole. This is to say that the natural language request is conceived as a whole and 

the attachment of a modifier as a part of the whole. A measure of the extent to 
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which the attachment of the modifier is part of the whole derives from the part of 

relationships that build the whole. 

Examples 4 and 6 address the problem of prepositional phrase attachment. For 

the request "a professor in a course with no students" (Example 4) we find that 

the attachment of "with no students" to "course" is more part of the request than 

the alternate attachment. In the university domain a student is existence dependent 

on the professor who supervises his or her research, and one might think that the 

attachment of "with no students" to "professor" would be indicated. However, our 

heuristic is concerned with the extent to which the PP is part of the request as a 

whole, and this occurs when the PP modifies "course". In Example 6 the request is "a 

patient in a hospital with tests", and the heuristic indicates that the best attachment 

of the PP "with tests" is to the noun "patient". In the medical domain a test is 

existence dependent on the patient being tested, but this is not the reason why the 

attachment of "with tests" to "patients" is favored. Rather it is that the set denoted 

by that attachment is exclusively associated with the set that denotes the meaning 

of the request as a whole, whereas a weaker form of relationship exists between the 

referent and the modifier for the alternate attachment. 

The present results cannot be understood independently from other heuristics such 

as those which track topic, focus and context and that are necessary for choosing 

the best interpretation for a request. However, an examination of the outcome of 

the examples is useful for the given requests which exclude many of the linguistic 

problems for which other heuristics would be needed. A complicating factor is that, 
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since the heuristic relies on global knowledge about the request, it is more useful 

for lengthy requests than the simple fragments of requests that are illustrated in the 

examples. 

The heuristic captures two different measures of semantic ambiguity. One is the 

number of real world objects that are implicitly referenced in the request. hnplicitly 

referenced vertices are those in the query graph that are not denoted by primitive 

constituents. The larger the number of implicitly referenced vertices, the less likely 

that interpretation is considered to be. Here we are assuming that the most likely 

interpretation is the least ambiguous one. 

In the absence of information provided by min/max values (if all of the edges 

are labeled ( 0, n)), the heuristic counts edges. The likelihood of an interpretation 

decreases as the number of edges (and, since the query graph is a tree, also vertices) 

increases. For the request "Dr. Lee's students", there are five implicitly referenced 

vertices (SC, Course, CP, Prof, PN) for the interpretation "Students in Dr. Lee's 

course", and only three (Sup, Prof, PN) for "students supervised by Dr. Lee", which 

accounts in part for the latter interpretation being favored. 

It is possible for semantic ambiguity to exist when the alternate interpretations 

have the same number of implicitly referenced vertices. For example, the interpreta­

tions "students in Dr. Lee's courses" and "students in Dr. Lee's department" both 

implicitly reference five vertices. The min/max values provide additional information 

for distinguishing between such interpretations. The second measure of semantic am­

biguity is the extent to which the primitive constituents are related to the request as 
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a whole. 

Example 5 features the request "a patient in a hospital" which has three possible 

interpretations in the medical domain. The interpretations "a patient who occupies a 

bed of a ward of a hospital" and "a patient who has a doctor on staff at the hospital" 

implicitly reference the same number of vertices. The former interpretation is favored 

because the constituent "hospital" is more part of the remainder of the request that 

it is for the alternate interpretation. 

Example 3 illustrates use of the heuristic for resolving WSA. The request is "Jones' 

Courses" and "Jones" could refer to either a professor or a student. The relationships 

between alternate meanings for the ambiguous component ( a word in this case) and 

the request as a whole are considered. The strength of the relationsh between an am­

biguous word and the request as a whole is measured by the weight of the query graph 

for a given interpretation relative to the vertex denoted by the ambiguous word. By 

this measure the interpretations "courses taken by the student Jones' " and "courses 

taught by professor Jones" lead to relationships between the component "Jones" and 

the request as a whole that are of equal strength. Thus, the two interpretations 

are considered to be equally likely. The results of section 5.1.2, however, report a 

preference for the interpretation "courses taught by professor Jones". 

The discrepancy arises because the above measure separates out only that com­

ponent of the heuristc that is concerned with word sense ambiguity. Our strategy 

of using the minimum of the relative weights over all vertices in the target graph is 

intended as a way of collapsing the three measures of ambiguity into one heuristic. If 
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only WSA is being considered, then the weight relative to one particular vertex, specif­

ically the one denoted by the ambiguous word, is of interest. The request "Jones's 

courses" is a case where the heuristic overgeneralizes, and thus incorrectly favors the 

interpretation "courses taught by professor Jones". 

In conclusion, the min/max values model the part of construction in the English 

language ( "petals of a flower", "handles of a vase", "wards of a hospital", "copies 

of a book") as well as weaker forms of possessive relationships. In fact, they pro­

vide a metric for measuring the strength of the possession (e.g., "petals of a flower" is 

stronger than "a professor's students"). Our heuristic reformulates the part of rela­

tionships that are referenced in a natural language request as a part of relationship 

between the request itself and the ambiguous components of the request. The favored 

interpretation is the one in which there is the strongest part of relationship between 

the ambiguous components and the request itself. 

5.3 Varying the Parameters of the Heuristic 

In this subsection, the effects of varying the parameters of the heuristic are investi­

gated. The parameters are the weights assigned to the different types of edges. The 

analysis presented briefly in Section 4.1 and in greater detail in [14] provides convinc­

ing evidence that the weight of a (1,1)-edge should be 0. For the other types of edges, 

let their weights be denoted by variables X, Y, and Z as illustrated in the following 

table: 
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min/max 
(1, 1) 
(0,1) 
(1, n) 
(O,n) 

weight 
0 
y 
z 
X 

I Insert Figure 12 here I 

Figure 12 illustrates the computations of semantic relatedness for the phrase "Dr. 

Lee's Students" using variables X, Y, and Z (assumed to be non-negative integers) 

for the edge weights. 

The computations using specific values for the edge weights have been illustrated 

m Figure 6. To obtain the same relative ordering of the query graphs that was 

obtained using the specific values the following conditions must hold: 

1. X + Z:::; 3X 

2. X + Z > 0 

3. 2X ~ 0 

Thus, if X ~ 1, the same relative ordering of the interpretations is obtained for 

the given request. 

In the appendix, a similar set of inequalities is given for each of the requests that 

has been studied in Section 5. In addition, the constraints on the edge weights that 

can be derived from each set of inequalities are stated. The results indicate that for 

the sample requests the same relative ordering on interpretations would have been 

obtained if the conditions (X > 0) and (Z > 0) hold. 
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6 Conclusion 

In this paper we have focused on linguistic problems concerned with ambiguities in 

natural language database requests, and we have proposed a design strategy for nat­

ural language interfaces which involves capturing knowledge for resolving ambiguities 

from the SET schema. 

The main contributions of this work to ongoing research are as follows: 

1. The discovery that the process used for adapting the natural language interface to 

a new domain and database overlaps considerably with the process of designing 

the DB schema. 

2. The development of heuristics based on the knowledge referred to in (1) for re­

solving ambiguities in natural language database requests, in particular, semantic 

ambiguity, word sense ambiguity, and prepositional phrase attachment. 

3. Specification of the relationship between the mathematical notions of mapping 

type and total/partial mapping and specific English language constructions. 

Further research is expected, particularly with regard to 3. The richness of de­

scription that the notions of mapping type and total/partial mapping provide for 

modeling language phenomena has not been fully tapped by our approach. We have 

provided a general heuristic that applies to several linguistic problems and several 

English language constructions. A challenging problem for the near future is to pro­

vide heuristics based on the notions of mapping type and total/partial mapping, but 
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specialized to each linguistic problem and language construction. 
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Appendix. Varying the Parameters of the Heuristic 

This appendix provides material to support the conclusion that the parameters of 

our heuristic can be varied considerably without affecting its outcome. Inequalities 

expressing the computation of semantic relatedness for the possible interpretations 

for each of several requests is given. The edge weights are left as variables X, Y 

and Z in the computations. Our objective is to determine whether the particular 

assignment of edge weights used in the heuristic is necessary and, if not, the extent 

to which the given edge weights can be varied without affecting the results. The 

requests, their associated sets of inequalities, and the conclusions about edge weight 

assignments that can be derived from the inequalities follow: 

Jones' courses 

1. X 5 2X 

2. Z 5 2X 

3. Z < X 

Conclusion: X > 0, X > Z. 

A professor for a course with no students 

1. X 5 2X 

2. X 5 X + Z 

3. Z 5 2X 
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4. Z $ X + Z 

5. Z < X 

Conclusion: X > 0. 

A patient in a hospital 

1. Y$X+Z 

2. X + Z $ 2X 

3. (Y < X + Z) V (Y < X) 

4. X < X + Z 

Conclusion: Z > 0, X > 0. 

A patient in a hospital with tests 

l.Y$X+Y 

2. Y $ 2X + Z 

3. 2X + 2Y $ 3X + 2Z 

4. 2X + 2Y $ 3X + Z 

5. 2X + 2Y $ 2X + Z 

6. 3X + 2Z ~ 2X + Z + Y 
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7. 3X + Z ~ 2X + Z + Y 

8. 2X + 2Z ~ 2X + Z + Y 

9. (2X + 2Y > Y) V (2X + Z + Y> Y) 

Conclusion: X > O; if Y > 0 then Z > 0. 
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(3x)(Employee(x) & Lives(x, Vancouver)) 

/~ 
count(x) print(x) 

t:c or 
ta se 

Figure 1: A Possible IR for the Request "Print employees who live in Vancouver" 

Pl: NP P2: 
NP 

DEef~ DE(/\ l N pp pp N pp 

the 

book p EP 

Dt~p 
I I~ red cover 

the table 

on 

Figure 2: Partial Parse Trees for the NP "the book on the table with a red cover" 

Knowledge 
Knowledge 

for 
NL SET Schema 

for 
Relational DB 

Interface NL schema 
processing design 

Figure 3: A Data Management Strategy for Portable NLI 
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Male Female 

~ ~ (0,1) M . d (0,1) ame 
(a) 

Male 
~ Married Female 

(0,1)~~~~ 
Husband Wife 

(b) 

Figure 4: Marriage as an Entity and a Relationship 

CPSC_Course 
(O,n)r CN 

S ,G Cwr7';; 
. / ~ (o,nv "01,n) ame 

(0~ {1,1~ / ""' 

Grade SC GP /ySup~ 
SName Student Dept Prof PName 

(0~ /'~ 7 ~ ~1~ ~n) 

SN SD PD PN 

Figure 5: A Domain Graph for the University Domain 
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request: Dr. Lee's students 

word assignments 
"Dr. Lee" PName 

"student" Student 

1. Students in courses taught by Dr. Lee 

Student--->SC <---Course-- ->C P <---P rot---> P N <---P Name 

(0,n) (0,n) (1,n) (0,n) (1, 1) (0,n) 

7 nodes 
weight rel. Student (7 + 1 +0)=8 

weight rel PName (7+7+7)=21 
absolute weight minimum{8,21 )=8 

2. Students supervised by Dr. Lee 

Student --->Sup<---Prot--->PN<---Pn am e 

(1,1) (0,n) (1,1) (0,n) 

5 nodes 

weight rel Student 

weight rel PName 
absolute weight 

(0+0)=0 

(5+5)=10 
minimum(0, 1 0) =0 

"'** favored interpretation Is 2 *** 

Figure 6: Application of Semantic Relatedness Measure to "Dr. Lee's students" 
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request: Jones courses 
word assignments 

"Jones" SName 
"course" Course 

1. Courses taken by the student Jones 

SName--->SN<---Student--->SC<---Cou rse 
(O,n) (1,1) (O,n) (O,n) 

5 nodes 
weight rel. Course 5 
weight rel SName 1 o 
absolute weight 5 

2. Courses taught by professor Jones 

Course --->CP<---Prof--->PN<---Pnam e 
(1,n) (O,n) (1, 1) (O,n) 

5 nodes 
weight rel Course 1 
weight rel PName 1 O 
absolute weight 1 

*** favored interpretation Is 2 *** 

Figure 7: Application of Semantic Relatedness Measure to "Jones, Courses', 
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Course 

~) 

GP 
Sup ~ (O,n) 

/~ Student Prof 

"with no students" modifies "professor" 

Course (/~) 
SC GP 

/ ~n) 

Student Prof 

"with no students" modifies "course" 

Figure 8: Query Graphs for "a professor for a course with no students" 
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~spltal (0,n) 

ttN ( 1 , n) i ~L ~n) 

(1 ,J.Y" Staff_Doc Lab 

/ (1,1)t \(1,n) 
Ward \ (1,"/ ~,n) Doctor LT 

WS Occupancy (O,n) + reC<1 '1 l 

tl,1) "---... (O,nit /41) 
Staff (0,1~ p t· t,.,,,,. PT 

a 1en (O,h) 

(0,n) i 
PD 

(1,1)i 

Diagnosis 

HW - associates the wards of a hospital with the hospital 
WS - associates employees who work In a ward with the ward 
Occupancy - associates with a ward the patients that occupy a 

bed in the ward 
PD - associates with a patient the medical dlagnosis(ses) 

reached for the patient 

DP - associates with a patient his or her attending doctor(s) 

Staff _Doc - associates with a hospital those doctors that are 
on staff at the hospital 

HL - associates with a hospital those labs that are doing work 
for the hospital 

LT - associates with a lab the medical tests that are to be 
performed at the lab 

PT - associates with a patient those medical test that have 
been ordered for the patient 

Figure 9: Domain Graph for the Hospital Domain 
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request: a patient In a hospital 
word assignments 

"patient Patient 
"hospital Hospital 

1 . a patient who occupies a ward of a hospital 

H Ospital---> HW <---Ward-- ->OCCU pancy <---Patient 

5 nodes 
weight rel. Hospital 6 

weight rel Patient 1 
absolute weight 1 

2 a patient who has a doctor on staff at a hospital 

Hospital --->Staff_Doc<---Doctor---> DP <---P ati ant 

5 nodes 
weight rel Hospital 6 

weight rel Patient 6 
absolute weight 6 

3 a patient who has an order for a test at a lab that does 
work for a hospital 

Hospital --->HL<---Lab--->L T <---Test--->PT <---Patient 

7 nodes 
weight rel Hospital 8 
weight rel Patient 15 

absolute weight 8 

*** favored interpretation is 1 *** 

Figure 10: Resolution of Semantic Ambiguity in "a patient in a hospital" 
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request: a patient in a hospital with tests 
word assignments 

"patient" Patient "hospital" Hospital "test" Test 

1 . a patient who occupies a bed In a ward of a hospital and for whom 
tests have been ordered 

H ospltal---> HW<---Ward--->Occupancy<---Patlent--->PT <---Test 

7 nodes 

weight rel. Hospital 
weight rel Patient 

15 
8 

absolute weight 1 

weight rel Test 
weight rel PT 

1 

1 

2. a patient who occupies a ward of a hospital which has orders for 
tests at some lab 

nodes 10 

Hospital --->HL<---Lab--->LT <---Test--->Hosp_ Test 

I 
--->HW <---Ward--->Occupancy<---P atient 

weight rel Hospital 32 

weight rel Test 31 

absolute weight 22 

weight rel Patient 22 

weight rel HT 31 

Hospital --->H L<---Lab--->L T <---Test 

I I 
I --->Hosp_ Test 

I 
---> H W <---Ward---> Occupancy <---Patient 

weight rel Hospital 32 
weight rel Patient 21 

weight rel Test 31 
weight rel Hosp_Test 31 

absolute weight 21 

*** favored interpretation is 1 *** 

Figure 11: Attachment of Modifiers in "a patient in a hospital with tests" 
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request: Dr. Lee's students 
word assignments 

"Dr. Lee" PName 

"student" Student 

1. Students in courses taught by Dr. Lee 

Student--->SC<---Cou rse--->C P <---P rof--->P N <---PN ame 
(0,n) (0,n) (1,n) (0,n) (1, 1) (0,n) 

7 nodes 
weight rel. Student 
weight rel PName 
absolute weight 

(X+Z+0)=X+Z 
(X+X+X)=3X 
mlnimum(X+Z,3X)=X+Z 

2. Students supervised by Dr. Lee 

Student --->Sup<---Prof--->PN<---Pnam e 
(1,1) (0,n) (1,1) (0,n) 

5 nodes 

weight rel Student 
weight rel PName 

absolute weight 

(0+0)=0 

(X+X)=2X 
minimum(0,2X)=0 

Figure 12: Varying the Parameters for "Dr. Lee's students" 
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