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Ab1traci 

Distributed system• are often modelled after the client-server paradigm where resources are managed 
by serven, a.nd clie#U eommuniate with servers for operations on the reaou:ces. These client-server 
commuic.ation• fall into two ategori.es - eoruieetion�orlented and coanection-lemr, depending on whether 
the serven maint&ba state information about the clieata or not. Additionally, each of the .erven may itself 
be dinribuied, i.e., nructared u a group of iden1.ical processes; these proceaea com.manic.ate with one 
aoot.ber to ma.nage ahared ruourc:ea (intra-1erver c;ommllniatioDS). Thu1, the ac:uvitiea of a distributed 
program may be viewed u a seq11ence of client-server commukatiou in1erspened with intr.-aerw:r 
comm.unica.tiona. In this papeT, we identify ro.it.abli, interprocess conunuaJG&tion (IPO) abriractiou for 
such commuicatiou - remote procedure c:alls for client-serw.r rommuicatioH and qplwdion-dri11en 
,lacretl ooriabln ( thared memory-like abstraction) for intn.-serwr group communic:atioD1. We specify 
the properties of '&hese abrtraaio.ns io handle partia.1 failures tbu may occur during p.rogram execution. 
The issues of orphau ud couisteney arising due to partial ft.il11ret1 are examined, and aol11tio11 tediniqaes 
apeci&ed u pan ol the run-time aystem. The abatndio� allow certain relevant information of the 
a.ppliation to be inc:Grporated in the rua-time system. Examplea are given to illutnte the ue of these 
abrindious u primit.iwa for connnctmg diairibated program11. 
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1 Introduction 

The ('.lient-serve.r model of inte.rproce.ss communication (IPC) is a very useful paradigm for structuring commu

nication between the varions processes in a distributed system. In this model
1 the processe.s that implement 

and manage resources {also referred to as services) a.re r.a.lled ,ene11 and the processes that access these 

resolll'ces are called clieatl. The clients and the servers may possibly re.side on dilferent machines. A server 

e)..11orts an abstract view of the reaonrce ii manages with a set of allowable operations 011 it. A client com

municates a request to the server for operations on the resontt.e, and the server collllnunk.ates the outcome 

of the operations to the dient by a response. This regaut-re,porue style of (".Ommunic&tion is fnndamental to 

client-server communka.tlons (also referred to as client-server inte.rat.tions) [U,lOJ. 

In contemporary distributed systems: a senke mar itself be distributed, i.e., prO\rided by a group of 

identical strver processes executing on different machines, with functions replk.ated &11d distributed among 

the ,"3.rious processes to enhance failure tolerance and availability. Clients access the service M a unified 

logical entity across a well-defined interface. An example is a. distributed file service shared by a cluster 

of workstations across a lo<:al network. The sen-foe may consist of a gronp of server processe.s each one 

managing a subset of the file nan1e space. Clients access the file senice with a unified set of primitives in a 

network transpatt.nt fa.,hion. If a proce.ss in the group fails. only the ftle.s managed by the f.ailed process will 

he unavailable &o clients. To encompass sut.h an art.hitecture, we extend the client-server model as follows: 

In general. the mana�ment of a distributed service underscores some form of resource sharing among the 

processes of the service: the sharing manifests in the fom1 of communication among the processes, which we 

refer to as inlm-,er,er eommnietifioa. The communication exhibits a conlemion dyle whereby the processes 

contend among the�lves to access the resource and coordinate the sharing. 

Communicalw• &btnacfioru are required to map the client-server and the intra-server comn1u11kations in 

distributed programs on such systems. The a.hstractlons reside on top of a primitive message-passing IPC 

substrate and interfatt to the clients and seners which constitute the a.pplk.ation layer. Usually, two types 

of IPC mechanisms are provided by the message-passing snbstrate-one-to-one and one-to-many. The client

server and intra-server communications are structured on top of this substrate. Viewing- from the application 

side
1 
though the basic �ge-passing substrate is suflkient for some cla.1ses of client-st.rVer and intra-strver 

communications, semantically it is not powerful enough to handle the consistency issues with regard to the 

distnl,uted state maintained in the client-sen-er interface. Higher le"'l abstractions are needed to provide a 

stronger form of IPC fur reliable conunnni(".ations among the proce9St>.s of the program. 

The theme of this paper is to identify suitable conununk.ation abstractions for use in distributed programs, 
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