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Abstract 

Ersov [l] characterized precomplete numerations as those numerations which 
satisfy the 2nd recursion theorem. In this short note we show that they are 
exactly those numerations which satisfy the strongest form of the 2nd recursion 
theorem. 





§1. Preliminaries 

Definition 1.1. 

A numeration ( of a set A} is a surjection o: N ~ A where N is the set of 

all natural numbers. If A is a singleton, o is called trivial. 

[I 

Definition 1.2. 

A numeration a: N - A is precomplete if for every partial recursive func­

tion / : N - N there is a recursive function g : N - N such that 

I (i )! implies o:(/ ( i )) = o(g ( i )), 

and we can effectively compute a Godel number of g from that of / . We say g 

makes / total modulo a. 

[I 

The next result is due to Ersov (1). However for the sake of the complete­

ness of this paper, we present a proof of this theorem. We also think that this 

will help English speaking readers, for the original proof of Ersov is written in 

German. We assume that If) is a Godel numbering of partial recursive functions 

N-N. 

Proposition 1.3. (Ersov 2nd Recursion Theorem) 
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A numeration o: N - A is precomplete iff there is a recursive function / ix 

satisfying: 

~~(/ix ( n ))! implies 0(~11 (/ iz ( n ))) = o(/ iz ( n )). 

Proof. Assume o is precomplete. There is a total recursive functior. g such 

that: 

~i (i )! implies o(~di)) = o(g (i )). 

Let ~m = ~n • g . Assume ~m ( m )! . Then we have: 

Take / ix ( n) = g ( m ). Since we can compute a Godel number or g from r&, 

fix is a recursive function. Conversely assume such / ix exists. Let h : N - N 

be a partial recursive function. Define a partial recursive function H: N 2 - N 

by: 

H ( x , y ) = h ( x ) if h (x )! 
t otherwise. 

By S -m -n theorem there is a total recursive function / : N - N such that: 

Let h ' = fix· f . Then h ' is a recursive function and: 

o(h '(x)) = o(/ ix(/ (x))) 



= o(H(x ,Y )) 

= o(h (x )) 
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whenever h ( x )! . Construction of h ' is uniform in h . 

§2. Another Characterization or Precomplete Numerations 

[I 

The strongest form of Kleene 2nd recursion theorem states that we can 

enumerate fix-points of each partial recursive function N -+ N. In this section 

we characterize precomplete numerations as those which satisfy this recursion 

theorem. 

Lemma 2.1. 

Let 1r: N -+ X be a precomplete numerations. There is a recursive function 

rJ: N -+ N such that 

i < rJ( i) < 112
( i) < · · · and 

,r( i ) = ,r( r,( i )} = ,r( ,,2( i )} = 

Proof. In case ,r is trivial, this is obviously true. We first prove that from 

z0 ,z., ... ,z,. such that ,r(z 0) = ,r(zi) = · · · = ,r(z,. ), we can compute z,.+1 such 

that z,.+ 1 t {z 0,z 1, ... ,z,} and ,r(z,) = ,r(z,+1). Let m be a number such that 

,r( m) ::/: ,r( z 0). Define a recursive function / : N -+ N by: 



_,_ 

I (t) = zo 
m 

if t (/. {z 0,z 1, ... ,z,} 

otherwise. 

Then by the 2nd recursion theorem, there is n1 E N satisfying: 

mJ ( n / )) = 1r( n / ) = 1r( z o) 

1r(m) 

ifnr (/. {z 0,z 1, .•• ,z,} 

otherwise. 

If n1 (/. {z0,z 1, ... ,z,} then set z,+1 = n1 . Ir n1 E {z 0,z 1, .•• ,z,} then 

n1 = z; for some j < r. Thus 7r(n1 ) = 1r(z 0) = 1r(m ). 

This contradicts to 1r(z 0) =/: 1r(m ). Thus n1 (/. {z0,z 1, ..• ,z, }. Therefore we 

have a recursive function \JI• : N 2 --. N such that 

x =/:- y implies \Jf • (z 0,x) =/:- •• (z 0,y) and 

In fact \JI• ( z 0, x) = Zz • Now define 'I: N --. N by: 

where k = µ y. I \JI • ( z , y ) > z ] . 

Then 'I is a recursive function satisfying: 

1r( ; ) = 1r( ,,u )) = 1r( ,,2u )) = . . . 
[I 

Theorem 2.2. (The Characterization Theorem) 
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A numeration x: N -+ X is precomplete iff there is a recursive injection 

n : N 2 -+ N such that 

~z (n (z ,!I))! implies x(~z (n (z ,Y ))) = x(n (z ,Y )). 

Proof. Assume x is precomplete. By the previous lemma we have a recursive 

function r,: N -+ N such that 

i < ,,(i ) < ,,2(i ) < and 

x(i) = x(q(i)) = xfo2( i)) = 

Define a recursive function ii: N 2 
-+ N by: 

w(i,j) = µy. [y>j and y = 'lk(i) for some k E NJ. 

Define a function t: N 2 -+ N by: 

t (0,0) = "1{0,0) 

t(i,j) = il(i,y) 

where y = µw. [w(i ,u,) :,': t (i,1) I\ u(i,1) < u(i.y )] where u(i ,j) = 2i .3i. 

This t is defined by induction on the linear ordering ( { u(i, j) I i, j E N}, < ). It 

can readily be seen that t is a recursive function satisfying: 

(1) x(t (i ,; )) = x(i ). 

(2) i 1 :;I: i 2 or j 1 :;I: j 2 implies t (i i,j 1) ~ t (i 2,j2). 

By (2) t 1s injective. Since x 1s precomplete there lS a recursive function 

g: N -+ N such that 
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'Pu ( u )! implies X('Pu ( u)) = x(g ( u )). 

Define g : N -+ N by: 

Since t is a recursive injection, g is also a recursive injection. Also we have: 

x(g (u)) = x(t (g (u ),2•)) = x(g (u )). 

Let 'P, (z) = 'Pz ·g. Obviously v is a recursive function. Since tp is a precom­

plete numeration there is a recursive injection t 1 : N 2 -+ N such that: 

'Pc I (j ,j) = 'Pi• 

Define n : N 2 -+ N by: 

n(z,y) = g(t '(v(z),y)). 

Assume 'Pz ( n ( z , y) )! . Then we have 

x(n(z,y)) = x(g(t '(v(z),y))) 

= x(g(t '(v(z),y))) 

= x('Pt 1 (t> (z ),J)(t I ( V (z ),!/))) 

= X('P,(z)(t '(v(z),y))) 

= X('Pz(g(t '(v(z),y)))) 

= X('Pz (n (z ,!/ ))). 

Obviously this n is a recursive injection. The converse immediately follows from 
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the proposition 1.3. 

[I 
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