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ABSTRACT 

Many applications of remotely sensed digital imagery require images 

that are corrected for geometric distortions. It·is often desirable to 

rectify different types of satellite imagery to a com1110n data base. A 

high throughput rectification system is required for commercial 

application. High geometric and radiometric precision uust be maintained. 

The thesis has accomplished the following tasks: 

1. The sensors used to obtain remotely sensed imagery have been 

investigated and the associated geometric distortions inherent 

with each sensor are identified. 

2. The transformation between image coordinates and datum coordinates 

has been determined and the values of the parameters in the 

transformation are estimated. 

3. A unified rectification approach has been developed, for all types 

of remotely sensed digital imagery, which yields a high system 

throughput. 

4. Use of digital terrain models in the rectification process to 

correct for relief displacement has been incorporated. 

5. An efficient image interpolation algorithm has been developed·. 

This algorithm takes into account the fact that imagery does not 

always correspond to sampling on a uniform grid. 

6. The applications of rectified imagery such as 1110saicking and 

multisensor integration have been studied. 
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7. Extension of the rectification algorithm to a future planetary 

mission has been investigated. 

The sensors studied include TIROS~N, Landsat-1, -2 

multispectral scanners, Seasat synthetic aperture radar, 

and -3 

Landsat-4 

thematic mapper and SPOT linear array detectors. Imagery from the last 

two sensors is simulated. 
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CHAPTER l INTRODUCTION 

1.1 Thesis Overview 

This thesis is concerned with the geometric rectification of remotely 

sensed digital imagery including the incorporation of terrain data from 

digital terrain models. The imagery studied includes that obtained from 

existing satellites in the Landsat series, the NOAA series and Seasat. It 

also includes that to be obtained from the proposed SPOT satellite. 

Landsat imagery and NOAA are obtained by mechan1cal scanning sensors while 

synthetic aperture radar (SAR) imagery is obtained by a radar sensor. 

SPOT imagery will be obtained by a linear array sensor. 

The thesis develops a framework for an integrated image processjng 

system with the flexibility to deal with different sensors, to yield 

high throughput, to retain high geometric and radiometric fidelity and 

to be operationally viable. The thesis combines a review and an 

evaluation of previous work, extending it when applicable, with the 

development of novel techniques to deal with problens previously not 

encountered. Specifically, the following is dealt with in this thesis: 

(a) The sensors used to obtain image data are investigated and the 

associated geometric distortions inherent with each sensor are 

identified. Particular attention is given to Landsat-4, SPOT and 

Seasat SAR. The geometric distortions in Landsat-4 Thematic 

Mapper (TM) imagery and in SPOT panchromatic linear array (PLA) 

and miltispectral linear array (MLA) imagery are shown to be 



different from those in Landsat-I, -2 and -3 uultispectral 

(MSS) imagery. The geometric distortions in Seasat SAR imagery 

are also different from those in MSS and linear array imagery. 

These distortions depend on the method of processing the Seasat 

SAR data. 

( b) The tran_sformation between image coordinates and datum 

coordinates is determined. The values of the parameters in the 

transformation are estimated. The orbit and attitude 

parameters are of particular importance. Their values can be 

determined with the aid of ground control points (GCPs). In 

SAR imagery, only the orbit parameters are important. A tnethod 

·to determine their values by automatic focusing is discussed. 

(c) A unified rectification approach is developed, for all types of 

remotely sensed digital imagery, which can he implemented in a 

conventjonal image processing system and which yields a high 

system throughput. High throughput is achieved with 

one-dimensional processing of imagery which is represented by a 

two-dimensional array of digital values. 

(d) Digital terrain models (DTMs) are 

rectification process to correct for 

_Correction for relief displacement 

one-dimensional processing. 

incorporated 

relief 

is also 

into the 

displacement. 

achieved 

(e) An efficient image interpolation algorithm is developed. This 

algorithm takes into account the fact that imagery does not 

always correspond to sampling on a uniform grid. This is 

required for Landsat-4 Thematic Mapper (TM) imagery where scan 

gaps are present. 

2 

I. 



(f) Two applications of rectified imagery are presented: ima~e 

mosaicking and Ullltisensor integration. In image mosaicking, two 

images bordering on the same area are merged into a single image. 

In Dllltisensor inte~ration, two itnages from different sensors, 

Seasat SAR and Landsat-2 MSS, are combined into a single image. 

(g) Extensions to the rectification approach are considered for a 

future planetary m:lssion. 

1.2 Problem Statement 

Geometric rectification is the warping of raw image data to a 

predefined datum such as a particular map projection. Many applications 

of remotely sensed imagery requjre rectification to a common datum. On~ 

example is the production of Seasat/Landsat composites (to be shown jn 

Chapter 6) which combine the high resolution of Seasat with the spectral 

content of Landsat. Rectification is difficult since different 

satellite sensors have diff~rent 

attri b.Jtes. 

orbH parameters and geomet r1 c 

Rectification of satellite imagery involves two steps: 

(a) Geometric transfor111Stion determination of transformation 

between input imagery and datum. 

on the following parameters: 

The transfor111ation depends 

satellite platform and orbit 

data, terrain height, earth curvature and rotation rate. The 

transformation is normally established with the aid of GCPs. 

(b) Interpolation --- sampling of 1111Sge data using a specific 

3 



kernel; e.g., spline or sine function. The 

interpolation depends 

algorithm. 

upon the geometric 

4 

u,ethod of 

trans format :I on 

Rectification has been dealt with by many other authors [BAI<E75, 

EBNE76, HORN79, KONE76, krat7 2, ICRAU78, 

ORI'R78b, OTEP78 and SIM075a]. Previous 

LARSBO, LECKBO, 

work collectively 

following deficiencies when considered for the general case: 

ORI'H78a, 

shares the 

(a) Relief displacement .is not accounted for. Table l.l shows the 

pixel shifts that would appear due to relief displacement for 

various satellite imagery at maximum scan angle. While relief 

displac!'ement is not significant in Landsat-I, -2, and -3 imagery, 

it is significant in Seasat SAR imagery and Landsat-4 TM 

imagery and will be significant in SPOT imagery. Terrain 

information is required for geometric transformation. 

(b) The transformation · and interpolation algorithms presented do 

not address the issue of system throughput. Throughput is of 

pri'IJ'le importance in TM and SPOT imagery since each scene contains 

or wi 11 contain as much as 6000 lines by '6000 pixels per 11 ne 

compared to approximately 3000 lines by 3000 pixels per line in 

an MSS scene. 

(c) The rectification algorithms are sensor and satellite specific. 

Imagery from different sensors cannot be rectified in a single 

shared system. 

(d) The geometric transformation algorithm is often of generalized 

form (e.g.,polynomial) and does not 1r10del the imaging geouietry 
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TABLE l. 1 VALUES OF RELIEF DISPLACEMENT 

Target 
Maximum Nominal elevation 

Satellite scan pixel for 1 pixel 
sensor Altitude angle spacing displacement 

Landsat-I, -2 902 km 5. 78° 58 m 507 m 
-3 MSS 

Landsat- 4 MSS 705 km 7.47° 58 m 406 m 

Landsat-4 TM 705 km 7.47° 30 m 210 m 
(Bands 1, 2, 3, 
4, 5 and 7) 

Landsat-4 705 km 7.47° 120 m 840 m 
TM (Band 6) 

SPOT MLA 820 km 2.12° 20 m 472 m 
(nadir mode) 

SPOT MLA 820 km 28.12° 26 m 44 m 
(side looking 
mode) 

SPOT PLA (nadir 820 km 2.12° 10 m 236 m 
mode) 

SPOT PLA (side 820 km 28.12° 13 m 22 m 
looking mode) 

Seasat SAR 820 km 20.00° 25 m 11 m 



explicitly. Subpixel rectification accuracy requires high quality 

GCPs which are difficult to establish. Algorithms which 

require a small number of GCPs are preferable. 

(e) The problem of scan gap in TM imagery is new. 

6 

This thesis addresses these deficiencies explicitly. Each step is 

considered and the effect of terrain, if any, 1s investigated. 

1.3 Background of Remote Sensing Satellites 

Satellite imagery is obtained from a platform orbiting around the 

earth as shown in Figure 1.1. The combined effect of earth rotation and 

satellite velocity allows the satellite to give repetitive coverage of the 

entire-globe. This produces a large volume of remotely sensed data in a 

reasonably short time, and above all, at a low cost. 

The first generation of remote sensing satellites ~egan in the 1~60s 

with the TIROS and NIMBUS series [NASA76a] which offered a spatial 

resolution of about 1 km. Despite the low spatial resolution, the imagery 

obtained demonstrated the potential of viewing the earth from space. 

The second generation of satellites was the Landsat [NASA76b] 

series launched in the 1970s. Each satellite recorded imagery in four 

spectral bands with resolut1on 1 greater than 100 metres. Currently, 

data from these satellites are still being exploited. Landsat imagery has 

demonstrated the utility of re110tely sensed satellite data in earth 

1 Resolution increases with a decrease in its numerical value. 



Earth 

(a) ORBITING PLATFORM 

(b) GROUND TRACK 

7 

Ground track 

Imaged area when satellite 
travels.from point A to 
point B 

FIGURE 1.1 TYPICAL SATELLITE ORBIT AND GROUND TRACK 



resources applications such as geology, agriculture, 

oceanography. Application is also found in cartography. 

8 

forestry encl 

The Landsat 

series, although not designed for mapping, was capable of generating 

imagery for presentation at a scale of 1:250,000. Precision processing of 

Landsat imagery has been a first step in mapping from satellite borne 

imagery. 

Also in the late 1970s, a civilian SAR system (Seasat [MDA76]) was 

deployed and this gave a vie~ of the earth in the radio frequency 

portion of the electromagnetic spectrum. Seasat SAR data has been 

precision processed to give 25 111etres resolution. Although Seasat was 

operational for only four 1J10nths, all the data collected has yet to be 

completely processed. 

Landsat-D [GSFC82] was launched in July 1982 becoming Landsat-4. A 

key feature in Landsat-4 is its bidirectional scanning TM sensorl with 

seven spectral bands and a spatial resolution of 30 metres in six of these 

channels. The data should support mapping at a scale of 1:100,000 and 

will be used for thematic interpretation. Due to the bidirectional 

scanning of the TM sensor and its high resolution, the resulting imagery 

suffers from geometric distortion 1DOre severely than imagery obtained 

from the earlier Landsat satellites. 

The next generation of satellites will include SPOT2 [~ES81] which 

will provide a spatial resolution from 10 to 27 metres. SPOT's design 

also provides stereo capability. Large areas of the earth remain to be 

mapped precisely and SPOT imagery will be used to prepare and update 

topography maps at a scale of 1:100,000. SAR systems have been carried on 

1 See Appendix A. 
2 See Appendix B. 



9 

the space shuttles. In Canada, a SAR syste~ (RADARSAT) is planned for ice 

study. 

The trend to use satellite imagery in mapping in addition to 

conventional aerial photography is gaining support. Satellites are a more 

cost effective source of cartographic information compared to conv~ntional 

aerial photography. The digital nature of satellite imagery can also 

render it easier to handle and to process. Colvocoresses [COLV79] has 

advocated a mapping satellite system (MAPSAT) to be deployed in the 1980s. 

It will also have the stereo capability. Both SPOT and the proposed 

MAPSAT will use solid state linear array detectors which can produce 

imagery of high geometric fidelity. 

Another synthetic aperture radar system has 

to map th~ surface of the planet Venus [JAME82). 

be launched in the late 1980s or in the 1990s. 

been proposed by NASA 

The proposed system will 

In a short time span, satellite imaging systems have evolved fro~ lo~ 

spatial resolution to high spatial resolution, have increased the number 

of spectral channels and spectral resolution, have extended outside the 

visible portion of the spectrum to include near infrared, thermal infrared 

and radio frequencies, and have begun to use solid state linear array 

detectors. This evolution proceeds in cycles as illustrated in Figure 

1.2. Each cycle starts with the user definition of sensor requirements, 

including the number of spectral bands, the spectral response and 

spatial resolution. Then a satellite sensor is developed and launched. 

Dat·a acquired by the sensor are transmitted to a ground station where they 
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are received and processed. Finally, image products are distributed to the 

user. Experience gained using the imagery allows the user to define 

requirements for the next generation of satellites. 

1.4 Thesis Outline 

This introductory chapter has defined the problem. The rest of the 

thesis is organized as follows: 

Chapter 2 gives the methodology for the rectification of remotely 

sensed imagery. It presents methods for geometric transformation and 

interpolation and demonstrates the use of IY!'Ms in the rectification 

process. The methods yield high throughput. The overall • geometric 

transformation is coefficient driven. Image interpolation is performed hy 

one-dimensional processing. Different types of imagery are handled. 

Chapter 3 describes DTMs, their acquisition, types, accuracies and 

me~hods of interpolation. 

Chapter 4 discusses scanner and linear array imagery. It contains 

a review of related work in the area of image rectification and how GCPs 

are used. The attitude modelling method (the attitude information 1s in 

the rectification geometric transformation) is tested on both Landsat 

and TIROS-N imagery. Finally, synthesized Landsat-4 and SPOT imagery 

is used to show the specific geometric distortions including relief 

displacement effects. Rectifications using the proposed algorithm are 

performed on the synthesized imagery as well as on Landsat-2 MSS imagery. 

11 
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Chapter 5 discusses SAR imagery. Unlike scanner and linear array 

imagery, the raw data of SAR imagery need to be processed to be 

presented in image form. This chapter starts with an introduction to 

the theory of SAR and then it outlines the geometric transformation. It, 

also shows how GCPs are used to update the satellite orbit data. Finally, 

the problem of relief displacement is examined and results of rectifying a 

Seasat SAR scene using a DTM of the same area are presented. 

Chapter 6 presents some applications with rectified imagery such as 

image mosaicking and m.iltisensor integration. It also extends the method 

to imagery obtainable from a proposed planetary mission. 

Chapter 7 concludes the thesis with discussions of the method 

presented, the experimental results and recommendations for 

research work. 

future 

' I 

• I 
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CRAFTER 2 INVESTIGATION OF AN APPROACR 

2.1 Introduction 

This chapter first discusses and compares various rectification 

approaches, then proposes and investigates one which can handle remotely 

sensed imagery from different satellites. 

Rectification is the warping of an input image to an output grid. 

The _input image is seen by a satellite sensor and hence contains 

inherent geometric distortions caused by earth curvature and rotation, 

satellite attitude variation across the image, panoramic and relief 

distortions. The output grid is a user defined map projecti()n. 

Rectification involves two steps: geometric transformation and 

interpolation. 

Since the final result of rectification is an image in the output 

coordinates, it is necessary for the geometric transformation to map the 

output image coordinates (x,y) to the input image coordinates (u,v). 

The transformation is represented by the general form: 

u ., f (x,y) 
a 

v • g
8
(x,y) 

(2.1.a) 

(2 .1 b) 

The functions f and g can be represented in many forms, the simplest a a 

being a pair of low order polynomials and the more elaborate being a 

pair of complicated algebraic functions explicitly taking parameters of 

the imaging geometry and earth rotation into account. Regardless of the 

representation, function parameters and coefficients need to be determined 



14 

and this normally requires the use of GCPs. In this thesis the 

determination of these parameters is called l navigation • A typical 

example of parameters is the set of attitude . angles of the satellite 

platform. 

The output image may contains millions of data points. To perform 

the mapping defined by Equations 2.la and b for all the data points may be 

too time consuming for practical purposes. Therefore it is useful to find 

a f as t mapping : 

u = fb(x,y) 

v -= gb(x,y) 

such that fb and gb approximate 

(2.2a) 

( 2. 2 b) 

f and g and this new form renders 
a a 

a 

fast computation. In this thesis the establishment of fb and gb is called 

remapping. It rust be emphasized that fb and are not in the same 

functional form as f and g , especially when f and 
a a a 

are complicated 

algebraic functions. But f and g must be established first and they are 
a a 

used to determine fb and gb. 

Interpolation determines an intensity value at each output image 

integral coordinate (x,y). Integral values of (x,y) do not necessarily 

map into integral values of (u,v). Interpolation determines the intensity 

at each mapped, but non-integral (u ,v). The convolution method is used ·1n 

this thesis. If the input imagery data are band limited, then the 

convolution kernel (also called the interpolation kernel) should 

correspond to that of an ideal low pass filter [LATH65]. Such a filter 

can only be realized with an infinite kernel size and hence is not 

1 The term "navigation" is used in this thesis to avoid a 
"Using GCPs to determine the parameter values in 
transformation given by fa and ga in Equation 2 .1 ". 

lengthy phras"e 
the geometric 
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practical for direct implementation. A practical kernel has to be designed 

so that high radiometric accuracy is retained in the interpolation 

process. 

Image interpolation is a two-dimensional convolution process 

(i.e., the convolution kernel is a two-dimensional spatial filter). This 

c~n · be a slow process for two reasons: the number of arithmetic operations 

is large and many physical image read/write operations may be required. 

However by carefully choosing the remapping functions fb and 

interpolation is reduced to several one-dimensional processes while 

retaining the same degree of radiometric accuracy as in the 

two-dimensional interpolation case. 

This chapter presents a navigation algorithm which yields high 

geometric precision and which uses relatively few GCPs per image scene. 

This chapter also presents a fast interpolation algorithm, including the 

use of DTM data. Remapping is table (or coefficient) driven so that it 

has the flexibility to handle a variety of satellite imagery. Remapping 

and interpolation are implemented in several one-dimensional processing 

passes. The result is a high throughput system for rectifying various 

kinds of satellite borne imagery, including relief displacement 

correction. Furthermore, radiometric fidelity is preserved si~ce 

one-dimensional processing allows the use of a large interpolation kernel. 

The image is stored in a conventional manner (i.e., successive lines of 

imagery are stored in consecutive records on disk or tape). 

Sections 2.2 and 2.3 present and compare various 

methods. Section 2.4 discusses remapping and interpolation. 

navigation 

Section 2.5 
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develops a suitable choice of interpolation kernel, 

Finally, Section 2.6 concludes with an illustration of the flow of 

data (image and DTM) through a typical system configured to use the 

algorithms developed. Though the geometry of different sensors is 

different, the methodology and software performing the rectification is 

the same. 

2.2 Geometric Transformation/ Navigation 

. 
Procedures developed for rectification of satellite imagery are based 

on the computation of geometric coefficients of mathe~atical models that 

characterize the distortions in the image. The distortions are 

After represented by functions fa and ga in Equations 2.la and b. 

obtaining values for these coefficients with the aid of GCPs in the 

navigation process, the mapping function to be used in the re111Spping 

process is determined. In the literature, numerous algorithms have· been 

reported [BAKE75, BERN76, EBNE76, HORN79, KONE76, RRAT72, KRAU78, 

LARS80, LECK80, LITT80, ORTH7fla, ORTR78b, and StM075a]. In general, 

these algorithms either use a polyno~ial approach or set up an attitude 

time series 1110del. This section describes some of the approaches, :and 

identifies the particular approach adopted in this thesis. 

The transformations in Sections 2.2.1 to 2.2.5 refer to f
8 

and g 
a 

in Equation 2.1. 
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2.2.l Weighted Arithmetic Mean 

The weighted arithmetic 1J1ean method calculates for any interpolation 

point (x,y) in the output grid the displacements ~x • u - x and Ay • v -

y, each as a function of displacements of all GCPs over the entire 

1 mage. Specifically: 

l n 
!:,X • - I: wi (x,y,x1 ,Yi) t:,x1 

K 1•1 
(2.3a) 

1 n 
!).y a:: - I: Wi(x,y,x1 ,y1 ) Ay1 

K i-=l 
( 2. 3 b) 

where 1 varies over all GCPs, Axi and Ay 1 are displacements of the 1-th 

• GCP, n is the total number of GCPs, w1 is a weighting function and 

should be a monotonically decreasing function of distance between the i-th 

GCP and the interpolation point (x,y), and K is the nor11)8lization constant 

given by: 

(2.4) 

This is known as Shepard's method [SCHU76a) in the interpolation 

literature. While this method 1s simple, it requires that the distance 

weight be independent of the direction and position of the interpo~ation 

point (BAKE75 and KONE76]. This requirement is not necessarily obeyed in 

satellite imagery. 
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2.2.2 Polynomial Transformation 

The polynomial approach [BERN76, KONE76, LECK80] extrapolates the 

displacement made at the GCPs to all other points in the image by 

modelling the distortion function as two polynomial functions of 

position within the image. The coefficients of the polynomials are 

estimated hy least square methods. In effect, this method is a "rubber 

sheet fitting" technique between the image and the reference 

projection. This approach is independent of satelljte attitude, scanner 

geometry and earth geometry. 

The polynomial can be written as 

N N-p 
u .. ! ! a xp Yq 

pa:Q qcO pq 
(2.Sa) 

N N-p 
V • ! t b xp Yq 

psO qa:0 pq 
( 2. 5 b) 

where N is the order of the polynomial transformation. The GCPs are 

used to compute the coefficients a and b by a least squares method, pq pq 

Sot!IE!times the image is semi-correcterl for system errors such as earth 

rotation, panoram:ic djstortion, nonlinear sensor sweep and scan skew. Let 

the semi-corrected image coordinates be (x' ,y'). In this case, 

polynomials are applied to displacement errors between (x,y) and (x' ,y'): 

N N-p 
t::.x.,, X 

, 
- X = ! ! a xp yq (2.6a) 

pa:O qa:0 pq 

N N-p 
l:::.Y = y - y = ! r hpq xp yq ( 2. 6 b) 

P"'O q=O 

, 
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The weighted arithmetic mean of Section 2.2.l is a special case of 

the polynomial transformation as can be demonstrated by 

Equations 2.3a and bas follows: 

n 
U • X + I: f.(x,y) (ui- xi) 

i•l l 

n 
V a:: y + I:f1 (x,y) (vi- yi) 

i•l 
and 

n 
fi(x,y) = w1 / I: w1 

i•l 
With 

rewriting 

(2.7a) 

(2.7b) 

(2.7c) 

The powers of the polynomials in x and y then depend on the functional 

forms of f.(x,y). 
l. 

2.2.3 Spline Functions 

Transformation by polynomials over the entire image often has the 

disadvantage that higher order polynomials are needed to · ensure good 

fit. It is possible to achieve the same degree of fit with lower order 

polynomials by first segmenting the image into separate regions. A 

polynomial is determined for each region. These polynomials can be made 

continuous up to order N-1 (N is the polynomial order) at the region 

boundaries. These polynomials define spline functions whose 

coefficients are determined using GCPs and ·a least squares fitting method. 
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2.2.4 General Time Series Model 

The time series approach models the displacement terns mathema-tically 

based on platform and sensor geometry. This typically involves 

trigonometry and other complex mathematical functions. If all the 

parameters are known. the satellite data can be geometrically corrected by 

transformation equations of the form1 
: 

X"" X [p 1 , Pz, •••• pn, t(u,v)] 

Y-= Y [p 1 , p2 , •••• pn, t(u,v)] 

(2.fla) 

(2.8b) 

where t is the imaging time of an input pixel having coordinates (u,v) and 

the p. 's (i=l ton) are parameters of scanner geometry, earth rotation, 
l 

satellite orbit and attitude, mirror sweep rate and the like •. 

Unfortunately, all of the parameters are not known a priori. Unknown 

parameters can be expressed as polynomials in time. For example, the 1-th 

parameter in the group is represented by an N
1
-th degree polynomial: 

(2.9) 

The coefficients kli are estimated using GCPs in the following manner 

[KONE76] using ~ewton's method: 

(a) Assume initial values of the coefficients. 

(b) Compute the transformation error Ax and Ay for all GCP locations. · 

(c) At the same GCP locations, evaluate the partial derivatives of 

x and y with respect to the coefficients. 

(d) Steps (b) and (c) determine a set of simultaneous linear 

equations in Akli which can be solved by a least squares method. 

( e) U?d ate kli by Ak11 • 

l For the discussion of determining the p1 values, it is uore convenient to 
express x and y as functions of u and v than vice versa. 



(f) Repeat Steps (b) to (e) unt11 the values of the coefficients in 

the time series no longer change enough to affect the overall 

geometric accuracy of the transformation. 

2.2.5 Time Series Model with Recursive Estimator 
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Another approach [MDA78, CAR075 and ORTH78a] is similar to that of 

Section 2.2.4 except that the GCPs drive a recursive estimator to refine 

the time series coefficients. The recursive estimator is a special case 

of the Kalman filter [Appendix A, MDA78, DUPL67, MILL71, LEON70 and 

UCLA79] and is discussed in Appendix C. 

The recursive estimate incorporates the GCPs one at a time into the 

estimator, updating the error model (time series) after each. The first 

GCP allows removal of some of the image errors, and each following GCP 

refines the geometric precision. More importantly, the uncertainty in the 

predicted location of each new GCP decreases due to the incrementally 

improved estimate. This has distinct operational advantages, both in 

searching for the next GCP location and in detecting pointing errors 

associated with the current GCP. 

The estimator is a set of recursive equations f9r optimally, in the 

least squares sense, estima·ting the state vector containing variables which 

are obtained from noise corrupted measurement data. In the application 

here, the state vector consists of the time series coefficients. The 

recursive equations (derived in Appendix C) are summarized in ~hat 

fallows. 
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An earth centred rotating (ECR) coordinate syste~ is chosen to 

reference a GCP on the earth ellipsoid. In this coordinate system the 

origin is at the earth's centre, the x-axis points to o~ longitude, the 

z-azis points to the north pole and the y-axis co~letes a right-handed 

coordinate system. 

Let l. be the state vector, P be the covariance matrix of the state 

vector, Ebe the error covariance matrix projected on the ECR coordinates 

in the GCP measurement, H be the measurement matrix to be defined and I 

be the identity matrix. The recursive equations are then given by: 

(a) Compute optimal weight 

b = P( i) HT [H P( i) HT + E )- l (2.10) 

(b) Make optimal estimate 

If_ ( i ) "" '¥ ( 1-1 ) + b [ R ( i ) - R ('!' ( 1-1 ) ) ) 
- -g -g -

(2.11) 

( c) Update covariance matrix 

P(i) = (I - bH) P(i) (2.12) 

Here, R (i) are the GCP's ECR coordinates (i.e., froma · maps.heet), -g 

and R (If) are the estimated ECR coordinates for the same GCP using 1 in 
-g -

the transformation. The components of E represent GCP designation 

accuracies in the three ECR coordinate axes. The matrix E is taken to 

be diagonal since the designation accuracies in the axes are uncorrelated. 

Hence: 

E(i ,j) .. t2 
(2.13) 

Therefore the value of, reflects the confidence level in the GCP 

I, 
t 
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measurement, and this is determined by the operator's pointing accuracy on 

the displayed image and the GCP accuracy on the mapsheet. The components 

of H are the partial derivatives of R with respect to the state vector 
-g 

parameters. The recursive estimation procedure is shown in Figure 2.1. 

Landsat-1, -2 and -3 imagery is routinely rectified using this 

technique [0Rl'R77, 0Rl'H78a, and ORI'R78b] and subpixel accuracy is 

achievable using 3 _ to 12 GCPs in a Landsat scene. The number of GCPs 

required decreases with increased reliability in GCP map coordinates and 

GCP identification. Here the parameters to be estimated are satellite 

attitude angles (pitch, roll and yaw) and satellite altitude. 

2.3 Comparision of Geometric Transformation/ Navigation Methods 

In this section comparison is made between the polynomial and the 

time series methods. In general, one concludes that the latter 

technique is superior to the former. Comparison along specific dimensions 

is presented in the subsections which follow. 

2.3.1 Distribution of GCPs 

Transformation by the polynomial method has the advantage that no 

prio~ information on the geometric distortions is included. Renee, no 

trigonometric or other coq>lex algebraic transformation equations are 

involved. However, while polynomials may be made to fit well at the 

GCPs from which the coefficients are determined, ~hey can deviate 

significantly in areas where no GCPs are present. Therefore, a uniform 
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spatial distrib..ition of the GCPs is vital to the overall accuracy of the 

polynomial transformation method. 

In the case of the attitude time series model, the GCP distribution 

i~ constrained only by the requirement that yaw is best estimated by GCPs 

at the frame edge, since yaw corresponds to rotation about the frame 

centre line. Similarly, the effect of roll is most noticeable at the 

edges of a scan line or frame. Finally the maxinum effect of pitch is 

to be found at the top and bottom of a frame. 

An equivalent polynomial order for the time series method is 

reflected in the complexity of Equations 2.8a and b. While this is 

undoubtedly a high order transformation, advantage is taken in the 

form..ilation of the interdependence of coefficients to reduce the total 

number of degrees of freedom. The fact that this interdependence is taken 

into account explicitly in the time series method guarantees mapping 

accuracy in areas with no GCPs, insofar as no discontinuous changes in the 

time se.ries parameters can occur. 

2.3.2 Transformation Accuracy 

Image rectification accuracy is often required to subpixel precision, 

RMS, across the scene. Simon and Caron [SIM075] point out that the 

polynomial approach cannot be expected to reach this precision, with few 

(less than 20) GCPs. To achieve subpixel rectification accuracy for 

Landsat~l, -2 and -3 imagery, each attitude conponent should be known 

to the nearest tenth of a m:illiradian. To this end, Caron and Sitn0n 
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developed a linear recursive estimator for the time series model. The 

transformation accuracy obtained is at the subpixel level with about 10 

GCPs, under favourable circumstances (i.e., easy identification of GCP and 

reliable GCP map coordinates). 

Knoecny's [KONE76] survey of the polynomial approach shows that to 

achieve the same degree of accuracy, a 12 degree polynomial and 64 GCPs 

would have to he used. Konecny's survey also shows that if an affine 

transformation is used, 15 GCPs would give an RMS error of 160 metres in 

Landsat imagery. By increasing the number of GCPs to 33, the RMS error 

drops to 150 metres. 

2.3.3 Unique Advantages of Time Series Approach 

The time series approach allows certain parameters t,o be determined 

explicitly (rather than being embedded in polynomial coefficients). 

This is advantageous when those parameters are required for other 

considerations. 

In the case of scanner imagery, roll also affects relief displacement 

(see Section 4.4.4). Hence, for this correction, it is important~ to 

have the roll information in addition to terrain data. The polynomial 

approach does not give the roll angle whereas the time series modelling 

approach gives each attitude angle as a function of time. Therefore, 

for each pixel position in an image, the roll angle can be determined. 

. I 
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2.3.4 Unique Advantages of a Recursive Estimator 

The recursive estimator approach has operational advantages derived 

from the sequential measurement of each GCP followed by an estimator 

update. This sequential structure allows an estimate of the accuracy of a 

GCP measurement before it is used to update the current attitude 

estimates. Erroneous GCP measurements can be rejected. Moreover, as 

errors diminish at each stage, it becomes increasingly easy to locate 

new GCPs in the image. No such information can be generated by the 

polynomial or time series ~del with an iterative approach. Also in the 

recursive estimator approach, the GCP deviations can be listed following 

the fitting procedures. Excessive deviations are noted by the operator, 

who then JTllSt edit the input data to the estimator to delete undesirable 

GCPs. The operator would also have to remeasure GCPs, if required. 

2.3.S Su~mary 

A time series model with a recursive estimator is preferred for the 

following reasons: 

(a) It is superior to the polynomial approach in terns of overall 

geometric accuracy. 

(b) In the navigation process, fewer GCPs are required. This is 

of great operational importance since high quality GCPs are rare 

and difficult to obtain. 

(c) A recursive estimator processes one GCP at a time. A badly 

measured GCP is immediately noticeable and can be rej~cted. 

(d) In the case of scanner imagery, the roll angle across the 
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scene is "reconstructed". This angle is of importance in the 

relief displacement correction phase. 

This thesis extends this technique to TIROS-N AVH.RR (Section 4.3.2) 

which suffers from a much higher panoramic 1. distortion, covers a larger 

area for a scene and has a considerably lower resolution than Landsat 

imagery. 

2.4 Remapping and Interpolation 

2.4.1 Background 

Remapping is the determination of a transformation, given by fb and 

gb in Equation 2.2, ~ the output grid (x,y) ~ the input grid (u,v). 

This transformation, when combined with interpolation, must give a fast 

computation of the intensity at (x,y.) and store it away Without 

excessive disk traffic (both read and write). Remapping and interpolation 

are highly related. Therefore, when designing a remapping algorithm, 

one must take into account the eventual interpolation :method. 

Existing methods are processing by blocks (ZOBRR2] or by strips 

[RAMA.77). In processing by blocks, the output grid is segmented into 

blocks and one block at a time is processed in core. The input area 

containing the output block is read into core while processing the 

block. In processing by strips all the input lines required to process an 

1 Since pixel sampling in a scan line proceeds in equal till'E intervals, 
the gr.ound segt11ent imagtod is -proporti-onal to the tangent of the scan 
angle. This effect, combined with the earth's curvature, produces a 
panoramic distortion in the along scan direction. 

'. 

r .• 
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output line are stored and processed in core. The core size requireuient 

is then a function of output image size and of the rotation angle between 

input and output. 

This section discusses a processing tnethod in which remapping and 

interpolation are performed in one-dimensional passes over the image. 

It offers the following advantages: 

(a) For each pass, either all the column numbers or all the row 

numbers remain the same between input and output. This means 

that one row/column of input data corresponds to the same 

row/column of output data. 

(b) One-dimensional interpolation is implemented in each pass. 

(c) The algorithm can be performed in-place, 

storage requirements. 

hence reducing 

(d) Relief displacement correction can be incorporated into the 

first pass which operates in the along scan direction. 

2.4.2 Bilinear Remapping 

Fast transformation from the output image coordinates (x,y) to input 

image coordinates (u,v) can be achieved by se~menting the output image 

into blocks. The transformation . for each block is approximated by two 

piecewise bilinear functions of the output coordinates. The coefficients 

for each block are determined by first mapping the four corner points from 

(x,y) to (u,v). This, called inverse transformation, cannot be expressed 

in closed form. Derivation of this inverse transformation starts with the 

forward transformation from (u,v) to (x,y) Which can be expressed in 
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closed form and is a function of: 

- sensor geometry, 

- satellite orbit ephemeris, 

- satellite attitude (not applicable in SAR imagery), 

- method of processing, and 

- earth spheroid and earth rotatjon. 

Once the transformation parameters are determined (from 

navigation), it is possible to transform from image line and pixel 

coordinates to ECR coordinates and eventually to any desired output map 

projection, all in closed form • 

Piecewise bilinear functions are the simplest functions that 

guarantee continuity at the block boundaries. The block size is set by the 

required geouetric accuracy. The bilinear functions are developed in 

Appendix D. 

Alternatively, an affine transformation can be used instead of a 

bilinear transformation. But an affine mapping is in general discontinuous 

from one block to the next. This can introduce image ·artifacts and 

consequently is not discussed further here. 

While remapping by the bilinear transformation between (x,y) and 

(u,v) 1s st_raightforward, a direct usage of the transformation between 

these coordinates will call for two-dimensional interpolation. The 

remainder of Section 2.4 shows that a bilinear transformation can be 

1· 

... 
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established between the input and output of each ,one-dimensional 

processing pass, and that the bilinear transformation in each pass can be 

reduced to an equivalent one-dimensional linear transformation • 

. 2.4.3 Two-Pass Processing 

Two-dimensional interpolation is slow and expensive to i11"J)lement. 

A further complication arises when the interpolation kernel increases in 

size in both directions. However, 1t may be possible to modify the 

process into two one-dimensional interpolation processes1 which are easier 

to implement and more efficient with respect to interpolation time 

requirement. Also, it has. the added advantage that relief displacement 

and other high frequency distortions can be corrected in the first pass. 

Let p,q be the coordinates of an intermediate image as a result of 

the first remapping and interpolation pass. It is possible to split the 

bilinear transformation into two parts [TRW77] as follows: 

First 

Second 

pass: 

u ., fl(p,q) 

V s q 

pass: 

p ., X 

q - gl(x,y) 

(2.14a) 

(2.14b) 

(2.15a) 

(2.15b) 

1 This is possible if the interpolation kernel H (x,y) is separable. 
is, 'H(x,y) can be decomposed into two functions H

1
(x) and H

2
(y) 

~(x,y) • R
1 
(x) R 2 (y). For example, if 'H(x,y) • s1nc(x) sinc(y), 

'R(x,y) is separable with H
1 
(x)•sinc(x) and R2(y) • sinc(y). 

That 
where 

then 
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The intermediate image and the output image are partitioned into 

blocks, and f 1 and g1 are bilinear polynomials. Since in £ 1 the value 

of q is fixed and in g1 the value of xis fixed, f 1 and g1 degenerate to 

linear functions. Geometrically it means that all pixels are moved 

horizontally to their final x-position first. Also in this pass, all 

along scan high frequency errors, such as relief displacement, sensor 

offset, line length variation, earth rotation and pixel spacing 

nonlinearity can be corrected. Furthermore, it has the significant 

advantage that a two-dimensional interpolation kernel reduces 

effectively to a one-dimensional kernel since the kernel weight in the 

v-direction is zero at all values of v when v • q. In the second pass 

which is performed along columns of data, the kernel again reduces to 

one-dimension. 

Lines of an image are stored in consecutive records in a typical 

system. Therefore, to perfor~ the second pass remapping and 

interpolation, the intermediate image (p,q) should be rotated through 90• 

first. Fast matrix transpose methods for large files have been 

described by Eklundh [EKLU72] and Goldbogan [GOLD81). Note that matrix 

• rotation through 90 can be achieved by matrix transposition and reading 

the resulting rows of data backwards. 

Figure 2.2 illustrates the remapping and interpolation directions 

in each pass. 

2.4.4 Three-Pass Processing 

The output image (x,y) can assume any orientation which is user 
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specified. lf there is a rotation with respect to the raw image (u,v), 

aliasing is introduced in the two-pass processing 111ethod resulting in 

incorrect radiometric values. Aliasing is explained as follows. In the 

two-dimensional method, the intensity at a t-Nrked point is obtained by 

interpolating on the neighbouring ~marked p_oints. However, in the 

two-pass method, the intensity at the same A-marked point is obtained by 

interpolating on the 0-marked points. Let 11 and 12 be the across scan 

spacing between the a-marked points and 0-marked points respect.ively as 

shown in the figure. Since 12 > 1
1

, aliasing occurs as a result of 

interpolation. 

Friedmann has solved the aliasing problem in the case of image 

rotation by modifying the two-pass one-dimensional processing method 

into a three-pass one-dimensional processing method [FRIE81). An 

oversampling procedure is introduced in the first pass (along scan) to 

push apart the spectrum replica of the original image in the frequency 

domain. The oversampling sis given by: 

s > 1 / ( 1 + tan e) (2. Hi) 

where e is the angle of rotation and O < s < 1. The number of pixels 

per line in the first intermediate image is increased by a factor 1/s. 

The rotation matrix can be expressed as: 

. [ x~] & [ cos e 
y -s1 n e 

(2.17) 

where (x' ,y') is the unrotated image coordinate system (the y'-axis aljgns 
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with satellite velocity) and e is measured in the counter clockwise sense. 

In Friedmann's three-pass method. image rotation can be performed 

properly with an oversampling operation in the first pass, and the whole 

process can be written as: 

cos e /s 
(2.18) 

0 

where M1 is a row direction (along scan) oversampling operation with 

scaling factors along a row of data, M2 is a column direction (across 

scan) operation and M
3 

is another row direction operation. Operations 

M
1

, M2 and M
3 

are performed in order, resulting in an unage after each 

operation. Figure 2.3 shows the three-pass rotation method. 

This thesis extends Friedmann's idea to the remapping and 

interpolation of satellite imagery in which, in addition to rotation, 

along scan and across scan distortions have to be corrected. The whole 

process is conceptually depicted in Figure 2.4. At first, assume that 

there is no rotation and the two-pass processing given by Equations 2.14 

and 2.15 (with x replaced by x' and y by y') will produce an image free of 

aliasing. Then the three-pass rotation is performed. The two steps 

give a five-pass process as shown in Figure 2.4a, Let the first pass 

operation be denoted by R 1 and the second pass operation by H2 • The 

oversampling operation M
1 

can be coupled resulting in 
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Figure 2.4b. Sine~ H2' and M2' are neighbouring coluum operations, they can 

be coupled to form one operation. The final result is a three-pass 

process as shown in Figure 2.4c. 

2.5 Interpolation Kernel 

Interpolation is the computation of the intensity of each output 

pixel with an interpolation kernel. This section examines different 

kernels and proposes one which is most suited to the three-pass process 

presented in Section 2.4. 

2.5.l Outline of Interpolation Methods 

2.5.1.l Nearest Neighbour and Linear Interpolations 

Nearest neighbour interpolation is the simplest form 

interpolation methods. The interpolation kernel is given by: 

-1/2 ( X ~ 1/2 

elsewhere 

Its frequency response is a sine function given by: 

r
0
(t) • sinc(~f) 

where sinc(x) is defined as sin(x)/x. 

Another simple form is linear interpolation given by: 

• { 1 O X f
1
(x) 

X ~ 1 

elsewhere 

of all 

(2.19) 

(2.20) 

(2.21) 
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Its frequency response is given by: 

(2.22) 

The interpolation kernels and their frequency responses are plottecl in 

Figure 2.5. These two interpolation kernels perform poorly 1n terms of 

radiometric accuracy, as shown by their frequency response deviations fro~ 

the ideal low pass filter, when applied to image interpolation. But 

they are adequate for DTM interpolation as will be discussed in Chapter 3. 

2.5.1.2 Cubic Spline 

A spline is a sIDOoth curve passing through a set of discrete sample 

points which are not necessarily uniformly spaced. A common spline is the 

cubic spline which is defined as follows. Let the sample points be ti 

where i i s t he s amp l e point index. Then in the interval ti to ti+l a 

cubic polynomial is fitted and the fitting function, its first and 

second derivatives are continuous at both end points. 

in this interval is given by: 

The interpolation 

(2. 23) 

From the continuity conditions, the four coefficients c0i to c31 can be 

found [DEB079] and the result is presented below without proof here. 

Denot~ the data points by Fi , the slope of f(t) at ti by si, the 

spacing between ti and ti+l by hi i.e., 

(2.24) 
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and the forward difference by F[t1 , t 1+
1

J where 

then: 

c21 s 2 {3 F[ti, ti+l] - 2 s 1 - si+l} / h1 

c31 £ 6 {-2 F[ti, ti+l] + Si+ 61+1} / hi2 
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(2.25) 

(2.26a) 

(2.26b) 

(2.26c) 

(2.26d) 

It remains to determine the slopes at all data points. This can be 

done by solving the set of linear equations: 

where 

and 2 < i < n-1 where n is the total number of points. 

this is: 

• • 
• .. • 
• 

6 
n 

(n-2) x n nxl 

(2.27) 

(2.28) 

In matrix form, 

(2.29) 

It requires O(n) operations to solve for the si's, N~te that there 

are n-2 equations with n unknowns. It is necessary to choose two of then 
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This can be done by taking s. 
l. 

as 
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the slope at of 

the quadratic polynomial which agrees with F at ti-l • ti and ti+l. Then: 

The error in interpolation is given by: 

I e I < (5/384) h 4 I f(
4 ) I 

i 

where f(
4

) is the fourth derivative of f(t). 

2.5.1.3 B-Spline 

(2.30) 

(2.31) 

Another class of splines is the set of B-splines. A B-spline is· a 

polynomial fit in each interval ti to ti+l, and the 0-th to (n-1 )th 

derivatives are continuous where n :Is the polynomial order. Interpolation 

is performed with the aid of a set of basis function B: 

n 
f(t) • t ai Bi,k(t) 

i=l 
(2.32) 

where n is the total number of points, k-1 is the polynomial order, ai 

is a set of coefficients to be determined, and Bi,k(t) belongs to the 

set B. The set Bis defined recursively: 

(2.33a) 
elsewhere 

(2.33b) 

with k > l and 0/0 • 1. The evaluation of the B-spline by the 

-1 
I 

. ' 

· I 
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recurrence relation is very stable since only additions of non~negative 

quantities are involved. For a given t say tj > t > tj+l, then only the 

following B-splines are non-zero: 

• . . . . . . . . . . . . . . . 

Bj,l 

B. 2 
J' 

B. 3 
J' • 
• 
• 

It remains to determine ai. 

sinrultaneous linear equations: 

This is done by solving a set of 

n 
I: ai B. /t) "' F 

i-=1 1, i 
(2.34) 

In matrix form this 1 s: 

al Fl . 
e • (2.35) . 

a F 
n n 

The matrix e is a function of Bi k and is diagonally dominant. 
' 

2.5.1.4 The Sampling Theorem 

Let Fi be an infinite string of pulses sa~led on a function f(t) 

at equal time intervals iT where Tis the time spacing between samples. 

The original function f(t) and its spectrum can be recovered CO!Ji>letely if 

the following conditions are satisfied: 
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( a) The signal f(t) is band limited With bandwidth W• 
' i.e. , its 

highest significant frequency is less than W cycles/second. 

(b) The signal is sampled at more than the Nyquist rate of 2 W 

samples per second. 

This is known as the sampling theorem [LATH65, JERR77 and SAKR68]. 

!I. For a given signal, the highest frequency that can be represented 

is 0.5 cycle/pixel and the interpolation is given ~y: 

00 

f ( t) ""' I: Fi s 1 nc [ 'IT ( t-i) ] 
1=-ao 

(2.36) 

2.5.1.5 Cubic Convolution 

The interpolation given by Equation 2.36 requires an infinite 

number of data points. Cubic convolution uses a truncated sine function 

which extends over four points. The kernel is modified so that the 

first derivative, as a result of interpolation, is continuous. The kernel 

is [ BERN 7 6] : 

f(x) • 

, 0 < IX I < 1 

1 < IXI < 2 

, elsewhere 

(2.37) 

Cubic convolution is advocated by Bernstein [BERN76] and Simon 

[SIM075b] because the kernel size in two-dimensional interpolation is only 

4X4. 
1 For ease in discussion, frequency here is expressed as cycles/pixel. 

This can easily be converted to cycles/second if the sampling rate 
is known. 
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Shlien [SRLI79] has also investigated other splines with different 

kernel sizes, which are approximations to the ideal sine function. 

2.5.1.5 Comparison of Interpolation Kernels 

The spline methods are not pursued further here. The more 

traditional engineering approach of using the convolution of sample points 

with the sine function (Equation 2.36) is used in the remainder of the 

thesis. 

Figure 2.6 shows the frequency response of the cubic convolution 

kernel. The ideal low pass filter, which the sine function yields, is 

inserted in the figure for comparison purposes. Interpolation 

experiments have been performed with sine waves of d1fferent frequencies 

and the RMS interpolation error 1s also shown in the figure. Since the 

frequency response crosses 1 at 0.28 cycle per pixel, a dip occurs in the 

RMS error around this frequency. Beyond this frequency, the response 

deviates drastically fro~ the ideal low pass filter, and this results in a 

rapid growth in the RMS error. With frequency below 0.28 cycle per pixel, 

the RMS error ranges from Oto 7 levels out of 256 levels (assuming 

8-bit image data). 

Note that RMS error and frequency are related as follows. Let R(f) 

be the frequency response for frequency f. Then the response of a sine 

wave with magnitude of 1 unit will have a magnitude of R(f) units after 

interpolation. The RMS error for frequency f is measured between the 
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output and input sine waves, which have the same frequency and phase angle 

but different amplitudes. 

The RMS error can be reduced by expanding the filter size. Since the 

three-pass process only calls for one-dimensional interpolation, the 

number of arithmetic operations increases only linearly with kernel 

size. Figure 2.7 shows the frequency response of a 16-point sine function 

(see Section 2.5.2.2) modified by a Kaiser window (see Section 2.5.2.3) 

and the RMS error as a result of interpolation on sine waves of 

different frequencies. A co11'1parison with Figure 2.6 shows that this 

16-point sine function gives a nueh lower RMS interpolation error. In 

particular, the MSS and TM modulation transfer functions have 

significant frequency responses up to 0.16 cycle per pixel. Below this 

frequency, the overall RMS interpolatjon error is about 1 level. Based on 

these results, this kernel is used in the interpolation phase. 

2.5.2 Preprocessing 

Preprocessing of the sine function consists of the following three 

steps: 

2.5.2.1 Tabulation of Sine Function 

For an interpolation of f(t), it is necessary to conpute the value of 

the sine function at the data points. Such computation can be avoided 

if the sine function is replaced by a table and the fjlter weight can be 

obtained by a simple table look up technique. This requires the sine 
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function to be divided into strips and a step function is used in each 

strip to approximate the sine function as shown in Figure 2.8a. 

Therefore, preprocessing is required to compute the table. The 

interpolation accuracy is then a function of the strip size. The worst 

case is that each Fi lies at the edge of~ strip. The result is that 

the entire function is shifted by 1/2 strip as shown in Figure 2.8b. 

The strip width can be determined as follows. The modulation 

transfer function (MTF) of a typical mechanical scanner dictates that it 

takes about three pixels to respond from one intensity extreme to the 

other (this corresponds to about 0.16 cycle per pixel). For this worst 

case on 8-_bi t imagery, the error is: 

Error• 0.5 x strip width x 256 / 3 levels, 

where 256/3 is the slope of the response in levels per pixel. Therefore: 

Error• strip width x 43 ievels. 

Assuming uniform distribution in intensity slope, the RMS error ~s then: 

RMS error• strip width x 43 / 3 levels. 

If the strip width is 1/32 pixel, the RMS error is then below one level 

which is acceptable in 1118ny applications. 

The MI'Fs of SP0T's linear array sensors are not known at pr~sent, but 

the strip width can be determined in the same manner once the MI'Fs 

become known. 
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2.5.2.2 Kernel Size Determination 

It takes an infinite number of points to synthesize the ideal low 

pass filter. This is reflected in Equation 2.36 in which the summation is 

over all data points. However, the maximum magnitude of each sidelobe 1 

of h(t) decreases as a function of distance away from the centre. For 

example, in the 8-th sidelobe the maxitmJm lllllgnitude is about 1/27 of the 

magnitude at the centre. This suggests that the ideal but infinite sine 

function can be approximated by a truncated sine function. 

Any approximation would introduce error in h(t) in the frequency 

domain where the spectrum of the truncated sine function is no longer an 

ideal low pass filter. The most important tradeoff in performing iNge 

interpolation is speed versus accuracy. The larger the filter, the 

greater the interpolation accuracy and the slower the coq,utation 

speed. The accuracy obtainable with any given kernel size can be 

computed in a statistical sense [SRLI79]. 

Let the function F(t) have autocorrelation R: 

E [F(t) F(t+:r)] • R(T) (2.3A) 

where E denotes expected value. Let f(t) be an estimate of F(t) given by: 

f(t) • t F
1 

h(t-i) 
i 

where h(t) is the sine function tmJltiplied by a window. 

(2.39) 

Then the RMS 

1 Sidelobes in the time domain DPJSt not be confused with sidelobes in the 
frequency domain. It should be clear which domain is referred to in the 
text. 
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error in interpolation is given by: 

(2.40) 

which after expanding gives: 

e 2(t) • R(O) - 2 t R(t-i)h(t-i) + tt R(i-j)h(t-i)h(t-j) (2.41) 
i ij 

Thus the RMS error can be calculated for any kernel size provided the 

autocorrelation function R of the data is known. 

The autocorrelation function is scene and terrain type dependent. 

A Seasat scene (Orbit 230) and Landsat scene (l.D.2921-18025) are used 

to study this function. Both scenes were imaged over the Vancouver area 

and cover different terrain types such as mountain, sea and city. 

Figure 2.9 illustrates the autocorrelation function for a few terrain 

types. Using the function for various terrain types, the RMS 

interpolation error versus kernel size is derived and is shown in Figure 

2.10. From this figure it is seen that for a kernel size of 16, the 

maximum RMS error is less than 0.5 level out of 256 for both s~enes. 

The kernel size used in the remaining part of the thesis is lo unless 

otherwise stated. 

2.5.2.3 Windowing 

The sine function interpolation kernel has alternate algebraic 

signs for successive weights in the main lobe. This, together with 

truncation in the sine function, produces a "ringing" effect, i.e~, Gibb's 

phenomenon, for sharp bends in the data values. In the frequency 

domain, the truncated sine function no longer corresponds to an ideal low 
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pass filter, but a filter with sidelobes. A windowing function can be used 

to minimize the ripples in these sidelobes, at the expense of narrowing 

the main lobe. This will reduce ringing in the time domain. One 

example is the Kaiser window given by: 

(2.42) 

where N is the total number of points in the sine function, J 0(B) is the 

zeroth order Bessel function [KORN61] and B controls the tradeoff 

between sidelobe peaks and width of the main lobe. 

The interpolation kernel is nultiplied by the Kaiser window prior 

to the interpolation process. Figures 2.11 1 arid 2.12 are plots of the 

4-point truncated sine ·function without and with Kaiser windowing. The 

effect on the sidelobes is immediately obvious by comparing these two 

figures. Figure 2.13 shows the frequency response of the 16-point sine 

function with Kaiser windowing. 

Another example is a Dolph-Chebyshev window which 

sidelobe peaks all equal [RABI75]. 

makes the 

When the sine function is divided into strips, the multiplication 

by a window imposes very little overhead in the preprocessing. 

2.5.3 Nonuniformly Spaced Samples 

The above interpolation. kernels are only applicable to samples 

1 Figures 2.11 to 2.13 were provided by Mr. D. Friedmann at MDA. 
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which are uniformly spaced. Rowever 1 for Landsat-4 TM imagery, the data 

samples are no longer equally spaced in the across scan direction due to 

the presence of jitter, variations in satellite altitude and ground speed, 

earth's obliqueness and bowtie effect [CSFC82]. All these distortions 

will create "scan gaps" which result in deviations from nominal sample 

spacing. The sine kernel is no longer suitable for the across scan 

interpolation. 

YEN [YEN56] has shown that the signal can still be reconstructed from 

the discrete samples. In the case of no scan gap, the ~ernel he 

proposes degenerates to the sine function. A modification of Yen's 

method is applied to the present problem. Since this is specific only to 

Landsat-4 TM imagery in the across scan pass, detailed discussion on 

this method is deferred to Chapter 3. 

2.6 System Data Flow 

Figure 2.14 depicts overall system data flow. 

three parts: 

It is divided into 

(a) Processing of auxiliary data so that the useful data are stored 

in disk files. 

(b) Generation of the three-pass remapping and interpolation 

coefficients. 

(c) Use of remapping coefficients and the DTM. 



r 

REMAPPING AND 
INTERPOLATION 

___,.._ 
REMAPPING ANO INTERPOLATION r 

AUXILIARY DATA PROCESSING 
COEFFICIENTS ANO INTERPOLATED 

DTM A FIRST PASS __,,,,,.,.__ ~, ........ 
_.,,,,,,..._ 

--.. I REMAPPING & 
INTERPOLATION I 

I 

' H A 0 I I PROtESSOR ORBIT I I I ROTATE 90° 
3-PASS 

AND I REMAPPING & 

ALTITUDE ' INTERPOLATIOU1 SECOND PASS 
A.O. H FILES GENERATE REMAPPING & 

PROCESSOR I 
3-PASS OEFFICIENTS · INTERPOLATION 

REMAPPING AN 
- - ·- - - -- - . INTERPOLATION 

OEFFICIENTS r I EARTH I A.O. ' . I I I DTM I I \ I ROTATE 90° 
PROCESSOR 

Pl\RAMETER S 
I 
I 

• ~ 
I L___I I ~THIRD PASS 

• ' REMAPPING & 
• I I 

A.O.= AUXILIARY DATA I 
INTERPOLATION 

FIGURE 2.14 SYSTEM DATA FLOW O' 
0 



61 

Generation and usage of remapping and 

This section 

interpolation coefficients 

have been discussed above. discusses 

processing and the relief displacement correction in 

remapping and interpolation. 

the 

auxiliary 

first pass 

data 

of 

2.6.1 Auxiliary Data Processing 

Auxiliary data contains various kinds of correction information 

that the user can apply to produce a geometrically and radiometrically 

corrected image. The contents of a~iliary data can be divided into 

three areas: 

- satellite data for geometric correction, 

sensor data for geometric and radiometric correction, and 

- earth and projection dependent data for placing the image on a 

map grid. 

Satellite data contains orbit information and can be in the form of 

orbital elements (which are parameters to describe the orbit) and/or 

sampled satellite position and velocity. Orbit information is used to 

time. Satellite data determine the satellite position as a function of 

also contains attitude (pitch, roll anrl yaw) information. Sensor 

geometric data contains information which, when combined with satellite 

data, can be used to determine the geolocation of any pixel in the 

image. Both sets of data 

specifications or telex from the 

are obtained 

appropriate 

from 

agencies. 

telemetry design 

These data have 

to be processed so that the orbit and attitude information are stored in 

• 
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data files which will be used in the generation of remapping coefficients. 

In this way the system has the flexibility to handle imagery from 

various satellites since the transformation is table driven and has become 

satellite independent. 

Remapping accuracy depends upon the accuracies of the orbit and 

attitude information. These data can usually be refined by ground control 

points (GCPs). The transformation accuracy will have an impact on the 

eventual interpolation of the DTM. Row their accuracies affect the use of 

the DTM is discussed in Chapter 3. 

Earth parameters are used to determine where an instantaneous view 

vector intersects the earth spheroid. Projection parameters contain 

information for mapping a point on the earth spheroid to a two-dimensional 

surface. The map projection parameters depend on the chosen map 

projection. Earth para.meters also include terrain fluctuations. A MM 

must be available in order to correct for relief displacement. 

2.6.2 Relief Displacement Correction 

The usual geometric errors in satellite borne imagery are slow 

varying and thus the output image can be segmented into blocks as has 

already been argued. Relief displacements are fast varying and, 

therefore, it is essential to separate relief displa~ement correction from 

the bilinear model. To correct for relief displacement, relief 

information must be available in the form of a DTM. 

I l 

I • 

I. 
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A simple, fast and operationally feasible correction for relief 

displacement can be performed on the raw image data. Here, the distortion 

is only in the along scan direction, because it is in this direction only 

that the displacement due to central perspective occurs. The bilinear 

model for geouetric correction can be i111plemented in three passes over the 

same image as shown in Section 2.4. The first pass is in the along scan 

remapping and interpolation process which is illustrated in Figure 2.15. 

Relief displacement correction is incorporated into this pass. Other fast 

I 
varying errors such as line length variation, sensor offset and earth 

rotation are also incorporated into the first pass. 

As shown in the figure, the raw image (Box A) is read one ·line (Box 

B) at a time into core. It is desired to correct for all the along scan 

distortions and hence map this line into an output buffer (Box C). T~e 

mapping consjsts of both low frequency and high frequency components. The 

low frequency component is modelled by the along scan coefficients (Box 

D). The high frequency components, relief displacement (Box E), line 

length variation and sensor offset (Box F) depend on pixel location. 

The DTM is used to correct for relief displacement in the following 

manner. To prevent a two-dimensional interpolation on the DTM, :the 

ideal case would be to interpolate it as an off-line process to the 

image coordinates defined after the first pass. In this way the terrain 

height of the point being processed can be read easily and the relief 

displacement can then be co111puted. However, this is operationally 

unwise since the interpolated IYI'M is only specific to one particular 

scene. Furthermore, in the case of TM imagery where scan gaps occur, it 
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is difficult to get a DTM to such a projection. A more feasible way is to 

interpolate the DTM to a map projection close to the input image 

coordinates (Box G); e.g., assume nominal orbit parameters and zero 

attitude angles. Then a scrolling buffer (Box R) is used in main memory 

during the along scan remapping and interpolation process. The buff er 

should contain enough lines so that the heights of all the pixels of the 

current image line can be found in the b.lffer. Indexing to the bJ.ffer is 

done by predetermined coefficients (Box I) which vary from scene to scene. 

This is operationally feasible since the orientations of all scenes 

over the same area do not differ significantly. Renee, the interpolated 

DTM can be usecl in all these scenes and only the 'indexing coefficients 

have to be changed. 

Interpolation of the DTM can also be done by the three-pass 

processing method since the MM can be treated as an image with the height 

values representing the pixel intensities. The remapping coef fi.cients can 

readily be determined since each point in the DTM represents a certain 

geographic location and each line, pixel coordinate in the "nominal" image 

can be mapped into a geographic location. Therefore, it is possible to 

develop a transformation between the DTM and the raw "nominal" image 

coordinates. The size of the DTM scrolling buffer is then a function of 

the yaw angle. 

2. 7 Chapter Summary 

A unified approach to the rectification of remotely sensed imagery 

has been developed. The key features are: 



(a) Geometric transformation parameters, e.g., satellite attitude 

angles, are refined in the navigation process frorn a priori 

estimates using a recursive estimator and GCPs. Only a 

reasonable number of GCPs per scene are required to achieve a 

high geometric accuracy. 

( b) Remapping and interpolation is performed w1 th three 

one-dimensional passes over the image. The one-dimensional 

processing is the key to yield a high throughput. 

(c) Remapping is performed via a pair of piecewise 

polynomials and fast computation can be achieved. 

bilinear 

(d) A reasonable interpolation kernel size (say ln) is used to 

retain radiometric accuracy. The kernel is tabulated, again for 

speed in computation • 

. (e) Relief displacement and other along scan distortions can be 

corrected in the first pass over the image. 

,66 
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CHAPI'ER 3 DIGITAL TERRAIN MODELS 

3.1 Introduction 

In order to correct remote sensing data for relief displacement, 

elevation inforlJ'IBtion DllSt be available in digital form. A DTM is an 

ordered array of numbers that represents the spatial distribution of 

terrain characteristics. The usual characteristic is the terrain height 

at the given x,y position (when this is the case, the DTM is also referred 

to as DEM or Dig1tal Elevation Model). The x,y coordinate system is 

usually in some map projection or in latitude/longitude • 

• This chapter describes the types of DTMs, their acquisition 

methods, spatial accuracies and interpolations. Finally their accuracy 

requirements and interpolation methods with respect to the rectification 

process are investigated. 

3.2 Acquis1tion of DTMs 

DTM data may be acquired by several methods (DOYL78]. The \lsual 

and least expensive method is to manually digitize existing mapsheets. 

This is done on a commercially available digitizing table. However, 

this method is very laborious and demands a lot of patience by the 

operator and is thus susceptible to human error. An improved method 1s to 

use automatic contour line following instruments. In this case, a contour 

map rust be prepared by reooving all contour labels and filling in the 

gaps. This is definitely an improvement over the manual method except 
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that the instruments may have difficulty with lines of different weights 

such as indexed contours. Furtherroore, there is also difficulty in 

automatically assigning elevations to each contour. 

Another automatic DTM acquisition method is to use a scanning 

device on existing maps. Depending on the type of scanner used, one 

line or several lines can be scanned at a time. The contour sheet is 

placed on a drive which either rotates under a fixed light source or has 

the light source rotating with respect to the drive. Each ti me the 

scanner crosses a contour, the x and y coordinates are recorded. 

Elevation assignment is still a proble~ in this method. 

DTMs acquired by the above approaches may leave large empty spaces 

between contours. To render these useful, time consuming 

interpolation has to be applied to fill in the spaces. 

The typical accuracy of data from topographic maps is: 

Scale Class 1 Spatial Accuracy Elevation Accuracy 

R902 0 R90 0 - -
1:50000 Al 25 m 16 Dl 10 m 6 m 

l: 50000 B2 50 m 31 m 20 m 13 m 

1:250000 Al 125 m 78 m 50 m 31 m 

1:250000 B2 250 Dl 156 m 100 m 63 m 

where o is the standard deviation and R90 is the value which 907. of the 

map falls within. To obtain better DTM accuracies, a photogrammetric 

stereo model can be used. 

1 NATO standards, also adopted in Canada. 
2 R

90 
~ 1.6 o assuming Gaussian distribution. 

.. 
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An example of a photogrammetric stereo model is the Gestalt 

Photomapper described by Kelly et al {KELL77]. It is a highly automated 

photogrammetric system designed to produce DTMs by using electronic 

image correlation to measure parallax between the left and the right 

images. The measured parallax can be transformed into height. The spacing 

between the rows and columns in the DTM is 182 ~m on the original 

photographs. On typical 1:50,000 aerial photographs, the pixel spacing 

corresponds to 9 metres. From these photographs, the resulting RMS errors 

in the X, Y and Z axes in the DTM are 0.6, 0.85 and l metre respectively. 

The errors are even smaller in the newer version of the Gestalt 

Photomapper (GPM II-1). 

Another possible source of DTMs is data obtained from altimeters on 

board spacecraft. Examples include the altimeter on ' board Seasat. 

At the present time terrain data is very sparse. The U.S. Defence 

Mapping Agency has digitized contour data from 1:250,000 maps for tne 

whole U.S., and USGS plans to do the same fro~ 1:24,000 maps. Other 

mapping organizations of Canada, U.K. and Australia are producing some 

DTMs. In the future it is expected that a world data base with good 

accuracy will be built up. However, it has been estimated that this would 

15 require 2 x 10 bits of data to cover every square metre on land where 

each elevation is digitized to 16 bits. 

3.3 Types and Interpolation of DTMs 

Different types of DTMs may be distinguished by their coordinate 
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spacings. Since DTM interpolation is required (as an off-line process) in 

the rectif 1 cation algorithms, this section presents different -DTM types 

and their interpolation methods. For a detailed description, refer to 

{SO\U76b, ALLA78, PEUC78 and HEIL78]. 

3.3.l Irregular DTMs 

In an irregular IYl'M, reference points are not equally and regularly 

spaced. In some cases they are selected at random positions, while in 

other cases they are selected at positions where there is a change in 

slope or some distinct feature. The latter method gives an adequate 

description of the topography with the smallest number of reference 

points. 

The contour IYl'M, acquired by digitizing contour maps, gives equally 

spaced elevation points. However, the spatial distribution of reference 

points is not regular, but is selected at equal intervals along the 

contour or spaced more closely along contours in areas where the terrain 

is hilly than when it is flat. Prior to using an irregular IYl'M, the 

general practice is to transfer~ it to a regular DTM; i.e., to compute 

terrain heights at the nodes of a square grid. 

One method [SCRU76] is to define the terrain height by: 

(3.1) 

For the interpolation of a point, the coordinates and the height of 

each of the surrounding reference points are substituted into this 



71 

equation. Also each reference height is given a weight that is a 

monotonically decreasing function of the distance to the reference point. 

Then the parameters in the equation are solved by a method of least 

squares. Taking the origin of the coordinate system to be the 

interpolated point, where its height is required, then only a0 needs to be 

computed. To keep the computation time within reasonable bounds, only 

reference points within a specified maxinum distance from an 

interpolated point will be used. Generally, going fro~ one interpolated 

point to an adjacent one, the surface defined by Equation 3.1 will 

change its orientation and, possibly, its shape. For this reason, this 

method is also ref erred to as the "moving surf ace" method. 

Another method [HARD71] is .to construct around each reference point a 

fixed surfac~ which has a vertical axis of symmetry at that point. 

Interpolation is performed by summing the heights of all surfaces computed 

·at that point. 

3.3.2 Regular DTMs 

In a regular DTM, spacings of the spatial coordinates are regular. 

Hence, reference points are at the nodes of a regular grid. Si nee the 

regular DTM consists of an easily addressable array of elevation values, 

it is simpler than the irregular DTM to store and access in co~uter 

storage. According to the sampling theorem, terrain variations which 

correspond to a wa,,e length less than twice the grid spacing 

represented. 

are not 
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If the elevation of a point other than the nodes is required, it can 

be obtained by the interpolation methods discussed in Section 2.5, such 

as nearest neighbour, bilinear, cubic convolution or convolution with a 

larger kernel. If the DTM is dense enough to represent all significant 

changes in slope, then bilinear or even nearest neighbour interpolation is 

adequate. 

· 3.3.3 Triangulated Irregular Network 

Usually, terrain is not regular but changes from one land area to 

another. If a regular DTM is used to represent the terrain, it has to 

be adjusted to be adequate for the roughest terrain. But· then the data is 

highly redundant in smooth terrain. 

A triangulated irregular network [PEUC78 and HEIL78] tries to 

represent terrain adequately with the smallest number of reference points. 

This is done by covering the terrain with a network of triangles. Each 

triangle is a "facetted" representation of the terrain surface. The 

continuity of the surface representation is maintained by restricting 

the construction such that each triangle has only one other triangle 

sharing a side. Vertices are chosen at local maximum or minimum 

points. 

channels. 

The sides of the constructed triangles follow ridges and 

Interpolation of a point inside a triangle follows from the condition 

that the point lies on the thre~di~ensional triangle formed by its 

surrounding vertices: 
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X y z 1 

Det 
xl Y1 zl 

0 = 
x2 Y2 z2 1 

X3 Y3 Z3 1 

where (x., y., z.), i • l to 3, are the vertices of the triangle, 
1 l 1 

3.4 DTM Accuracy 

3.4.1 Accuracy Requirement in Interpolated Coordinates 

The DTM is warped as an off-line process close to the input image 

coordinates (u,v). A DTM has three coordinates: x, y and z •. Inaccuracies 

in x, y and z will cause an error in the interpolation position in the 

1 nput image. The acceptable error is less ~ban 1/2 pixel. This 

subsection deals with the accuracy requirements in x, y and z for the 

interpolated DTM, as a function of sensor and satellite parameters. 

The displacement d on ground is related to terrain height h by: 

d., fh (3.2) 

where the factor f is satellite and sensor specific and is also a function 

of pixel position. Then: 

6d • f · Ah ( 3 • 3) 

Let the pixel grid spacing be r. The usual requirement is that 

d < 1/2 r. Renee: 

f 6h < r/2 

and 
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6h < r/(2f) (3.4) 

and But the contributions to 6h are: spatial accuracy 6p •}6x2 + Ay2 

elevation accuracy llz. Let e be the slope. Then Ah can be expressed in 

the RMS sense by: 

Substituting into Equation 3.4, we have 

/6p2 tan2e + 6z2 < r/(2f) 

(3.5) 

(3.6) 

To obtain the most stringent requirement, we have to allow for the 

worst possible case of relief displacement; i.e., maximum f. The 

maximum value off and the value of r for various sensors are given in 
• 

Table 3.1. 

Plots of the accuracy requirement for various sensors are shown in 

Figures 3.1 to 3.4 for terrain slopes of 20° ' 30° and 45°. With a 

decrease in slope, the accuracy Ax (and hence Ay) can be relaxed as 

anticipated. 

In Figures 3.1 and 3.2 the points A and B, for class Al and B2 

maps, lie to the left of the e • 45° line. This shows that DTMs 

obtained by digitizing 1:50,000 class Al or B2 inaps are adequate for Ad< 

1/2 pixel position accuracy for these two types of imagery. 

For SPOT side looking (26° off nadir) and Seasat SAR imagery, high 

resolution DTMs made by devices such as the Gestalt photomapper have to be 



TABLE 3.1 

Sensor 

Landsat- 4 
TM 

SPOT MLA 
(nadir 
looking) 

SPOT ,'tLA 
(side 

1 looking) 

SPOT PLA 
(nadir 
looking) 

SPOT PLA 
(side 
looking 1

) 

Seasat SAR 

RESOLUTION AND WORST RELIEF 
DISPLACEMENT FACTOR 

Displacement Resolution 

d = fh r 

d = 0.14 h 30 m 

d = 0.042 h 20 m 

d = 0.60 h 26 m 

d = 0.042 h 10 m 

d = 0.60 h 13 m 

d = 2.3 h 25 m 

1 In the SPOT side looking mode, the off nadir angle is 26°. 

75 
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used if half a pixel accuracy is desired. This is shown in Figures 3.3 

and 3.4 where the corresponding points A and B shown in the other two 

figures are now to the right of thee• 20° line. 

Using a good approximation (say a 16xl6 point kernel) of the sine 

function to sample the raw MM to the output coordinates, the inaccuracies 

in t:,;x, ~Y, and bz. should be about the same in both coordinate systems. 

Hence, the accuracy requirements just discussed should also apply to the 

raw MM. 

3.4.2 DTM Interpolation in Scrolling Buffer 

The DTM scrolling buffer shown in Figure 2.15 contains enough lines 

to ensure that all the heights of an output line can be found. However, 

the DTM pointer for each output point is usually not an -integer and 

therefore, MM interpolation is required to coupute the heights. If 

nearest neighbour interpolation is used, the height extraction process 

will be very fast. A method is presented here, with examples, to 

determine when nearest neighbour interpolation can be used without 

significantly affecting the geometric mapping accuracy. (Caution: If 

the DTM is also used for radiometric correction, nearest neighbour 

interpolation may be inadequate,) 

The method consists of two steps: 

(a) Determine the error due to nearest neighbour interpolation. 

If this error is less than a pixel, then nearest neighbour 

r 
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interpolation can be used. Let this error be e1 • 

(b) If error e
1 

is greater than a pixel, compare it with map induced 

error e
2 

, masks out then use nearest neighbour 

interpolation, otherwise use bilinear interpolation. 

The error e
1

, can be computed as follows. The maximum error made by 

using nearest neighbour interpolation in x and y is: 

tx s:: ty = r' /2 (3. 7) 

where r' now is the resolution of the interpolated DTM. Therefore maximum 

e 1 is, from Equation 3.2, given by: 

= 

In ter~s of pi~els: 

r' 
e "' 1 r 

+ 

tan e 

2 
( D.Y) tan e 

In the first example, assume that: 

(3.8) 

( a) r' • r i.e., the interpolated DTM has the same pixel 

spacing as the raw image. 

( b) Ax and ty have uniform distributions, 

( c) e has a maximum value of 45 ° -and tan e has uniform distribution. 

Then: 

[2 r 
, 

tan 45• 

el - f 
2 r /3 [3 

- f rz I 6 pixels RMS 
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The computation of e2 is given by Equations 3.3 and 3.5 in which bp-= 

JAx 2 + 6y2 , and tz as a function of map class is given in Section 3.1. 

Two DTM sources are used, namely, photogrammetric stereo and 1:50000 

Class Al maps. The results of e1 and e2 are shown in Table 3.2. Here 

nearest neighbour interpolation can be used for all the imagery 

mentioned since e1 is less than 1 pixel RMS. Note that in the last row, 

subpixel rectification accuracy can no longer by achieved for Seasat 

imagery due to the magnitude of e
2

• 

A second example is presented here with the following changes: 

(a) r'-= 2r 

(b) 1:50,000 Class B2 maps are used instead of Class Al maps. 

The results are presented in Table 3.3. Of particular interest are 

the Seasat SAR cases. If the DTM source is phot ogrammet ri c stereo, 

nearest neighbour interpolation should not be used since the error e 1 is 

now tn0re than 1 pixel RMS. However if the DTM source is from the Class B2 

map, then nearest neighbour can be used since error e
2 

masks out e1, 

Similar analysis can be performed for various slopes and UI'M 

r esolut 1 ons. 



TABLE 3.2 

DTM Satellite 
Source Sensor e1 Pixels RMS 

Landsat-4 TM 0.03 

Photo- SPOT (nadir 0.01 
graR1me- looking) 
tric 
stereo SPOT {side 0.14 

looking) 

Seasat SAR 0.54 

1:50,000 Landsat-4 TM 0.03 
Class Al 
maps SPOT MLA {nadir 0.01 

looking) 

SPOT PLA (nadir 0.01 
looking) 

SPOT MLA (side 0.14 
looking) 

SPOT PLA (side 0.14 
looking) 

Sea"sat SAR 0.54 

DTM RESAMPLING IN SCROLLING 
BUFFER (1) 

r' = r 

Total Error 
e2 Pixels RMS Pixels RMS 

0.03 

negligible 0.01 

o. 14 

0.54 

0.08 0.09 

0.036 0.037 

0.072 0.073 

0.39 0.41 

0.78 0.79 

1.56 1.65 

Reco11111ended DTM 
nterpolation Method 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

a, 
..-



DTM Satellite 
Source Sensor 

Photo- landsat-4 TH 
gramme· 
tric SPOT (nadir 
stereo looking 

SPOT (side 
looking) 

Seasat SAR 

1:50,000 landsat-4 TM 
Class 82 
Maps SPOT MLA (nadir 

looking) 

SPOT PLA (nadir 
looking) 

SPOT MLA (side 
looking) 

SPOT PLA (side 
looking) 

Seas at· ·sAR 

-

TABLE 3. 3 DTM RE SAMPLING IN SCROLLING 

BUFFER (11) 

r' = 2r 

Total Error 
e1 Pixels RMS e2 Pixels RMS Pixels RMS 

0.06 0.06 

0.02 Negligible 0.02 

o.·2s 0.28 

1.08 1.08 

0.06 0.16 0.10 

0.02 0.072 0.04 . 
0.02 0.14 0.14 

0.28 0.78 0.83 

0.28 1. 56 1. 58 

1.08 3.10 3.28 

Reconmended DTM 

Interpolation Method 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

Bilinear 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 

Nearest neighbour 0, 
N 
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CHAPTER 4 SCANNER IMAGERY 

4.1 Introduction 

Scanner imagery is of two types: mechanical and electronic. Examples 

of the former are Landsat nultispectral scanner (MSS) and TIROS-N 

imagery while an example of the latter is SPOT imagery. 

A multispectral scanner (MSS) system consists essentially of three 

parts: a mechanical, an optical and an electronic system as illustrated in 

Figure 4.1. The line scan is performed in the mechanical system by a 

rotating or oscillating mirror. The optical system consists of a beam 

splitting device which divides the incident light into several spectral 

bands. The electronic system is an array of detectors. .Each spectral 

band is focused onto a set of detectors. The satellite moves forward 

during the scanning process, hence producing a two-dimensional image. 

Figure 4.2 shows a typical way in which imagery is obtained. 

An electronic scanning sensor employs a large number of detectors (in 

the thousands),' as shown in Figure 4.3, . in the focal plane so that no 

oscillating mirror is required. The detectors are sampled 

electronically in sequence. For this reason, the electronic scanner is 

also called a "push-brooni" scanner. The main difference between the 

electronic scanner and the mechanical scanner lies in the physical 

arrangement of the detectors. In the former, each detector "sees" only one 
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spot on the ground along a line of the image, while in the latter, a 

detector "sees" spots on the ground along a column of the i~ge. 

Raw scanner data do not need to be processed to be rendered as an 

raw imagery will be image. R owever with out processing, the 

geometrically distorted due to earth rotation, nonlinear sensor sweep, 

panoramic distortion, variation in satellite attitude angles (pitch, 

roll and yaw), scan skew and the like. Furthermore, relief displacement is 

significant in Landsat-4 TM imagery and will be significant in SPOT 

imagery. 

Digital rectification corrects these distortions using information 

determined from a priori data and measurement data such as GCPs. 

Panoram:lc distortion and distortions due to nonlinear scanner sweep and 

scan skew are systematic; i.e., their effects can be predicted in advance. 

Distortions due to earth rotation are a function of satellite latitude 

and orbit and thus can be predicted frorn tracking data. While distortions 

due to attitude and altitude changes are also systematic, the parameters 

required to account for them are not known. If these distortions are to 

be corrected, their effects mist be measured for each image. The 

measurement technique involves identifying in the raw 

geographic features (GCPs) whose map coordinates are 

image recognizable 

known. Using the 

image locations of these points, the image distortion caused by the sensor 

platform can be determined. 

The purposes of this chapter are as follows: 

(a) Review and compare various rectification algorithms pertinent to 



MSS imagery. The study shows that attitude modelling is 

superior to other methods in terms of accuracy with a reasonable 

number of GCPs. 

(b) Establish how GCPs can be used to refine the attitude angles and 

orbit parameters. 

(c) Identify low and high frequency distortions common to all 

scanner imagery. 

(d) Identify geometric distortions specific to Landsat-4 TM and SPOT 

imagery. 

( e) Identify attitude and orMt parameters to be used in the 

recursive estimator in the navigation phase. The recursive 

estimator is tested with Landsat and TIROS-N imagery. These two 

types of imagery have different resolutions and panoramic 

distortions. 

(f) Investigate the problem of relief displacement, especially in 

Landsat-4 TM and SPOT itnagery. Synthesize relief distorted 

imagery and rectify the resulting distorted imagery. 

(g) Develop an interpolatjon algorithm to handle imagery for which 

pixel spacings are not uniform. This is applicable to Landsat-4 

TM imagery where scan gaps are present. 

4.2. Overview of Geometric Effects 

4.2.1 Common Distortions 

88 

Raw scanner imagery is geometrically distorted due to earth shape, 

. 
I. 
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scanner geometry and satellite motion. These characteristic distortions 

can be classified into two types: low frequency and high frequency. 

The low frequency distortions are: 

( a) Panoramic. The pixel size increases with the scan angle which 

the imaging sensor makes with the vertical. 

( b) Attitude. Pitch causes a line shift, roll causes a pixel 

shift wM le yaw causes an image rotation. 

(c) Earth rotation. Earth rotation causes an image skew. 

(d) Mirror scan. The scanning rate of a mechanical scanning 

sensor is nonuniform, hence the sensor pointing angle cannot 

be' determined as a simple linear function of the pixel number. 

For electronic scanners, a similar problem IMY occur because 

scanning is not done at a rate _corresponding to equal increments 

in scan angle. 

(e) Band offset. There exists a time delay in sampling between 

bands and the sensors of different bands are positioned 

differently on the focal plane. 

an offset between bands. 

The high frequency components are: 

Thes~ factors contribute to 

(a) Sensor offset. In MSS and TM the detectors are deployed in a 

matrix pattern so that one swath contains more than one line 

of imag~ry data. There exists a time delay in sampling the 

corresponding pixel between the detectors. In addition, the 



corresponding detectors are positioned differently on the 

focal plane. These factors contribute to sensor offset which is 

different from line to line within a swath. 

(b) Line length variation. The line length in a mechanical 

scanner varies due to variations in the scanning mirror speed. 

This problem does not exist in linear array imagery which is 

obtained by electronic scanners. But, in this case, a similar 

problem arises from the fact that gaps occur between groups of 

detectors. Thus the output pixel spacing is regular only within 

each group of detectors. 

(c) Earth rotation. Earth rotation between detectors within a swath 

has to be taken into consideration. Earth rotation is not 

linear from line to line as illustrated in Figure 4.4. This 
• 

problem only occurs in imagery with more than one line per 

swath. 

(d) Satellite altitude and velocity. Satellite altitude variation 

produces a change in the sc~n ljne spacing within a swath, while 

satellite velocity variation produces a change in swath centre 

spacing. The two factors when coupled together cause 

irregular line spacings in the along track direction. 

(e) Relief displacement. This causes a pixel shift in the along 

scan direction and is discussed 1n more detail in Section 4.4.4. 

90 

The bilinear coefficients used in remapping can only account for 

low frequency distortions. High_frequency co~onents are added to the 

result of the bilinear transformation in the first and second image 
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processing passes. 

4.2.2 Landsat-4 TM Imagery Specific Distortions 

The major TM imagery distortion, in addition to the ones mentioned in 

Section 4.2.1, is the underlap and overlap of swath data. This is caused 

by variations in satellite altitude (from 685 to 740 km) and velocity, 

jitter, bowtie effect and by earth rotation as described in Appendix A. 

The overlap and underlap is known as scan gap and is also described and 

analyzed in detail in Appendix A. The scan gap size varies between ±2 

data points and this has a significant impact on interpolation (in the 

second pass) since the data samples are no longer uniformiy spaced. A 

special interpoJation kernel to minimize 

interpolation will be discussed in Section 4.5. 

the radiometric error in 

4.2.3 SPOT Imagery Specific Distortions 

The SPOT sensor is described in Appendix B. The geometric 

distortions associated with SPOT are as mentioned in Section 4.2.I, but 

the following points should be noted: 

(a) Since each swath contains only one line of imagery data, the 

high frequency earth rotation effect in the along scan direction 

does not exist. Also altitude and velocity variations no longer 

produce nonuniform line spacings in the across scan direction. 

(b) Pixel resolution in the along scan direction is a function of 

off nadir angle as demonstrated in Appendix B. 
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SPOT imagery suffers no high frequency distortions other than 

reljef displacement. 

4.2.4 Relief Displacement 

Any imaging system introduces relief displacements the magnitude of 

which depends on the imaging parameters. 

The exact formulation for relief displacement in units of raw input 

pixels can be derived with the aid of Figure 4.5. 

scan angle S can be expressed explicitly by: 

Hz 
tan AS s 

R 

sin S 

H cos S - (R + z) J 1 - (H sin B I R) 2 

The displacement in 

( 4. 1) 

where z is the terrain height, R is the local earth radius and H is the 

local orbit radius. Note that R >> z and AS is small enough so that tan 

AS~ AS. Then: 

H sin 8 

z - -; R cos s - R J1 - (R s i D B I R) 
2 (4.2) 

AB 
where z is in units of angular measure per unit height. This ·. can 

easily be converted into pixels per unit height by: 

A p AP AS - .,. 
z AS z 

where Ap is the displacement in pixels and Ap/AB is the angular 

resolution. 
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The angle Sis a function of pixel number, mirror scan nonlinearity 

and roll angle. The roll angle cannot be ignored especially in the case 

of SPOT PLA imagery when the off nadir angle is at its maximum, i.e. 26c. 

In this case a roll angle of 0.5° would introduce a 10 metre shift per km 

height. 

4.3 Rectification Transformation 

4.3.1 Clos~d Form Solution 

This section develops a clos~d forrr. transformation between the 

instantaneous sensor viewing angle and the geographic coordinates of any 

point on the earth's surface. This is referred to as the forward 

transformation. Derivation of the transformation, detailed in Appendix E, 

starts by postulating a unit scan vector viewing a GCP in the sensor 

platform coordinate system. This vector, shown in Figure 4.6, is then 

transformed into the satellite coordinate system and finally to the ECR 

system. Let£ be the unit vector pointing from the satellite to a point 

on the earth, R the ground point vector and -g R -s the satellite position 

vector as shown in Figure 4.6. The transformation from the scan vector Du 

to the ground point at Bg is given by: 

R s R + Du (4.3) 
-g -s -

where Dis the distance between the satellite and the image point. 

Appendix E shows that D can be explicitly expressed as: 

D s u • R - e' Ru + ✓T 
-s z z 

(4.4) 

wnere 
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a .. semi-major axis of the earth 

b a:: semi-mi nor axis of the earth 

R -= z-component of R z -s 

u - z-component of u z 

T • 
T e'R u ) 2 

(1 + e' u 
2

)(1R 1
2 e'R 2 2 

(4.5) and (u .R + - + - a ) -s z z z -s z 

The functional form of~ is developed in Appendix E where it is 

expressed in terms of satellite orbit position, satellite attitude angles, 

sensor deployment angle and scan angle. 

4.3.2 Block Size 

• 
Once the attitude and orbit parameters are known 1t is quite straight-

forward to transform from line, pixel coordinates to ECR coordinates. But 

the inverse transformation is required to perform the remapping which is 

performed into three passes. The transformation in each pass is performed 

by a pair of piecewise bilinear polynomials. The first and second 

intermediate images are segmented into blocks and a set of bilinear 

remapping coefficients is associated with each block. The remapping 

accuracy decreases with increased block size. A trade-off study has 

been performed between remapping accuracy and block size and this 

section gives the results of the study. 

In the investigation, nominal sensor and orbit parameters were 

used. The block size and RMS error quoted in the figures to be 

presented are in ground distance in metres, which when combined with the 
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required output pixel size would give the block size and R~ error in 

tertnS of output pixel and output line spacings. 

determined experimentally. 

The graphs were 

Figure 4. 7 shows the results for Landsat-1, -2 and -3 MSS imagery 

with resolution of about 79 metres X 79 ll'etres. Renee a reasonable 

output pixel size would be 50 metres X 50 metres. From the figure, if a 

0.1 pixel (5 metres) RMS error is required then a block size of 160 X 

160 (fl ktr. X 8 km) has to be used. Figure 4. 7 also shows the corresponding 

results for t.andsat-4 MSS and TM imagery. The two graphs illustrate 

that the block size required for Landsat-4 MSS can be larger than that for 

Landsat-1, -2 and -3 for the same RMS error. This is because in 

Landsat-I, -2 and -3 the drift in each attitude angle is 10-2 degree per 

-6 second whereas in Landsat-4 it is 10 degree per second. The attitude 

angles are thus a significant factor in the block size. 

Figure 4.8 shows the results for SPOT PLA and MI.A imagery {Section 

4.2.3). In this . figure the block size is also a function of the off nadir 

pointing angle. From this the block size for any off nadir pointing angle 

can be determined for a fixed RMS error. 

4.4 Recursive Estimator in Navigation 

4.4.1 State Vector Para111eters 

Rectification accuracy of satellite borne line scan imagery is a 

function of satellite orbit and attitude accuracies. Satellite orbit 
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information can be determined from ground based tracking measure~nts 

and attitude data are derived from onboard measurements and are 

telemetered to the ground. When such attitude measurements are made, they 

are not precise enough for a priori subpixel level rectification. The 

state vector .! (see Section 2.2.S) then contains the time series 

coefficients of the attitude angles. A further variable in the state 

vector is the satellite altitude above the earth's surface. 

Landsat-I and -2 imagery has been rectified to subpixel accuracy, 

with a cubic polynomial in each attitude angle and a constant in satellite 

altitude in the state vector. 

4.4.2 Extension to TIROS-N Imagery 

4.4.2.1 Objective 

Guided by Konecny's survey [KONE76] and the findings in the 

rectification of Landsat-1 and -2 imagery, the recursive esti~ator 

technique has been extended in this thesis to the rectification of TIROS-N 

imagery. Such imagery suffers from a nuch higher panoramic distortion, 

covers a nuch larger area for a typical scene and has a considerably lower 

resolution than the Landsat imagery. The objective is to verify this 

method independent of resolution and panoramic distortion. 

As an example, a TIROS-N Advanced Very High Resolution Radiometric 

(A\~RR) image was chosen for study. S11J1Ulation results have shown 

that the technique could yield subpixel rectification geometric accuracy 
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with about 10 to 20 GCPs under favourable conditions. 

4.4.2.2 TIROS-N Characteristics 

In order to analyze the transformation accuracy, it is important to 

understand the satellite orbit and its AVRRR sensor characteristics. 

The nominal values of the orbit and sensor parameters for the AVH RR are 

shown in Table 4 .1. 

Transformation accuracy with a time series model was shown by Caron 

and Simon [CAR075] to be within one pixel (79 metres) for Landsat MSS 

1 magery. However, orbit and sensor specifications for the TIROS-N AVH RR 

are somewhat different from those for Landsat MSS. The main difference 

relating to transformation accuracy is the viewing angle of 110.8~ 

( compared to 11.5 in Landsat MSS). Therefore, a scan line in a TIROS-N 

image covers about 3000 km compared to 185 km in a Landsat MSS image. The 

wider area of coverage introduces 1J10re panoramic distortion in an AVHRR 

image than in a Landsat MSS image. The effect of earth curvature 1's also 

considerably larger than in L,ndsat. Typically for AVRRR imagery a 

pixel at the scene centre covers 0.78 km compared with 4.5 km at the edge, 

giving a ratio of about 5.A to l; the corresponding ratio for Landsat 

imagery is 1.01 to 1. A graph of resolution versus pixel coordinates is 

shown in Figure 4.~. The line spacing is about 1.1 km as compared to 79 

metres in Landsat MSS. 

r . 
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10.3 

TABLE 4.1 TIROS-N CHARACTERISTICS 

Semi-major axis 

Eccentricity 

Inclination 

Nodal period 

Field of view 

Scan period 

Number pixels per scan 

Pixel sampling rate 

7211 km 

0.001 

98.7° 

101.58 minutes 

110.8° 

1/6 second 

2048 

39936 samples per second 
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4.4.2.3 Orbit Accuracy Analysis 

Geometric transformation is a function of the following parameters: 

(a) Satellite inclination - Inaccuracy will give an image 

rotation. 

(b) Nodal period and altitude - These give a scaling change in the 

image. These two parameters are related by Kepler's laws of 

~otion. 

(c) Eccentricity Since this value is ahout 0.001, the satellite 

altitude can vary by about 14 km, taking the earth centre as a 

focus of the orbit. 

(d) Equatorial crossing - This is the longitude at which t~e 

satellite crosses the equator. 

along scan error. 

Any inaccuracy will give an 

(e) Elapsed time between equatorial crossing and image acquisition 

- Inaccuracy will give an along track error. 
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The equatorial crossing has to be known to within 0.005° resulting in 

no more than 0.5 pixel error in the along scan direction. Also, the 

elapsed time has to be known to within 0.08 seconds resulting in no mre 

than 0.5 line error in the along track direction. 

The altitude is assumed to be the major contribution to geometric 

transformation error in the orbital parameters and requires an update in 

the recursive filter. 
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4.4.2.4 Attitude Accuracy Analysis 

The recursive filtering technique estimates the attitude angles 

only to a certain accuracv. It can be shown that in the absence of yaw 

(ic:) and pitch<,), roll (w) will have to be determined to a precision of 

I Aw I ~ 0. 4 A 11!r ad (4 .6a) 

in order for the along scan pixel coordinate to be accurate to ±0 .5 

pixel. Similarly for pitch (4>), 

lli4>1 ~ 0.66 mrad 

will result in ±0.5 line accuracy in the across scan direction. 

for yaw (ic), 

IAK I 5 0 .45 mrad 

(4.6b) 

Finally 

(4.nc) 

will result in ±0.5 line accuracy. If these accuracies for the attitude 

angles are attainable, then the geometric accuracy as a result of the 

co~bined effect will be fj x 0.5 s O.A6 pixels, thus subpixel accuracy 

will be achieved. 

It is possible to relate the RMS deviations Aw, A, and AK to the 

accuracy of designating GCPs, and thus arrive at an estimated 1Nlpping 

accuracy and the number of GCPs required. Assume that any CCP can be 

located to within l pixel (i.e.,! instantaneous field of view,or IFOV) for 

desi~nation purposes. Then for equally probable roll, pitch and yaw, a 

GCP measurement results in Aw~ :t0.96 mrad, A4> ~ :1:l .32 mrad and AK ~ 

±0.90 mrad. For n GCP measurements accurate to ±1 pixel, the individual 

error of each attitude an~le trust be combined by the Gaussian rule so 
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that: 

6w = +0.96 I Jn mrad 
n 

64>n = +1.32 I Jn mrad 

and 6K = +0.90 / /n mrad n 

To attain the attitude accuracies shown in Equations 4.6a, band c 

for subpixel geometric accuracy, it follows that n ~ 4. That is, in 

this example at least 4 GCPs are required to reduce the attitude angles to 

acceptable levels. In practice, GCP designation of 1 pixel accuracy may 

be difficult to achieve. If each GCP measurement of m IFOV is ·attained, 

4m2 Gr.Ps will be necessary for the acceptable attitude angles. Thus, if 

in practice ±2 IFOVs precision per GCP measurement is made, a total of 

16 GCPs will be needed. 

4.4.2.5 Experimental Results and Discussions 

Experiments using the recursive estimator technique were performed 

with a TIROS-N image covering the western part · of the United States. In 

the experiments, error is defined: 

Residual RMS error• (4.7) 

where n is the number of GCPs processed, Axi and Ay
1 

are the differences 

in pixel and line coordinates for a particular GCP . i, between the actual 

and estimated (using the updated state vector after processing n GCPs) 

values. 
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Verification Test 1 

In this experiment each attitude angle was allowed to vary between 

:0.5°as a cubic function of time. The time duration was selected to be 

about 200 seconds which corresponds to 1,200 lines of imagery data and to 

about 1,300 km in the along track direction • . Nineteen GCPs were 

simulated. The object of the experiment was to study the performance as a 

function of the -number of GCPs. The selection of the i'ni tial covariance 

matrix P(0) is based upon the following assumptions: 

( a) The components of ! are uncorrelated. 

(b) The uncertainty in the zeroth order component is the same for 

each attitude angle and is bounded by the attitude measurement 

uncertainty given in the TIROS-N specification. This is O.Sa. 

(c) The uncertainty in the j-th o·rder component is the same for each 

attitude angle and its contribution at any time to the 

attitude angle does not exceed the contribution made by the 

(j-l)th component. 

(d) The uncertainty in the semi-major axis follows from the 

TIROS-N specification. This is 5 km. 

In the experiment the confidence value of GCP measurement ~ is 

first set equal to 0.5 pixel. Figure 4.10 shows the result of the 

experiment. The final residual error reduces to less than 0.02 pixel. 

The value of twas then set equal to 4 pixels and the result is also shown 

in Figure 4.10. After processing the GCPs, the residual error reduces 

to a bout O. 7 pixel. This error reduces further by processing more 

I • 
I• 
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simulated GCPs as shown in the figure. Also in hoth cases, it was found 

that the attitude time series and the semi-major axis after processing 

these GCPs agreed with the simulated values. 

A further test was performed in the following manner. The geographic 

coordinates of the GCPs were corrupted by random noise equivalent to 3 

pixels RMS. This simulates combined GCP designation error and measurement 

error. The results show that the attitude time series and semi-major axis 

obtained after processing all the GCPs agreed well with the simulated 

values and the residual error was about 3 pixels RMS. This furt·her shows 

that although the uncertainty of the attitude angles can be reduced to any 

desired limit by processing a large enough number of GCPs (shown in 

• Equations 4.6a, band c), the residual error as defined in Equation 4.7 

may not necessarily reduce to zero due to measurement error. 

Verification Test 2 

Verification test l was repeated but a bias of O.lc was introduced 

into the equatorial crossing and a shift of 2 seconds was introduced 

into the elapsed time from equatorial crossing. These perturbations 

correspond to 10 pixels and 12 lines shift, or to an additional pitch of 

0.015 rad and an additional roll of 0.0096 rad. Figure 4.11 shows the RMS 

residual error as a function of the number of GCPs processed. After 

processing the 19 GCPs the RMS residual error of about 1.6 pixels was 

obtained and the additional roll and pitch were correctly reflected in the 

output attitude time series. 

. ' 
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The equatorial crossing was then shifted by 0.2° and the elapsed time 

from equatorial crossing shifted by 4 seconds. 

increased to 4 pixels. 

The RMS residual error 

These experiments show that if the measurement geometry, i.e., matrix 

H in the recursive filter, is in error it is not possible to absorb all 

the errors into the state vector elements. One solution is to place all 

the uncertain terms which will affect the transformation accuracy into the 

state vector. 

Experiments with Landsat MSS imagery show that such perturbations can 

be absorbed into the pitch, roll and yaw components with very little 

effect on the transformation accuracy. This is due to the fact that a 

Landsat image covers a IJllch smaller area than a TIROS-N image. An 

experiment was performed with a Bal ti more/ Washington scene (I .D. 

20598-14590) in which the scene centre was ~hifted by 30 pixels and 22 

lines and the satellite heading was assumed to be constant over the entire 

scene. The residual error thus obtained was less than 50 metres RMS 

with 15 GCPs. This is quite acceptable if the user is not interested in 

how the attitude angles vary. However, the yaw angle variation over the 

scene was found to be 0.25°. This value exceeds the specification and 

is due to the fact that the satellite heading was erroneously assumed to 

be a constant. The satellite heading was then allowed to vary as it 

should, and as a result the yaw variation dropped to an acceptable value 

of 0.017·0 • The residual error was also less than 50 metres RMS. This 

suggests that the attitude angles cited by Caron and Simon are the 

attitude angles plus perturbation effects due to other parameters, such as 



satellite inclination, equatorial crossing, elapsed time and 

semi-major axis. 

Operational Run 
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orbit 

In this experiment 19 GCPs were marked and distributed randomly on 

the image from 38°N to 48°N in latitude. This area corresponds to ahout 

the same 1,200 lines as in the first two experiments, Mapsheets of scale 

1:2,500,000 were used to mark the geographic coordinates of the GCPs 

(better resolution maps were not available). 

The GCPs were marked at river confluences, points on lakes and 

reservoirs, that is all on water/land boundaries. It should be noted that 

water levels, especially in the U.S. midwest, are susceptible to seasonal 

changes. More deterministic and time invariant GCPs such · as highway 

intersections could not be identified due to the resolution of TIROS-N 

AVHRR imagery. 

The value of P(O) was initialized in the same way 

Verification Test 1. Results in Figure 4.12 show that the 

as in 

residual 

error is 2.8 after 19 GCPs. The value of t lies between 0.5 and 4 pixels 

and each value depended on the confidence in designating the GCP. Also in 

designating each GCP the image was zoomed by cubic convolution by 7 times. 

Furthermore in an additional test the image was extended to 2,000 lines 

and the RMS residual error remained at 2.8 pixels. 
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Error Analysis 

The estimated error sources noted in Table 4.2 can be combined to 

fully account for the measurement error of 2.8 pixels RMS in the 

operational run. The table shows a combined error of 2.6 pixels RMS. 

In addition there could be two more sources of error. It is doubtful if 

the equatorial crossing of the satellite and the elapsed time were 

accurate to the limit as discussed in Section 4.4.2.3. It has been shown 

that errors in these two parameters cannot be absorbed into the current 

state vector. Also each attitude angle may be of a higher degree than . a 

cubic polynomial as a function of time 1
• 

In future work, the state vector should contain more elements sµch as 

equatorial crossing, elapsed time and more coefficients for the attitude 

angles and altitude. 

Although the residual error in the operational test is about 2.8 

pixels RMS, it is felt that the technique with high quality ground control 

points and maps has the potential for measurement errors of about l to 2 

pixels RMS. 

4.5 Experiments - Interpolation in the Presence of Scan Gap 

4.5.l Objective 

Appendix A shows that data samples for Landsat-4 TM imagery are 

not uniformly spaced in the across scan direction. If the sine 

1 At the time of writing we are still waiting for the results of the 
attitude measurements on board the satellite. 



TABLE 4.2 ERROR ANALYSIS OF TIROS-N NAVIGATION 

Error Source 

Map accuracy 

GCP marking on map 

sheet 

GCP marking on image 

A 1 ti tude error 

RMS Error 

2.0 km 

1. 3 km 

0. 5 km 

1.0 km 

Comments 

1:2,500,000 scale 

0.5 mm measurement 

error 

0.5 pixel error in 

image 

Due to constant height' 

assumption over 1300 km 
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interpolation kernel is used for image interpolation, then the 

corresponding low pass filter will operate on a spectru~ which does not 

accurately represent the image irradiance. Another interpolation kernel 

will have to be used. This kernel m.ist be able to yield a high throughput 

in image interpolation. 

One technique, based on cubic convolution and on creating uniformly 

spaced samples has been proposed by Prakash and Beyer [PRAK81_) and 

simultaneously by Avery and Hsieh [AVER81). 

In this method, as in the case of uniformly spaced samples, cubic 

convolution is used. Therefore the kernel covers four samples and is a 

weighted and truncated sine function. When these four pixels span two 

swaths, at most two samples are not uniformly spaced. Two, at most, 

uniform samples are then created by using two pixels on each swath. A 

4-point cubic spline is then used to performed the interpolation to give 

the values of the created samples. Then cubic convolution is applied to 

the uniform samples which include the created samples. 

Their method suffers the following drawbacks: 

(a) A 4-point cubic convolution does not give an accurate' 

interpolation compared to a 16-point truncated sine fun_ction. 

with Kaiser windowing (as de1110nstrated in Section 2.5.1.6). 

(b) The 4-point cubic spline makes no attempt to preserve the 

signal spectrum. 
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This section presents a new method of interpolating Landsat-4 TM 

imagery in the presence of scan gaps. Experiments are performed on 

sine waves with various frequencies and scan gap sizes, on synthesized 

sine wave imagery and on synthesized TM imagery. Experimental results 

have verified that this method yields an RMS interpolation error of one 

level out of 256 levels in 8-bit imagery data for the case of overlap. 

Failure to use a method such as the one presented here can lead to 

significant radiometric errors, thus greatly reducing the utility of 

geometrically corrected imagery data. 

4.5.2 Theory of Proposed Method 

Let a band limited signal f(t) be sampled at the Nyquist rate and 

divided into two uniformly sampled groups. Specifically, let the sample 

positions be denoted by: 

-pT 

t:.t + pT 

t ~ 0 

t > 0 
(4. 8) 

where Tis the sample spacing and p is a non-negative integer. For 

convenience, separation of the two groups by an amount At is assumed to 

occur at t • O. Following Linfoot and Shepherd's work [LINF39]. Yen 

[YEN56] has shown that the signal f(t) can be accurately constructed by: 

Cl) 

f(t) - I: f(-r ) ljl (t) 
m m 

(4.9) 
UP-ci:> 

where 



1/1 (t) -m 

p + ( 6 t - t ) /T 

... • E 
' 'm T 

L .. Lit + E 
m T 
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(4.10) 

Therefore the kernel 1/1 (t) can be expressed as Gamma functions 
m 

[KORN61] of 6t, scan gap where Lit occurs, sample number m and sampling 

point. The Gamma function has the recursive property: 

r(n+l) -= n r(n) (4.11) 

For tit"' 0, i.e., the sample points are uniformly spaced, 1P ( t) 
Il'l 

degenerates to the sine function as expected. 

This ~thod is applicable here for the following reason. 

Conforming to the size of the 16-point sine function in the case of 

uniformly spaced samples, the kernel size in this case also spans 16 

pojnts. Since each swath contains 16 samples,-the kernel covers at most 

one scan gap. The sample further away from the interpolatjon position 

usually carries less weight. Also, the contribution by samples not 

under the kernel is insignificant. Therefore the sequence of sample 

points under the kernel can be viewed to consist of two groups separated 

by a gap. Each group can be assumed to extend infinitely since points 

after the 16th sample from the interpolation location are not under the 

kernel. The two infinite groups assumption then satisfies the condition 

cited in Yen's method. 

Figure 4 .13 shows plots of the kernel for various values of sample 
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number and scan gap size. The following observations are made: 

(a) When the scan gap is negative, the kernel weight decreases 

with distance of sample point away from the interpolation 

position except at the scan gap (e.g., Figure 4.13a). 

(b) When the scan gap is negative and interpolation is performed in 

the gap, the two nearest sample points weigh more and all the 

other sample points weigh less than the sine function kernel, as 

expected. 

(c) When the scan gap is larger than 1 sample and interpolation is 

performed in the gap, the kernel weights do not decrease as a 

function of sample distance within the 16 samples. 

The figure shows that two modifications have to be made: 

(a) When the gap is positive, extra samples have to be created so 

that the adjusted scan gap is reduced to a size when the 

kernel weights decrease appreciably es a function of sempie 

distance. The adjusted scan ·gap is then always less than a 

predetermined size (see Section 4.5.4 for experimental results). 

(b) When the scan gap is negative and the gap is close to either end 

of the 16 sample points, the sine interpolation is used. This; 

is because, in Yen's method, the kernel weights are heavy 

at both ends of the gap and the kernel weights are still 

significant for a few more samples beyond the gap. Hence, if 

the kernel is truncated to 16 points, significant kernel weights 

will be eliminated. This has been proved in the experiment 

120 
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(Section 4.5.4) to yield a larger interpolation error than the 

sine function interpolation. Section 4.5.4 shows the 

experimental results which determine the scan gap position where 

switching to the sine function interpolation should occur. 

Extra samples can be· created by a local cubic fit using the four 

nearest points, i.e., two points on each side of the scan gap. Let 

these data points be F1, F2 , F3 and F4 at positions t 1 , t 2 , t 3 and t 4 

respectively. Then interpolation can be done by the divided differences 

method: 

4 
f(t)-= !: f[t

1
, 

1-1 

1-1 
••• , t

1
] .n (t - tj) 

1•1 
(4.12) 

where F[ ) is the divided difference which can be defined recursively by: 

F[t.) • F. 
1 1 

F[t., •••, t.+k)-= 
l 1 

The cubic polynom:!.al fit can equivalently be represented by a 

Lagrange polynomial: 

where 

. 4 
f(t) • !: Fi <1>/t) 

1• 1 

4 
cj> i ( t) • ,TI 

j•l ,jz:i 

t - t i 

(4.13) 

(4.14) 
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The additional interpolation error due to creating new samples is 

determined as follows. Let Xi', i "' 1 to n, be the values of the n new 

samples and x
1 

be the actual values of the function to be interpolated 

at the same locations. Also let wi·, i•l to n, be the kernel weights at the 

n positions. Then additional interpolation error is: 

This error is larger when interpolating in the scan gap than away 

from the scan gap because the kernel weights are heavier when the 

interpolation position is closer to the gap. 

Experimental results (Section 4.5,4) also show that a Kaiser window 

is necessary for a better performance of the method. 

4.5.3 Implementation Considerations 

The two groups of uniformly spaced samples are symmetrical abou~ 

the midpoint of the scan. The symmetrical property reduces the 

computation of the kernel weights by a factor of two. 

It is not necessary to compute the kernel weight for every sample 

each time the interpolation is called. The kernel weights can be stored 

in a table the size of which is determined as follows. The kernel is a 

function of sample number, t and scan gap size. If: 

(a) sample spacing is divided into 32 subintervals and the kernel 

'· 

,. 



size is 16 samples, 

(b) a new sample is created when the gap size is larger than 0.3 

line (discussed in Section 4.5.4), 

(c) a sample is deleted when the gap size is less than or . ~qual to 

(d) uniform sample spacing is assumed when the gap size is between 

-0.l and 0,1 line (discussed in Section 4.5.4), 

(e) no interpolation is necessary if the interpolation position is 

within 1/64 of any sample point, and 

(f) scan gap size is varied in steps of 0.05 line .(see discussion 

below), 
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then the number of coefficients, 

property, is 

taking advantage of the symmetrical • 

(1/0.5) X 10 X 31 X 16 X 8 .. 79360 
__,.J ~ ~ 

(I) (II) (III) (IV) 

where the term: 

(I) -= number of quantized gap sizes, 

(II) • number of subpixel intervals minus 1 ' 

(III) "" number of data points, and 

(IV) • number of scan gap size positions (taking advantage of the 

symmetrical property). 

The scan gap quantization step of 0.05 line is obtained by the 

following experiment. Scan gaps of :0.5 line were chosen for a sine 

wave with frequency of 6 pixels per cycle and interpolation was done 
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with erroneous scan gap sizes. The results, presented in Table 4.3, 

show that the RMS error in interpolation due to a 0.05 line error in 

scan gap size is still acceptable (about 1 level for underlap and 0.7 

for overlap). Note that in Canada overlap occurs more often than underlap 

and the scan gap size is expected to be less than 0.3 line. 

The above calculation assumes that the new samples are actually 

created when required. By examining Equation 4.13, it is obvious that the 

new samples need not be physically created, but the kernel weights in the 

two samples on each side of the scan gap need to be adjusted by ~
1 

as 

shown in the equation. Therefore, the scan gap size for 12 of the 16 

kernel weights varies from -0.9 to 0.3 line, and it varies from -2 t~ 2 

lines for the remaining four kernel weights. Therefore, the number of 

coefficients, if the new samples are not physically created, is about: 

(1/0.5) X 31 X 8 X (10 X 16 + 40 X 4) • 158720 

The required number of coefficients cited above will be reduced by 20% 

if sWitching to sine kernel is adopted under certain conditions as 

discussed in Section 4.5.2. 

4.5.4 Experiments with Sine Waves 

Sine waves are first tested for the following reasons: 

(a) The frequency and scan gap can be controlled easily and hence 

the interpolation can be evaluated as a function of frequency 



TABLE 4.3 RMS ERROR VERSUS SCAN GAP 
SIZE QUANTIZATION 

ACTUAL SCAN ERRONEOUS SCAN GAP 
GAP SIZE SCAN GAP SIZE SIZE ERROR 

-0.50 0.00 
-0.51 0.01 

-o.s -0.52 0.02 
(overlap) -0.53 0.03 

-0.54 0.04 
-0.55 0.05 

-a.so 0.00 
-0.51 0.01 

0.5 -0.52 0.02 
(underlap) -0.53 0.03 

-0.54 0.04 
-0.55 0.05 
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RMS ERROR 

0.67 
0.67 
0.68 
0.69 
0.69 
0.70 

0.60 
0.63 
0.71 
0.83 
0.99 
1.17 

Note: Test was performed on sine wave with a frequency of 6 
pixels per cycle. 



and scan gap size. 

( b) Using the sine waves, 1 t can be shown how other methods 

(e.g., interpolation by sine function kernel 1) co~are to 

the chosen method • 

. (c) In this part of the experiment, the following parameters in 

the chosen method can be determined: 

the scan gap position for switching to the sine 

interpolation, and 

kernel 

the scan gap size above which new samples are created. 
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Each sine wave in this part of the experiment consists of 32 data 

points. The first 16 and the last 16 sample points are equally spaced 

(both groups have the same spacing ~0). The spacing between the 16th 

and 17th data point (,\) reflects the magnitude of the scan gap ·and scan 

gap size is defined as ~l - ~O. In the experiment, the scan gap size 

varies frorn -0.9 to 2.0 samples. Scan gap size less than or equal to -1.0 

sanrple represents redundant data and will not affect the experfmental 

result. 

The TM modulation transfer function (Ml'F) has a significant frequency 

response up to 0.16 cycle per pixel (the maxiDUm is 0.5 cycle : per 

pixel). The experiment hence places a strong emphasis around this 

particular frequency. 

Performance of the sine interpolation and Yen's method are shown in 

~igure 4.14. Frequency of the sine wave is 0.16 cycle per pixel. The 

1 Here the sine function is referred to as the 16-point truncated sine 
function with Kaiser windowing. 
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abscissa of each plot is the interpolation position from 8 to 16 + half of 

scan gap. The kernel weights of other interpolation positions are 

replicas of the weights in this segment. Each plot is the envelo/ of 

the RM; error. 

The .following conclusions can be drawn from the figure: 

(a) Yen's method without Kaiser windowing gives a higher RMS error 

than Yen's method with Kaiser windowing. Therefore, the 

former method is discarded. This is an expected result since 

this is also true for the sine function interpolation and the 

overall shape of the Yen's method kernel is similar to that of 

the sine function. 

(b) The sine function interpolation and Yen's method give 

approximately the sam~ RMS error when the scan gap size is 

between ±0.1 line. Hence, for this range of gap size_, the sample 

spacings can be assumed to be uniform and the sine interpolation 

is used. 

(c) When the interpolation position is such that the scan gap is 

close to the end of the kernel and its size is negative, 

Yen's method gives a very large error because the kernel weights 

after the gap are still significant. In this case the sine 

interpolation performs better. The point of switching is when 

the scan gap is at the following (marked with x) positions in 

the kernel: 

X X X X ... ~~-...... - ...... -~ 
l 2 3 4 13 14 15 16 

The RMS error is zero when the interpolation position falls on a 
data point. The envelop is the locus following the maximum error 
between pairs of data points. 
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It remains to determine when new samples have to be created. 

Experimental results show that one sample should be created when the 

scan gap 1s between 0.3 and 1.3 samples, and two samples should be created 

if the scan gap is larger than 1.3 samples. It is not necessary to create 

more than two samples because the scan gap is always less than 2.0 

samples. 

Figure 4.15 gives comparisons between the sine interpolation, 

Yen's method and the proposed method (i.e., Yen + Kaiser windowing + 

creating of new samples) for four different frequencies. 

that the chosen method is superior to the other two 

turns exist at the gap size equal to 0.3 and 1.3 samples 

method before new samples are added. Without adding the 

The figure shows 

methods. Sharp 

for the chosen 

new samples the 

RMS error increases rap1dly due to the fact that the kernel requires 

more than 16 points, i.e., the kernel weights have not subsided yet at the 

end of the 16-point kernel. 

4.5.5 Scan Gap Simulation in Imagery 

The scan gaps were assumed to be due to the following factors: 

satellite altitude variation, jitter and scan skew. This section 

describes how these scan gap constituents were simulated. The sitrulated 

scan gap is used in the synthesis of distorted imagery (Section 4.5.6). 
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1. Altitude Variation 

This causes a constant scan gap size, in the absence of jitter and 

scan skew, given by: 

G • .' 6 - 6 
l 0 

where 60 denotes the interline spacing within a swath and 6 1 denotes the 

spacing between the two swaths. The value of Gin the experiment varied 

between ±2.0 lines. A slanted road due to a positjve and negative value 

of G is shown in Figure 4.16. A negative G means the satellite is at a 

higher orbit than nominally, and hence the sensor images a wider portion 

of the road with its 16 detectors. As a result, the road is segmented 

as shown in Figure 4.16a. This corresponds to overlap. On the 

contrary, a positive value of G shows underlap and the slant road 

becomes segmented in the way shown in Figure 4.16b. 

2. Jitter 

Jitter has frequencies in the range from 2 to 125 Hertz, it can be 

modelled as a series of sine waves at the output of a typical band pass 

filter centred at 60 Hertz. The 3 db points at 30 and 90 Hertz are shown 

in Figure 4.17. Hence, the scan gap is: 

N 
d(t) • c r {exp[(-60 + 12001./N//1300]} sin[2ir(l20it/N)] 

1 .. 1 

where t ., time, 

N • total number of sine waves, and 

c ~ 1Jl.lltiplicative constant to adjust the gap sjze. 
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In the experiment, the value of c was chosen such that the jitter 

contribution to the scan gap varied from -0.5 to 0.5 line. 

3. Scan Skew 

The scan skew was chosen so that its contribution to the scan gap was 

between ±0.1 line. 

4.5.6 Experiments with Sine Wave Imagery 

Sine wave patterns were used in the sinulation of imagery because 

they can synthesize linear features such as roadways and hence the effect 

of scan gap on these features can be visualized. 

Figure 4.18 depicts linear features on the ground running at an angle 

of 45° to the vertical. The sine wave has a frequency of 6 pixels per 

cycle. This frequency was chosen because the Ml'F of the TM sensor 

dictates that it takes about 3 pixels to respond from 

extreme to the other. The simulated TM image is shown in 

one intensity 

Figure 4.19, 

where the scan gap ranges from -1 to l line. 'Renee, this corresponds to 

overlap and the sine patterns are segmented in a manner similar to Figure 

4.16a. Two methods of reconstruction were used - sine interpolation and 

the proposed method. The results are shown in Figures 4.20 and 4.21. The 

difference images, each multiplied by a factor of 4, are shown in Figures 

4 • 2 2 and 4 • 23 • 
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FIGURE 4 18 • SINE WAVE IMAGE 
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I l 

FIGURE 4.19 DISTORTED SINE WAVE IMAGF. WITH OVERLAP 
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FIGURE 4.20 RECTIFIED s T 
· .,POLATION (OVERLAP) WITH SINC INTF.R.INE WAVE IMAGE 



FIGURE 4.21 RECTIFIED SINE WAVE IMAGE (OVERLAP) WITH 
PROPOSED METHOD 
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FIGURE 4.22 RADIOMETRIC ERROR IN RECTIFIED SINE WAVE IMAGE 
(OVERLAP) WITH SING INTERPOLATION 

13.9 



FIGURE 4.23 RADIOMETRIC ERROR IN RECTIFIED SINE WAVE IMAGE 
(OVERLAP) WITH PROPOSED METHOD 
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The same image, but with underlap, was also sitrulated with scan gap 

sizes from 0.3 to 1.4 lines. The result is shown in Figure 4.24 in 

which the sine patterns are segmented in a manner sim:!lar to Figure 4.25 

to 4.28. Figure 4.25 (sine interpolation) shows more obvious seams than 

Figure 4.26 (proposed method). 

The difference images clearly show that the proposed method is better 

then the sine interpolation for both the overlap and underlap cases. 

The quantitative results are given by the RMS value in the difference 

images: 

Sine interpolation 

Proposed method 

Overlap 

2.8 

1.1 

Underlap 

6.9 

2.6 

Thus, the proposed method is about 2.5 times better than the 16-point sine 

interpolation in terms of RMS error. 

A plot of absolute error for a sequence of data points in the 

difference images is given in Figure 4.29. This 

demonstrates the superiority of the proposed method. 

figure 

The 

clearly 

method 

performs about two to three times better than the sine interpolation. 

However, by just considering the neighbourhood of the scan - gaps, the 

proposed method is even better. The sine interpolation will introduce 

considerable artifacts even in the case of overlap. 



I 

I 

Ji 



143 

FIGURE 4.25 RECTIFIED - OLATION MAGE (UNDERLAP) SINC INTE~INE WAVE I WITH 



FIGURE 4 .26 RECTIFIED SINE WAVE IMAGE (UNDERLA.P) WITH 
PROPOSED METHOD 
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FIGURE 4.27 RADIOMETRIC ERROR IN RECTIFIED SINE WAVE IMAGE 
(!JNDERLAP) WITH SINC INTERPOLATION 
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FIGURE 4.28 RADIOMETRIC ERROR IN RECTIFIED SINE WAVE IMAGE 
(UNDERLAP) WITH PROPOSED METHOD 
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4.5.7 Synthesized TM Imagery 

TM imagery with scan gaps can be synthesized using existing Landsat 

MSS imagery. A 512 x 512 Landsat-2 MSS image over Vancouver Island, B.C., 

Canada was selected for experiment. 

Figure 4.30 shows the scene which is imaged over rugged terrain. A 

scan gap of 0.0 to -1.0 line corresponding to overlap was used to sill"l\.llate 

the jittered image. In the simulation, a 16-point sine interpolation 

was used. Reconstruction was done by both the sine interpolation method 

and the proposed method~ Figures 4.31 and 4.32 show the error images, each 

multiplied by a factor of 4. The error images show that the proposed 

method yields less interpolation error than the sine interpolation. The 

RMS error for the proposed method is 0.8 level and that for the sine 

interpolation is 1.7 levels. RMS error also includes the error introduced 

in simulating the jittered image by a 16-point sine interpolation. The error 

in the simulation is about 0.5 level RMS. When this simulation error is 

subtracted (in the Gaussian sense), the proposed method performs two to 

three times better than the sine interpolation and this is consistent 

with the sine wave experimental results. For the sine interpolation, 

the worst errors occur in the scan gap neighbourhoods; while in the 

proposed method (overlap case), the error is independent of positions 

relative to scan gaps. This again agrees with the sine wave 

experimental results. The larger errors in the scan gap neighbours are 

due to the following: 

(a) Kernel weights in larger scan gaps do not taper off as fast as 

those in smaller .scan gaps. 

(b) Error is attributed to creating new samples. When interpolating 

l I 
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FIGURE 4.30 MSS IMAGE OSED TO SYNTHESIZE TM IMAGE 



FIGURE 4.31 RADIOMETRIC ERROR IN RECTIFIED SYNTHESIZED TM 
IMAGE WITH SINC INTERPOLATION 
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FIGURE 4.32 RADIOMETRIC ERROR IN RECTIFIED SYNTHESIZED TM 
IMAGE WITH PROPOSED METHOD 
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in a gap neighbourhood, the kernel weights on these new 

samples are heavy. 
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Different scan gap sizes are tested with the scene and the RMS errors 

are shown in Figure 4.33. The following should be noted: 

(a) The distorted images wtth scan gaps were simulated by using 

16-point sine interpolation which would introduce an RMS error 

of about 0.5 level. 

(b) In the overlap area, the proposed method yields an Rl'-ffi error two 

to three times lower than that of the sine interpolation 

method (after subtracting the error in the fil5 sense 

introduced in simulating the distorted image). This agrees with 

the sine wave experimental results. 

(c) In the underlap area, the RMS errors for both methods are 

about equal. This is due to errors introduced in the sirulation 

of the distorted imagery. In addition to the 0.5 level RMS 

error, another error source could be that the data spacings in 

the original MSS image are not uniforrr.. A scan gap occurs 

once every 6 lines of data and can be as big as 0.1 line. In 

the interpolation process, creating new samples is another error 

source. 

Nevertheless, the imagery experiments indicate that the proposed method 

would yield an interpolation error of less than l level RMS in the case of 

overlap. 
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4.6 Experiments - Relief Displacement 

4.6.1 Objective 

Rectification experiments of the first pass have been performed 

with synthesized imagery. The objective of this section is to present the 

experimental results which show that subpixel geometrjc accuracy can be 

achieved. Terrain models consisted of a simulated Gaussian terrain and 

a real IYI'M. Both Landsat-4 and SPOT sensor parameters are considered. 

In synthesizing the imagery, a Lambertian 

model [WOOD80 and HORN8lb] is assumed where the 

particular point (x,y) is given by: 

I (x,y) = 
1 + P2 + q2 l + 2 + 2 ps qs 

pp+qq+l 
s s 

where p = df ( X, y) / dX, 

q = af < x, y) I oY, 

f(x,y) = altiturle of point (x,y), and 

surface reflectance 

intensity of any 

(4.15) 

(-ps, -qs, 1) is a vector pointing in the direction of the sun. 

Other surface reflectance models would yield different radiometric 

values for the synthesized imagery but would not significantly affect 

the study of geometric rectification accuracy. 

The results obtained with simulated Gaussian terrain are presented 

first. The advantage of using this terrain model is that slopes p, q 

required by the Lambertian model, and the intersection of the sensor 

i 
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viewing vector with the terrain, can be computed analytically. In the 

case with the real DTM, the slopes and the intersection points have to 

be estimated numerically. 

4.6.2 Gaussian Terrain with Landsat-4 TM Sensor Parameters 

The Gaussian terrain model consists of several Gaussian hills as 

illustrated in Figure 4.34. Here elevation has been shown directly 

proportional to image brightness. The terrain varies from O to 2,500 

metres. A synthesized orthographic image using Landsat-4 TM sensor 

parameters of the same area is shown in Figure 4.35. Here, the sun is 

at elevation 46° and azimuth 122°, corresponding to sun position in a 

TM scene. The image area is about 15 km x 15 km. The synthesized image 

has a pixel size of 30 metres x 3n metres. The image as seen by the 

sensor is shown in Figure 4.36. This distorted image is synthesized by 

COIT'puting; analytically, the intersection of the sensor vector with the 

terrain and then the slopes at the point of intersection. Since the worst 

case terrain distortion is to he studied, the area is assumed to appear on 

the leftmost part of the imaged scene. Here, an elevation of 1 kir is 

displaced by about 130 metres. 

The distorted image is rectified by the system depicted in Figure · 2.6 

(Section 2.6.2) and the rectified image is shown in Figure 4.37. The 

geometric accuracy of the rectified image is illustrated in Figure 4.38. 

The terrain of one of the hills is shown in Figure 4.38a and the intensity 

of the same area in the orthographic image is plotted in Figure 4.38b. 

Figures 4.38c and d are identical except for .. minor radiometric errors, 
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FIGURE 4.34 GAUSSIAN TERRAIN 
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FIGURE 4.35 ORTHOGRAPHIC IMAGE .(GAUSSIAN TERRAIN) 
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FIGURE 4.36 DISTORTED IMAGE (GAUSSIAN TERRAIN) 
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FIGURE 4.37 RECTIFIED IMAGE (GAUSSIAN TERRAIN) 
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FIGURE 4.39 ERROR IMAGE (GAUSSIAN TERRAIN) 
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The relief displacement can easily be seen by comparing Figures 4.38h 

and c. The difference between the orthographic image and the rectified 

image shows the intensity of each Gaussian hill is accurate to within 

0.5 level RMS out of 256. The difference, accentuated by a factor of 80, 

is shown in Figure 4.39. This difference is mostly due 

interpolation such as ringing (Gibb's phenomenon) 

boundaries. 

at the 

to an 

shadow 

This simple experiment demonstrates the successful result obtained 

With the proposed rectification algorithm with an analytical terrain 

model. 

4.6.3 Real Terrain with Landsat-4 TM Sensor Yarameters 

A regular gridded DTM of the St. Mary Lake area in B.C; Canada is 

used with a spatial resolution of 30 metres x 30 metres. The DTM covers 

an area of 15 km x 15 km. Figure 4.40 shows the terrain and Figure 4.41 

shows the orthographic image. The terrain ranges from 950 metres in the 

valley to 2,860 metres at the peaks. Again, to obtain the worst , case 

terrain distortion in the distorted image, the area is assumed to be at 

the leftmost part of the image. The distorted image is sho~n in Figure 

4.42. The sun position is the same as in the Gaussian terrain case, i.e., 

from the southwest. (A more accurate sense of the terrain can be viewed 

by turning the picture upside down since human visual interpretation is 

more accustomed to having the illumination from the top left corner.) 

In synthesizing the distorted image, the slope at a point in each 
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FIGURE 4.40 DTM OF ST. MARY LAKE AREA 



164 

FIGURE 4.41 LANDSAT-4 TM ORTHOGRAPHIC IMAGE 
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FIGURE 4.42 LANDSAT-4 TM RELIEF DISTORTED IMAGE 
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direction is determined by fitting a quadratjc curve through the three 

closest points in that direction. Newton's for~ and divided differences 

can readily be applied here. Let the three closest points tot, where the 

slope is required, be (t
1

, F
1
), (t

2
, F

2
) and (t

3
, F

3
) where the F's are 

the DTM values. Then the slope at t is: 

F ' ( t ) = F 2 - Fl- + 0 • 5 ( F 3 - 2 F 2 + Fl ) ( 2 t - t l - t 2 ) 

which can be computed very easily. 

The rectifjed image js shown in Figure 4.43. The geometric accuracy 

can best be illustrated by Figure 4.44 which is a plot of the displacement 

vectors as a result of correlation between the original orthographic 

image and the rectified image for 100 points. The mean error is only 

0.023 pixel and the standard deviation is 0.077 pixel. The maxi mum 

error is only 0.22 pixel. Hence subpixel geometric rectification accuracy 

has been achieved with the DTM. 

The RMS difference between the orthographic and the rectified 

images is about 6 levels RMS out of 256. This radiometric difference is 

caused by the fact that the intensity function of the synthesized 

distorted image is not band limited. The difference, accentuated by a 

factor of 20, is shown in Figure 4.45. 

4.6.4 Real Terrain with spar PLA Sensor Parameters 

The off nadir pointing angle for the SPOT sensor can he as high as 

26~. A terrain height of 1,000 metres is ~isplaced by about 700 metres at 

·-1 
·1 
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FIGURE 4.43 LANSAT-4 TM RECTIFIED IMAGE 
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FIGURE 4.44 GEOMETRIC RECTIFICATION ACCURACY (LANDSAT-4 TM) 



FIGURE 4.45 ERROR IMAGE (LANDSAT-4 TM) 

Note: This results ' from both geometric and 
radiometric errors. 
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the far edge of the scene. The same regularly gridded DTM as in the 

Landsat-4 TM case is used, rut the spatial resolution is now assumed to be 

20 metres x 20 metres. Also, the altitude is nultiplied by 2/3 to 

retain the same slopes. A realistic sun angle is taken to be at elevation 

68° and azimuth 104°. The orthographic image is shown in Figure 4.46 

and the distorted image is shown in Figure 4.47. It can be seen from 

Figure 4.47 how severely the mountain ranges are distorted. Moreover, 

since the sensor and the sun are at opposite sides of the image, the 

brighter sides of the slopes which face the sun are nuch narrower than the 

darker sides of the slopes which face awar from the sun. This wi 11 

undoubtedly introduce radiometric errors in the rectified image as shown 

in Figure 4.48. However, the displacement vectors for 100 points in 

Figure 4.49 show that the mean error is only 0.028 pixel and the standard 

deviation is 0.07 pixel. Also, the maximum error is 0.42 pixel. R ence, 

subpixel geometric rectification accuracy can also be achieved in SPOT 

imagery for the PLA sensor when operating in the side looking mode. 

The RMS difference between the orthographic and the rectified 

images is again about 6 levels out of 256 due to reasons already mentioned 

for the Landsat-4 TM case. The difference, accentuated by a factor of 20, 

is shown in Figure 4.50. 

4.7 Experiments with Landsat-2 Imagery 

The Landsat-2 scene (I.D.2921-18025, imaged on 31st July 1977) used 

is an image of an area over Vancouver, B.C., Canada. The image is shown 

in Figure 4.51. 
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FIGURE 4.46 SPOT ORTHOGRAPHIC IMAGE 



172 

FIGURE 4.47 SPOT RELIEF DISTORTED IMAGE 
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FIGURE 4.48 SPOT RECTIFIED IMAGE 
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FIGURE 4.49 GEOMETRIC RECTIFICATION ACCURACY (SPOT) 
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FIGURE 4.50 ERROR IMAGE (SPOT) 

Note: This results from both geometric and 
radiometric errors. 
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FIGURE I~. 51 LANDSAT-2 MSS RAW IMAGE 
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Results of the navigation procedure are shown in Figure 4.52 and 

Table 4. 4. In the figure, the RMS residual error stays relatively 

constant at about 70 metres. The error is mainly caused by: 

(a) Marking a target line, pixel location in the image from which a 

pixel corresponds to 58 metres x 79 metres. In the process 

the maximum error is estimated to be 1 pixel in the along and 

across scan direction. Assuming uniform distribution, the RM; 

error is: 

01 -- ( 5 ~3) 
2 

+ ( 7 9 )
2 

L.:. [3 met res = 5 7 met res 

(b) Marking of target location on a mapsheet. The mapsheets used 

are 1:50,000 scale. A marking error of 1 mm corresponds to 

SO metres. Assuming this is the maximum error, then the RMS 

error is: 

=/(~t + ( 
50 )

2 
[3 metres = 21 met res 

(c) Map accuracy. It is not known what class the mapsheets belong 

to. Assume that the best maps (Class Al) are used, then the 

RMS error in each direction is 16 metres. Denote this by o3 • 

Therefore the total error rudget is: 

0 o 2 + o 2 = 72 metres 
2 3 

which is close to the experimental residual error. 
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FIGURE 4.52 RESIDUAL ERROR VERSUS NUMBER OF GCPs 

TABLE 4.4 ATTITUDE AT 9 POINTS OVER THE IMAGE 

(NOTE: ALL VALUES IN DEGREES) 

ROLL PITCH YAW 

-0.309 0.124 -0.516 
-0.315 0.120 -0.517 
-0.319 0.116 -0.518 
-0.323 0.120 -0.516 
-0.325 0.109 -0.514 
-0.326 0.107 -0.511 
-0.325 0.107 -0.505 
-0.322 0 .111· -0.500 
-0.319 0.119 -0.494 
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The rectified scene is on a UI'M projection with . the north axis 

aligned with the vertical. The angfe of rotation (frorn raw image to 

~ 

rectified image) is about 14 • The rectified image is shown in Figure 

4.53. The pixel spacing is 50 metres and the scale is 1:1,000,000. 

This choice of scaling proves to be very convenient if . a subarea of the 

image is required and on a scale of 1:1,000,000n or 1:1,000,000/n where n 

is an integer. An example of using this rectified image on another scale 

will be given in the next chapter. 
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OlAPTER 5 S YN'm ET IC APE lIT URE RADAR 

5.1 Introduction 

Relief displacement is a major factor in synthetic aperture radar 

(SAR) imagery. It is necessary to understand how SAR works and how the 

SAR signals are processed before the rectification remapping can be 

derived and relief displacement correction can be forrulated. The 

theory of SAR can be found in references [KOVA, MDA76, MDA77a, MDA77h 

and · HOVA79] and 

BENN79 , · CUMM79, 

is summarized in 

MDA79 and BENS80] 

Appendix 

show how 

F. 

the 

References [BENN78, 

SAR signals are 

processed. This again is described in Appendix F. The basic properties 

of SAR and the range and azimuth resolutions attainable are summarized 

as follows. 

A SAR system sends out finite pulses and receive.s their echoes at 

regular intervals; meanwhile the satellite carrying the SAR advances in 

position between pulses. The main characteristics of the processed SAR 

imagery is that it has high azimuth (along track direction) resolution 

which is satellite altitude independent, and that this resolution is 

numerically proportional to the antenna aperture (i.e., the smaller the 

antenna aperture, the higher the resolution). By virtue of the 

satellite motion in the azimuth direction, the return signal of a target 

is a chirp (linear frequency modulated) signal in this direction. By 

matched filtering this return with its replica, the azimuth resolution 

p obtained is 
a 
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(5.1) 

where Dis the antenna aperture. 

High resolution in range (across track direction) can be obtained 

by transmitting a chirp signal and matched filtering the return by its 

replica. The range resolution pr thus obtained 1s 

P = 0.886 c / (2 K't") r (5.2) 

where c is the velocity of propagation, K is the linear frequency 

modulation (FM) rate and 't" is the radar pulse duration. With 4 looks 

(Appendix F) an~ sidelobe suppression the azimuth and range resolution for 

S easat imagery is 

p -= 25 metres 
a 

p = 25 metres r 

Without matched filtering, the azimuth resolution is 

and the range resolution is 

qr s c T./ (2R) 

(5.3) 

(5.4) 

where A is the wavelength of operation and R is the target range. For 

Seasat they correspond to 

q ., 18. 7 km 
a 

and q = 5.1 km r 

,. 
I 
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These results readily show that the matched filtering 1s important to 

obtain high resolutions in both azinruth and range. 

The purposes of this chapter are to: 

(a) Develop the rectification transformation which depends on how 

the SAR data is processed. 

(b) Investigate the geometric distortions in which relief 

displacement is a major problem. 

(c) Develop orbit refinement methods. In SAR imagery, attitude 

angles are not parameters in the rectification transformation 

and hence these angles do not need to be refined. 

(d) Perform rectification experiments with Seasat data. 

5.2 Rectification Transformation 

The MDA Seasat Processor described in Appendix F is ·capable of 

producing a high resolution SAR image whose coordinates are slant range 

and azimuth. When converted to ground range, the resolution is 25 X 25 

2 metres • To rectify this to a map projection (e.g., urM), the geometric 

corrections must take into account satellite ephemeris data, Doppler 

frequency to which the input data has been compressed (as defined by the 

Seasat processor), terrain, earth curvature and earth rotation. These 

geometric corrections together with the output map projection 

parameters, define the transformation linking the input image to the 

output ima~e. The transformation is detailed in Appendix G. 
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It should be noted that the slant ranges is not linearly related to 

ground range g. They are related, from Figure 5.1, by: 

g = R e 

where cos e = (H 2 + R2 - s 2) / (3IR) 

A plot of Ag/As as a function of range for a typical Seasat image is shown 

in Figure 5.2. 

An important result of the transformation is that it is independent 

of the satellite attitude angles. These attitude angles only affect the 

positioning of the SAR beam which can be determined by an independent 

method. However, the attitude angles and orbit nust be determined to 

within a tolerance limit for focusing purposes. 

5.3 Terrain Induced Distortions 

5.3.1 Relief Displacement 

Relief displacement is the major geometric distortion in radar 

imagery. It has the following attributes: 

(a) A target migrates towards the radar by an amount approximately 

equal to the product of its height and the tangent of the 

depression angle (see Figure 5.3). Hence, the displacement effect 

decreases with depression angle. This can also be explained by 

the fact that for a larger depression angle the slant ran~e 

difference between the top and foot of an elevated target is 



FIGURE 5.1 GEOMETRIC RELATION BETWEEN SLANT RANGE 
AND GROUND RANGE 
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FIGURE 5.3 RELIEF DISPLACEMENT IN RADAR IMAGERY 
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greater than the difference for a smaller depression angle. 

(b) Slopes facing the radar appear to be shorter in the image and 

slopes facing away from the radar appear to be longer. 

referred to as slope foreshortening. 

This is 

(c) Radar layover occurs when targets further away on . the ground 

appear to be closer to the radar than nearer targets. This occurs 

when the slope exceeds a limit defined by the depression angle. 

Hence, in very mountainous areas, mountain tops and valleys can 

have the same pixel number (i.e.,same slant range) in the image. 

In radar imagery, sampling is done at equal increments in slant 

range. Hence, in the remapping process, it is preferable to define relief 

displacement in slant range units. From Figure 5.3, the displacement is 

given by Dt, • d' - d. The value of d' is known to be a linear function of 

pixel number, and d can be determined from the geometry of the figure: 

d • JR 
2 + R 

2 
- 2RH cos e 

where cose = [H2 + 2(R+z)H - (d 1 )
2 ] / [2(R+z)R] 

(5.5) 

. (5.6) 

Renee Ad can be expressed in closed form by finding the difference of 

d' - d. 

Since z << R, an approximation of d can be fornulated as follows. 

From Equations 5.5 and 5.6 it can be shown that 

Ad • d' - d ·~ z (R - H cos 6) / d 
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From the geometry of the figure the above equation can be written as: 

(5. 7) 

where 6 is the radar look angle of the vertical and the negative sign 

shows that displacement is towards the radar. 

Using nominal values of Seasat orbit and look angle 6, the 

displacement and the critical slope angle when layover occurs are shown 

in Figure 5 .4. 

Relief displacement is a high frequency geometric distortion and can 

be removed in the first processing pass as will be demonstrated later. 

5.3.2 Importance of Compression to Zero Doppler 

In the azimuth compression process, the znatched filtered output is 

.placed at location of zero Doppler. This has significant impact on the 

remapping process for the case that the antenna illumination is not 

broadside. The advantage of compression to zero Doppler is that relief 

displacement is always only along scan. If compression is to nonzero 

Doppler, then relief displacement also has a nonzero along scan cot11ponent. 

For example, the Seasat antenna is tilted at about 2°. If 

compression is performed to the Doppler frequency along the beam centre, 

then a 1,000 metre high target will be displaced by 2,300 sin 2° • 80 

metres in the azimuth direction, assuming that each metre in elevation 

··1s displaced by 2.3 metres on the ground. 
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5.3.3 Target Defocusing 

Another problem with terrain is that the trajectory of an elevated 

point target is incorrect in the azimuth matched filtering process, hence, 

defocusing the target. The following examines h~ the trajectory deviates 

from zero elevation and hence assesses the amount of defocusing. 

For S easat imagery, the worst distort.ion in slant range r is shown in 

Figure 5.5 as Ar. This occurs at the tip of the illumination beam. Using 

the Seasat parameters as shown and nominal orbit parameters, it can he 

shown that Ar~ 0.1 metre per km in elevation. This amount of Ar has no 

significant effect on range cell migration and hence, produces no 

significant target blurring. 

5.3.4 Intensity Migration 

Intensity migration occurs when the same area is imaged in more 

than one pass. It is caused by a change in incidence angle to the same 

location due to the relative position of the orbit in the passes. The 

change in incident angle is illustrated in Figure 5.6. 

Intensity migration, although not strictly a geometric distortion, 

has an adverse effect on the registration between two radar scenes. 
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5.4 Experiments with Seasat Imagery 

5.4.l Image Location Accuracy Study 

The purpose of the image location accuracy study is 

the geometric accuracy in SAR imagery produced by a 

to determine 

typical SAR 

processor (which in this case is the MDA SAR processor) and hence drive 

a navigation method. The experiment in the study consisted of the 

following procedures: 

(a) Select a number of clearly identifiable targets in several 

Seasat scenes (each scene is 40 km X 40 km). 

(b) From topographic maps, determine the location and elevation of 

these targets. 

(c) Using only the location of the target within an image, as well 

as Goddard Space Flight Centre supplied Definitiv~ Orbit 

Record data [JPL77], predict the location of each of these 

targets, correcting for each target's elevation. 

(d) Determine the means and standard deviations of the differences 

derived from steps (b) and (c). 

The scenes selected were as follows: 

- Ottawa, Ontario, Orbit 472, descending, 

- Pembroke, 0-ntario, Orbit 1218, descending, and 

Vancouver Island, B.C., Orbit 193, ascending. 

The first two scenes were received at Shoe Cove, Newfoundland while the 

last one was received at Goldstone, California. The three chosen scenes 

vary from gently rolling terrain (e.g., Pembroke scene where the terrain 
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varies between 100 and 200 metres) to very rugged terrain (e.g., 

Vancouver Island scene where the terrain varies from Oto 1,000 metres). 

The maps used were 1:50,000 Class Al maps from the National 

Topographic Series produced in Canada. Each map is on a UTM grid. The 

accuracy of Al maps has already been discussed in Chapter 3. 

Experimental results are summarized in Table 5.1 which gives the 

along and across track errors. The table shows two types of errors: 

- absolute or mean error with bias in the along and across track 

directions; and 

- relative error after bias removal and expre~sed in terus of 

standard deviation. 

The across track bias lies below 54 metres for all three scenes. The 

along track bias varies drastically in the Pembroke scene from the other 

two scenes. In the Pembroke scene it exceeds 6,000 metres. This 

substantial bias is believed to result from a timing error in the 

rece1ving station clock of approximately one second. 

The relative error results from a variety of sources 

(a) Marking a target line and pixel coordinate in the image. A 

pixel and a line each corresponds to 12.5 metres on the ground. 

(b) Marking of target on a mapsheet. In a 1:50,000 scale 

mapsheet, a measurement error of 1/2 mm would correspond to 25 



TABLE 5.1 ALONG TRACK ANO ACROSS TRACK ERRORS 

Along track 
Along track Across track o in metres 

Scene ~o. of bias in bias in Experimental/ 
Targets Metres Metres Budgeted 

Ottawa 17 47 35 23/30 

Pembroke 19 6186 54 24/30 

Vancouve, 12 117 44 23/30 
Island 

~-··-

Across track 
o fn metres 
Experimental/ 

Budgeted 

38/27 

38/27 

13/29 

,_. 
\0 
0\ 



met res. 

(c) Map accuracy. For Class Al 1:50,000 mapsheets, the spatial 

RMS error is 15 metres in easting and northing directions 

combined (equivalent to 15 metres in along track and across 

track combined). 

(d) Orbit ephemeris data error. The Definitive Orbit Record data 

supplied by the Goddard Space Flight Centre contains satellite 

position information once every minute. The error for each 

position is [JPL77J: 

a in along tracks 17 metres 

o j n across track "' 10 met res 

o in radial direction .. 10 metres 

For each scene, a quartjc polynomial fit to the satellite 

position was used to define the satellite position. This can be 

shown to give an error of less than 1.2 metres in each 

direction. 

negligible. 

Hence the ephe-meris interpolation error is 

(e) Relief displacement. This has effect only in the across track 

direction. As has been mentioned, o for elevation error is 

0.3 contour interval for Class Al maps. 

areas, the contour interval is 25 feet. 

On gently rolling 

On hilly areas, it 

can be 50 feet or 100 feet. Then for gently rolling areas, a 

(Class Al map)"' 2.29 metres. This corresponds to 5 metres 

in ground displacement, since for every metre in height, 

relief displacement is approximately 2.3 metres on. the ground. 

(f) Contour Interval Interpolation error. This agajn has effect 

only in the across track direction. Usually a target does not 
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fall onto a contour line in the mapsheet and the target height 

has to be interpolated. An interpolation accuracy of 1/4 

contour interval is estimated. Thus, for a contour interval of 

25 feet and assuming uniform distribution in interpolation 

error, o (Class Al map) • 1.1 metres. 

metres in relief displacement. 

This corresponds to 3 
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The budgeted overall o was calculated for each scene and the result 

is also shown in Table 5.1. The contour intervals of various mapsheets 

have to be taken into account in the calculation. For the Ottawa and 

Pembroke scenes, the maps used were with both 25 and 50 foot contours; and 

for the Vancouver Island scene, the mapsheets were with 20 metre contour 

interval. The experimental errors agree fairly well with the predicted 

values for the first two scenes and lie within the predicted value for the 

third scene. 

5.4.2 Orbit Refinement 

The transformation described in Appendix G is a function of earth 

parameters and orbit ephemeris, and is attitude independent. Results in 

Section 5.4.1 show that the orbit ephemeris has to be refined for 

precision rectification of SAR imagery. 

In Seas at SAR imagery, the orbit latitude 4, and long1 tude A are 

expressed as quartic polynomials: 

4 
l: 

1=0 
(5.8a) 
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For convenience t • 0 is chosen as the image scene centre. Results 

in the image location accuracy study clearly show that by adding a bias to 

both 4>o and ).O, the resulting rectified image has a residual error in the 

along and across track directions of about 40 metres .in which 

measurement error is included. Therefore, the true rectification error, 

free from map induced measurement error, is less than 40 metres in the two 

directions. 

An even simpler way is to translate the image with respect to the 

map projection grid lines. The worst translations occur in the Pembroke 

scene (about 6 km in the along track direction). The resulting image will 

still have the accuracy cited as above. 

Although the two methods (adding biases 4> 0 and ). 0 
and image 

translation) are not mathematically equivalent, it can be shown that the 

2 differences are negligible over a 40 X 40 km scene. 

Such a method of rec ti fi cation of Seas at SAR imagery is possible 

due to the high degree of accuracy in tracking .data supplied by the 

Goddard Space Flight Centre. The along track error and across track 

error are most probably due to timing errors and hence can be removed 

by an image translation in the manner described above as shown in 

Figure 5.7. These plots do not exhibit any residual height error or 
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(A) OTTAWA SCENE (B) PEMBROKE SCENE 
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FIGURE 5.7 GCP ERROR VECTORS AFTER NAVIGATION 
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residual image rotation, hence justifying the translation process. 

For SAR imagery in general, orbit refinement can be done by a least 

squares filtering technique similar to that presented in Section 4.3 for 

scanner imagery. However, attitude angles should not be entered in the 

state vector. For typical SAR imagery the parameters are satellite 

latitude, longitude and local orbit radius. 

5.4.3 Rectification with DTM 

The Vancouver Island scene used in the image location accuracy 

study is also used as an illustrative example of how a DTM can be used 

in the rectification. This scene is chosen because it is imaged over a 

very rugged area and a DTM is available. The DTM covers an area of 16 

km X 20 km and has spatial resolution of 60 metres X 60 metres. It was 

obtained from a triangulated network [PENC78 and REIL78] on a 1:50,000 

Class Al topographic map with a 20 metre contour interval. MoTe data 

points were digitized in steep areas than relatively flat areas. 

5,000 points were manually digitized. 

About 

The navigation process has been performed in the image location 

accuracy study. 

The remapping and interpolation was performed in three 

one-dimensional passes and the northing direction in the resulting image 

was to be aligned with the vertical. The block size versus remapping 

accuracy 1s shown in Figure 5.8. It was chosen to be 100 pixels X 100 
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lines in the first and second passes, resulting in a 0.1 pixel RMS 

remapping error in the final product and all pixels lie within 0.5 pixel 

remapping error. 

The original image is shown in Figure 5.9. The image appears to he 

11 t urned around" since 1t was acquired in an ascending pass. Figure 5. l 0 

shows the rectified image with the use of the UI'M while Figure 5. 11 

s ho.rn the rectified image without using the IYI'M • The sharp boundaries 

in Figure 5. 10 show where the DTM ends. Note that in the last two figures 

the north is not aligned with the northing axis due to a nonzero 

convergence angle [MALI73) in the TJTM projection. 

The rectification error, by measuring several control points on the 

lakes in the mountainous areas, was ·found to be 35 metres RMS. This is 

within the error budget considering GCP marking error and map accuracy. 

A comparison of the last two figures clearly demonstrates the 

advantage of using a rrrM. Many areas in the rectified image in Figure 

5.10 appear to be orthographic while in Figure 5.11 the same areas 

appear to be shifted towards the radar. 

The "noisy" nature in areas with steep slope is due to relief layover 

and slope foreshortening effects. A very narrow band of bright pixels 

(facing the radar) in the raw image has to be mapped to a wide area. 

Furthermore, speckles are present within this narrow band. The sine 

function interpolant kernel does not take slope into account. The removal 

of radiometric effects due to slope is left as a further research topic. 
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An undesirable geometric error resulting from using the UI'M in a 

steep area is illustrated by Grant Lake (coordinates: 443,000 Easting 

and 5,385,000 Northing). Its potato shape appearance in the raw image has 

changed to an L shape in the rectified 'image. The protruding part 

corresponds to an area of extreme high slope of 38g as measured from the 

given topographic map. This has far exceeded the critical slope angle 

shown in Figure 5.4, thus relief layover has occurred. 

The rectification error in this part is due to UI'M inaccuracy. 

Experimental results show that the remapping error is about 60 metres 

and this corresponds to an elevation error of 26 metres (since the relief 

displacement is about 2.3 metres per metre height). Indeed, some UI'M 

values are found to differ from the topographic map by as Irllch as 20 

metres in the hills around Grant Lake. 

following factors: 

The UI'M error is due to the 

(a) Digitization error. In a 1:50,000 ~4p with 20 metre contour 

interval, 4 mm crosses 2 contour intervals at 38c slope. 

Hen½e, a 0.5 mm measurement error would correspond to 20 metres. 

(b) Interpolation error. The initial IYI'M was set up in a 

triangulated network and then interpolated to a regular IYI'M. In' 

a steep area, the initial DTM must therefore be dense enough 

to retain accuracy in the regular DTM. 

(c) Water level. It is found that the width of the lake in the image 

differs from that in the map. This may be caused by seasonal 

changes in the water level. 
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5.5 Navigation by Automatic Focusing 

A key feature -in the rectification of SAR imagery is the 

possi bi li ty of refining satellite trajectory data without using GCPs. 

This method is automatic focusing. 

In both range and azimuth,· the accuracy of focusing is dependent on i 

the precision to which the matched filter required for compression can 

be determined. In azimuth compression the FM rate is a function of the 

earth spheroid and satellite orbit parameters. The uncertainties in 

these parameters will introduce an error in FM rate and hence will not 

bring a target into focus. An example of azimuth mi sfocus is shown in 

Figu·re 5.12 where the SAR dat<! is processed first with the correct FM 

rate and then with an FM rate off by 10%. Distortions in the FM rate with 

respect to various parameters have been analyzed for S easat [MDA77] and 

are presented in Table 5.2. For two geographic locations. Focusing 

targets in the imagery can thus provide a way to refine the parameters. 

One technique is to process the imagery with the nominal value of the 

FM rate, so that discrete str6ng targets can be identified. These ta!gets 

are processed again by varying the FM rate aiming at minimizing the - half 

power width of the responses and maximizing the peak magn1tudes of the 

selected targets. 

Another technique takes advantage of the fact that registrat1on 

between azimuth looks, in milti-look processing, is very sensitive to 

'• I 

.. j 

.-1 
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GROUND RANGE 

(A) PROCESSING WITH CORRECT FM RATE 

GF:OUND F:ANGE 

(B) PROCESSING WITH FM RATE DISTORTED BY 10% 

FIGURE 5.12 EFFECT OF AZIMUTH MISFOCUSING 
(Courtesy of Mr. P. Has~n and Mr. P. McConnell of MDA) 



Target location 

Target latitude 

Orbit semi-
major axis 

Orbit 
eccentricity 

Sate 11 ite 

TABLE 5.2 SENSITIVITY OF FM RATE TO 
PARAMETER VARIATIONS IN 
SEASAT IMAGERY 

% Change in FM Rate 

60°N 58°W 0°N 96° W 

4.62 3.46 

20.52 X 10- 6 15.62 X 10- 6 

121. 73 0.0 

3250 3269 
angular frequency 

Orbit 0.32 0.22 
inclination 

Earth 8.85 X 10- 6 13.85 X 10- 6 

semi-major axis 
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variation in the azimuth matched filter FM rate [BENN78]. 

rate can be tuned until the looks are registered. 

211 

Hence the FM 

From the refined FM rate at different positions. the orbit trajectory 

parameters can be refined by, again, a recursive estimator as shown in 

Figure 5.13. Detailed study of this method is left for future research. 
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AZIMUTH/SLANT RANGE 
COORDINATES 

COMPUTED 
FM RATE 

RECURSIVE 
FILTER 

MEASURED FM RATE 
USING AUTOMATIC 
FOCUSING 

FIGURE 5.13 NAVIGATION LOOP USING AUTOMATIC FOCUSING 
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CEAPTER 6 APPLICATIONS 

6.1 Introduction 

This chapter presents some applications of precision rectifjed 

satellite imagery and an application of the rectification method to a 

future planetary mission. 

Applications of precision rectified imagery presented here include 

multisensor integration and image mosaicking. These two examples merely 

illustrate the potential of rectifying imagery to a common data base, 

and are by no means exhaustive instances in the applications area. 

The rectification method can be extended to a planned future NASA 

planetary exploration mission - Venus Orbiting Imaging Radar. The lack of 

GCPs will make the automatic focusing method promising in the 

rectification process. 

6.2 Multisensor Integration 

A Synthetic Aperture Radar (SAR) can produce very high resolution 

imagery which contains fine details in surface roughness. On the 

contrary, Landsat imagery is of lower resolution rut contains 

information about surface reflectivity in different spectral bands. Since 

Landsat and SAR imagery complement one another in this way, their 

composite would contain very rich and useful information for image 

interpretation. 
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With the availability of spaceborne SAR imagery (Seasat), the 

production of Landsat/Seasat colour composites becomes feasible. Such 

products may be produced routinely by a future satellite system 

incorporating both an MSS and SAR on the same platform. In this thesis an 

example is shown by a Landsat/Seasat colour composite image of the 

Ottawa area in Canada, precision rectified to trrM coordinates. Basically, 

both the Landsat and Seasat images are registered to UI'M coordinates, 

the procedures of which have been described in previous sections. Then 

the intensity of the black and white Seasat image is used to modulate 

the false colour 1·andsat image (made from bands 4, 5 and 7). The 

resulting image can be viewed on a video display err written to film by a 

film recorder. 

Figures 6.1 to 6.3 are pictures taken directly from a 512 x 512 

digital display. The dynamic range of the display is 8 bits. 

2 pixel is 25 x 25 metre. 

Each 

The Seasat image is shown in Figure 6.1 and the Landsat image in 

Figure 6.2. The Seasat image is used to modulate the Landsat image. 

The modulation is justified by the fact that image intensity I 0 is related 

to the surface albedo p by a multiplicative rule: 

where K is a function of imaging geometry, atmospheric parameters and wave 

leng~h etc. The picture in Figure 6.3 is produced in the following 

modulation way: 

1., 

.. , 

• I 

·. i 
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FIGURE 6.1 SEASAT COMPONENT IN LANDSAT/SEASAT COMPOSITE 
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I • 

FIGURE 6.2 LANDSAT COMPONENT IN LANDSAT/SEASAT COMPOSITE 



FIGURE 6.3 LANDSAT/SEASAT COMPOSITE (12 KM X 12 KM) 
OF THE OTTAWA AREA 
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Band' n = /Band n of Landsat • Seasat 

where n = 4, 5,7. Therefore, in each case 3 intermediate products were 

made. The colour composites were made with the following 

assignment in each case: 

Band' 4 blue 

Band' 5 green 

Band' 7 red 

colour 

Also for each Band' n, its histogram is used as a guide to· set up an 

intensity transfer function so that the maxiuum dynamic range can be 

utilized. 

The geometric mean is used for the following reason. Let two 

random variables be of the same mean M0 • Their product then has a mean M
1 

< M
01 

while the geometric mean has a mean of M
2 

= M
0 

as illustrated in 

Figure 6.4. The geometric mean composite then has the same · "colour 

balance" as the Landsat. Note that the geometric mean is equivalent to 

summation in the logarithm domain: 

log(composite) = 0.5 [log(Seasat) + log(Landsat)] 

Figures 6.1 and 6.2 give a comparison between the Seasat and 

Landsat images. The Landsat image is of low resolution but contains 

good surface reflectivity information since the Landsat sensors operate in 

a region of spectral bands. On the other hand, the Seasat image is of 
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high resolution and contains good surface texture information1 • By 

combining the two, as shown in Figure 6.3, the advantages of both sets of 

sensors are integrated into one image. The colour composite shows 

bridges, roads, highways and terrain prominently whereas these 

structures are not as clear in the Landsat image. In addition, the colour 

composite has spectral reflectance content not present in the Seasat image 

alone. To suit various applications such as forestry, geology or urban 

planning, the colour assignment and the dynamic range of indjvidual 

components may have to be varied. 

In particular several places of interest are (see Figure 6.5 for 

region number): 

Region 1: The inner structure of the square can be seen here and 

the square as a whole is clearly noticeable in the 

composite, but this is not very noticeable in the 

Seasat image. While it is also noticeable in the 

Landsat image, it does not show high resolution. 

Region 2: The Ottawa River here is not very clear in the Seasat 

component. 

Region 3: The target here is not visible in the composite. This 

is expected since this target only appears in the Seasat 

image and not in the Landsat image. 

Region 4: The Seasat image saturates in this area (due to corner 

reflectors formed by the downtown Ottawa area) but the 

Landsat image does not. The colour composite also 

saturates in this area because a linear stretch function 

1 One example is that Seasat imagery shows geological fault lines 
prominently. 

.. .. 
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REGION 1 

REGION ~ 

FIGURE 6.5 REGIONS OF INTEREST IN THE COMPOSITE 



General: 

with clipping at high intensity levels is used in 

producing the composite. Saturation can be prevented in 

the composite by using the cumulative distribution 

function as the transfer function. 

As has been mentioned, the con;,osite shows bridges, 

roads, highways and downtown Ottawa very prominently. 
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"Disappearance" of targets in the geometric mean composite (Region 3) 

can be avoided if the composite is done by: 

where ai (i ~ l to 4) are suitably chosen coefficients. In~ther words, a 

linear stretch is applied to each image first before taking the product. 

By examining the terms of the expression, the ·composite contains 

trultiplicative as well as additive terms. 

A composite of a larger area around the ·ot·tawa Valley is shown in 

2 Figure 6.6. Each pixel covers an area of 12.5 x 12.5 metres in this 

composite. 

Another example is the Vancouver Landsat/Seasat composite as shoWh in 

Figure 6.7 (Seasat) and Figure 6.8 (con;,osite). The rectified Landsat 

image has been shown in Figure 4.53. The area corresponds to NTS 

mapsheet number 92G/3 which is shown in Figure 6.q. This example 

demonstrates the benefits of rectifying satellite imagery to a common data 

base, e.g., to a conventional mapsheet numbering system in the following 



FIGURE 6.6 LANDSAT/SEASAT COMPOSITE (40 KM X 40 KM) 
OF THE OTTAWA AREA 
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sense. The rectified image can easily be overlaid to an existing 

mapsheet. In addition, an "image map" in which topographic information 

from a mapsheet is overlaid onto the image can be made. 

6.3 Image Mosaicking 

An application of rectified imagery in neighbouring passes to the 

same data base is the ability to form mosaics. This subsection discusses 

different methods of mosaicking and presents an example of 

mosaicking. 

6.3.1 Linear Interpolation 

image 

Visual discontinuities will occur if two images are_joined together 

without some kind of smoothing operation at the joint. This is because 

the local histograms for the two images at the joint are not balanced even 

though the histograms for both images may be balanced. Smoothing• at the 

joint can be done by linear interpolation of the intensities in the 

overlap region. 

Let the image intensities be denoted by 11 and 1
2 

and the width of 

the overlap area denoted by Las shown in Figure 6.10. Then the intensity 

in the overlap area is given by: 

where xis defined in the figure. 

transition or ramp effect. 

(6.1) 

Equation 6.1 produces a gradual 
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FIGURE 6.10 RADIOMETRIC MOSAICKING BY LINEAR INTERPOLATION 
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The disadvantage of this method is image degradation. The ramp slope 

determines how many points are affected by the smoothing process. A 

more gradual slope conceals the discontinuity better, but it also has 

the adverse effect of degrading information content in the vicinity of the 

joint. Another disadvantage is that features that appear in one image but 

not the other (e.g., clouds) seem to fade away miraculously. However, 

this method is fast and easy to implement and gives good visual results at 

the boundary. 

6.3.2 Feathering 

ln this method, an "optimal,, seam point is located for each image 

11 ne, hence the seam· edge zigzags across the mosai eked image. This method 

is proposed by Milgram [MILG75] and consists of three steps. The f 1 rst 

step is to equalize the gray level statistics (mean and standard 

deviation) between the two images. The second step is to locate the 

seam point within the overlap region. ln the mosaic, one image fits to 

the right of the seam point and the other image to the left of the seam 

point. The third step is to smooth across the seam using a ramp function. 

To equalize the gray level statistics in the overlap area, those 

regions containing features that occur in the one image but not the 

other should be excluded in computing the gray level transfor~. For 

example, clouds, snow or ground water present in one image but not the 

other should be excluded. 

The next step is to choose a sea~ point for each mosaic image 
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line. This choice is based on the minirum local difference in the two 

1 mag es in the overlap area. The seam point selection for each 110sa:i c 

image line is based on the mi n:111Um local difference in the overlap 

area. A difference is formed at each pixel location in the overlap 

area, and the pixel at which the mini11Um difference occurs is chosep as 

the seam point. 

The final step is seam smoothing. This is again linear interpolation 

with a chosen ramp function width. 

Using this method of seam point selection, one finds a succession 

of points whose horizontal posjtions are unrelated to one another. This 

random positioning of the seam is known as "feathering", since · it seems 

that one image is "feathered" into the other in the mosajc. This method 

has the advantage of being able to track around clouds or other features 

present in one rut not in the other. 

This method has the disadvantage of introducing discontinuities in 

the ver~ical direction. A refinement would be to restrict the range of 

candidate seam points depending on the magnitude of the m1ni11Um local 

difference on the previous line. Milgram also proposes that the range 

of candidate seam points should be restricted from iine to line. 

An extension to refine the sea~ point locations has also been 

proposed by Milgram {MILG77]. Re defines a cost function as the sum of 

minimum local differences for all lines. The best seam through the mosaic 

is the least cost path. 

.. .. 
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This algorithm suffers from the fact that the operator has to input 

the value of overlap width where the m1n1num local difference is to be 

obtained, an expression for range of a candidate sea~ point and the 

s1n0othing ramp function width. An added disadvantage is that pixel 

intensities of one scene have to be -adjusted first (for gray level 

balance) and this sometimes may not be desirable· •. 

6.3.3 Filtering 

A filtering method has been employed hy the USGS for several 

years. The steps for a two-frame mosaic, depicted in Figure 6.lla, are: 

1. Mosaic the two images with a vertical seam. 

2. Low pass filter the mosaicked image. 

3. High pass filter the, original two images and mosajck them 

with the same vertical sea~ as in Step 1. Size of the 

high pass filter should be equal to that of the low pass 

filter. 

4. Add the outputs from Steps 2 and 3. 

A 

6 .11 b. 

high 

geometric interpretation of this method is shown 

The low pass filter gives the effect of a ramp function 

pass filter restores the high frequency components 

removed by the low pass filter. 

in Figure 

and the 

which are 

This technique yields a mosaic similar to that of 1:1 near 

interpolation, but is computationally rore expensive. 
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6.3.4 Experiments 

The linear interpolation and fjltering methods are considered in 

the experiment. The featherjng method is not considered because of its 

"feathering" artifact. The test data used were two scenes imaged over 

an ice area of Cambridge Bay, Canada. In o~der to highlight the 

mosaicking effect, one image has been adjusted to have a higher mean 

than the other. The result is shown in Figure 6.12 where the two scenes 

were mosaicked with a vertical seam. 

Figure 6.13 shows mosaicking by linear interpolation while Figure 

6.14 shows mosaicking by filtering. 

The mosaic frame js 240 pixels wide and the overlap area is 60 pixels 

in the middle of the mosaic frame. The mean of the left frame is 20 

1 ntensity levels (out of 256) higher than that of the right frame. . The 

results show that the smoothing effect of these two methods is qu1te 

similar (ignoring the effect of the filter width). However, - in the 

filtering method there appears to be a vertical seam through the lake in 

the overlap area. This is caused by the difference in contrast of land to 

lake in the frames. Such difference in contrast does not have any 

effect in the linear interpolation · method. For this reason, linear 

interpolation is recommended and futhermore, it is 

faster than the filtering method. 

computationally 
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FIGURE 6.13 MOSAIC BY LINEAR INTERPOLATION 
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6.4 A Future Planetary Mission 

6.4.1 Mission Description 

The Venus Orbiting Imaging Radar (VOIR) due to be launched in the 

future under the auspices of NASA/ JPL w111 carry a SAR System on hoard to 

chart the planet's surface. The satellite and its SAR system are desjgned 

to have the parameters presented in Table fi.l. Complementary to the SAR 

system, the satellite will also carry an altimeter on board. 

In the rectification of SAR imagery obtained frorn the mission, 

special attention oust be paid to: 

the navigation phase since no GCPs arce avai la 1'le, 

the re,mapp1ng transform which should also include the 

effect of atmospheric refraction in the thick Venus 

atmosphere, and 

the use of altimeter data. 

6.4.2 Navigation 

Due to the lack of GCPs, navigation wi 11 have to be performed ; by 

the automatic focusing method. The method has been outlined in Section 

5.5. The sensitivity of FM rate to various parameters is shown in Table 

6.1. 



TABLE 6.l SENSITIVITY OF FM RATE TO 
PARAMETER VARIATIONS IN VOIR 
IMAGERY 

% Change in FM Rate Units 

Target Location 0°N 71°N 

Target Latitude 0.51 X 10- .. 0.35 X 10-J /deg. 

Orbit Semi-major Axis 0.016 0.016 Im 

Orbit Eccentricity 2.0 2.0 

Satellite Angular 
/(.9!9) Frequency 3117 3055 sec 

Orbit Inclination 0.055 0.095 /deg 

Venus Semi-Major Axis 0.017 0.017 Im 

Venus Rotation Rate 15.7 29.1 /deg 
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6.4.3 Venus Atmospheric Refraction 

Since an electromagnetic wave refracts on entering Venusian 

atmosphere at nonnormal incidence, the SAR beam geometry departs from 

the linear. This effect changes the location of the swath by about 0.5 

km, and causes the low resolution swath to be about 16 metres narrower 

than in the absence of refraction. Theoretically, the effect will 

contrib.Jte to inaccuracies in the overall target location equations, and 

can be taken into account by introducing a shift z (see Figure 
s 

6.15) in y and z In the satelljte coordinate system y
6 

points in · the 
s s. 

along track directjon and z points from the satellite to the planet 
s 

centre. 

A description of the technique for computing these deviations 

follows. The index of refraction is calculated from the temperature, 

pressure density, and composition as a function of altitude. The 

dependence of index of refraction on height is shown in Figure 6.16 

[MCCABO], where a static spherical symmetric nultilayer 1110del is used 

for the Venusian atmosphere. 

To trace a ray path from the satellite to the surface, the atmosphere 

is assumed to consist of many concentric shells of finite thickness and 

constant refraction index. When the ray intersects a boundary between two 

layers, Snell's law is applied to calculate the change in direction. 

The ray then propagates in a straight line to the next boundary, where the 

process repeats. The mathematical treatment is presented in Appendix H. 
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The procedures to compute the 

(refer to Figure 6.15): 

deviations !:.y 
s 

and I:. z 
s 

are then 

(a) Trace the ray launched at the initial angle for free space until 

it intersects the planet surface at point c. Tracing is 

through the refracting atmosphere {AppendixH). 

and z coordinates of C. 
s 

Store the y 
6 

(b) Compute the two-way time T taken by the beam illuminating the 

target at C. 

(c) Using the value of T fro~ Step (b) and free space value for the 

(d) 

speed of light, solve for x and y • This gives point B. 
s s 

Compute !:.y , /:.z which are the differences between the results 
s s 

of Steps (a) and (c) • 

Sinrulations for the model atmosphere of Venus give the following 

results: 

Near range I:. y C: 0.539 km s 

/:, z C 0.026 krr. s 

Mid range /:, y - 0.546 km 
s 

I::. z • 0.028 km 
s 

Far range I::. y .. 0.555 km 
s 

I:. z • 0.030 km 
s 

Since ~he range of variation for the correction is small (16 metres 

maxinrum), the dependence of /:.y and l::.z on T can be assumed to be 
s s 

negligible in the neighbourhood of a chosen target. 
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6.4.4 Use of Altimeter Data 

In the rectification transformation (Appendix G), the satellite 

coordinates (xs,y6,zs) of the target are a function of satellite distance 

R from the centre of the planet and planet radius r at target location. 

The accuracies of these two variables are: 

R • 6301.4: 1 km 

r • 6051.4: O.l km 

Errors in Rand r would introduce errors in the computation of xs, ys and 

The VOIR altimeter measures the satellite altitude h from nadjr, 

and its error is ±0.24 km. Because the error in h is less that the 

error in R and since R can be written as h + r, the satellite 

coordinates, if expressed as a function of h and r, would be more 

accurately determined using altimeter data. 

and 

Referring to Appendix C, z is given by: 
s 

z 
s • 

- r 
2 H 

az az 
Az • ~ AU + _,! Ar ~s 0Hur1 ar~ 

2 

SubstHuting 'R • h + r, zs is given by: 

(6.3) 

(6.4) 
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2 + R2 + (c, /2) 2hr m 
(6.5) z C 

2 (h + r) s 

and 

az az s + s (6.6) /J.Z - TT/J.H -!J.r s a r 

Table 6.2 compares the maximum error, using the nominal satellite 

orbit parameters, introduced in the computation of satellite coordinates 

of both representations. It is seen that the h representation (Equation 

6.4), using the altimeter measurement data, is better than the R 

representation (Equation 6.3) inter~ of rectifica~ion accuracy. 

in the h representation, (oz I or) /J.r is negligible. 
s 

6.4.5 Digital Terrain Model 

Also, 

Digital terrain data can be incorporated in the remapping process 

to correct for relief displacement as described in Section 2.6.2. The 

only DTM available for Venus has been compiled by Pettengill et al 

[PETT79] with a 200 km grid spacing. Note that even if relief 

displacement is not corrected, reasonable swath-to-swath registration 

can still be achieved because of the VOIR geometry, parallax of a target 

in two adjacent strips being negligible for most of the planet. In 

imaging from one strip to the next the orbit is displaced about 10 km, and 

it can be shown that the elevation needs to be about 7 km above the 

datum to produce a 200 metre parallax. 



TABLE 6.2 H REPRESENTATION VERSUS 
h REPRESENTATION 

Error 

AD= .J(ax )2 s + (6y p + s (Az
5
)2 

H Reeresentation Worst Ml 
AD AH = 1 km 

Ar = 0.1 km 

Near range 1.299 (AH-Ar) 1. 4289 km 

Mid range 1.272 (AH-Ar) 1. 3992 km 
Far range 1.248 (AH-Ar) 1. 3728 km 

h Reeresentation Worst A.D 
A.D A.h=0.24km 

Near range 1.299 Ah 0. 3118 km 

Mid range 1. 272 A.h 0.3053 km 

Far range 1. 248 Ah 0.2995 km 
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CltAPTER 7 CONCLUSIONS AND RECOMMENDATIONS 

7.1 Conclusions 

The unified approach to the rectification of remotely sensed 

digital imagery discussed in this thesis provides the basis for a system 

to rectify various satellite imagery to a common data base, yielding a 

high throughput while retaining geometric and radiometric accuracy. 

(For a 5000 x 5000 Seasat image, remapping and using nearest neighbour 

interpolation requires about 6 hours of computer time. On the contrary, 

the suggested method takes only 1/2 hour.) Hence imagery with differenct 

sensor geometry and characteristics can be overlaid 

illustrated by the Landsat/Seasat co~osite. 

as has been 

The thesis has investigated the two phases of the rectification 

process -- geometric transformation and interpolation, with geometric 

transformation further suhdivided into navigation and remapping. The 

investigation was performed for various satellites with different 

imaging geometries (e.g., scanner imagery and SAR imagery). Regardless of 

the type of imagery, high throughput is achieved with one-dimensjonal 

interpolation of imagery data. Based on the foregoing investigations, the 

following conclusions can be drawn. 

1. A DTM is required for the rectification of high resolution 

imagery. This has been verified in experiments with Seasat imagery and 

with synthesized TM and SPOT imagery. Terrain information is required 

in both the navigation phase and the remapping phase; 



2. In the navigation phase, unknown parameters in 

rectification transformation can be expanded as time series, 
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the 

the 

coefficients of which can be determned with the aid of GCPs and a 

recursive estimation technique. The number of GCPs required to attain a 

certain rectification accuracy depends upon the quality of the GCPs. This 

method has been investigated from high resolution and narrow swath width 

(Landsat MSS) to low resolution and wide swath width imagery (TIROS-N). 

It was shown _that about 10 GCPs per scene were necessary for subpixel 

rectification accuracy. 

3. For SAR i1J1Bgery, another way of navigation is via automatjc 

focusing. This method has be~n discussed. However, investigation of this 

method is left for future research. 

4. To retain radiometric accuracy and high throughput using one­

dimensional interpolation, three one-dimensional passes have to be 

applied. In each pass, a 16-point sine interpolation kernel weighted by a 

Kaiser window will yield a maximum of 1 level RMS error out of 256 levels. 

This resulting accuracy is far better than cubic convolution which has 1 1 

. I 
been proposed by a few researchers. 

5. The presence of scan gaps in TM imagery has led to the 

investigation of a new interpolation kernel. This kernel is able to yield :, 

an acceptable 1 level RMS error out of 256 levels in the case of 

overlap. The error in the case of underlap depends on the scan gap size. 



247 

6. The example of a Landsat/Seasat composite has succinctly 

demonstrated the benefits of rulti-sensor integration. The artif1cially 

produced image composite combines the data acquired by two different 

sensors and satellites, one a passive system emphasizing tonal qualities 

of ground cover and the other an active radar system accentuating 

surface texture. 

7.2 Recommendations for Future Work 

As a result of the investigations in the thesis, the following 

recommendations are made for further research work: 

1. In the navigation phase, it is desirable to reduce the number 

of GCPs. It is a very time consuming process to mark GCPs and in many 

areas of the world, hi'gh quality maps are not available. One way to 

reduce the number of GCPs is to 1J10del the satellite attitude by a physical 

law of satellite motion: rate of change of angular momentum (a function of 

rate of change in attitude angles) equals the total torque acting, on the 

satellite. Renee if the total torque acting on the satellite is known, 

the variations in the attitude angles can be evaluated. This method 

requires an extensive knowledge of the satellite's physical parameters 

(such as moment of inertia, mass and dimension of solar panels, control 

parameters, etc.) [FRIE83). 

2. Again on the topic of navigation, the process of marking GCPs can 

be automated with image to image correlation techiques [BARN72). Here, 

a small section of an image around·each GCP is stored for a particular 
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sensor. When another image with the same sensor or a different sensor is 

obtained over the same area, automatic correlation can be evoked. 'However, 

the following proble1I5 llllSt be solved: 

- How will geometric distortions such as those present in TM imagery 

affect the correlation technique? 

- How should sensor to sensor (with different sensor resolutions) 

correlation be performed? Furthermore what should be the 

orientation of the GCP reference subimage? 

- How would seasonal and sun position changes affect the correlation? 

Automatic registratjon for two radar scenes over the same area is 

difficult, let alone registration of radar to scanner imagery. The 

problems lie in the intensity migration, presence of speckles and 

polarization effects in radar•imagery. 

3. Automatjc focusing appears to be promising for the navigatjon 

of SAR imagery. This method should be investigated with Seas at SAR 

imagery and simulated imagery. The following should be studied: 

What geometric parameters can be updated? 

What is the effect of "matche~ filter control point" 

distrib..ition? 

Performance and limitations. 

4. In the processing of SAR data, a one-di111ensional remapping and 

interpolation pass has been evoked to correct for range ·cell m1 gration. 

Can this be coupled with the three one-dimensional passes method to reduce 
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the total number of remapping and interpolation passes? 

S. A radiometrically corrected or destriped Landsat scene always 

shows some residual striping. Row does this residual striping affect the 

interpolation accuracy? 

6. Is it possible to develop an interpolation kernel the size of 

which is adaptive to the frequency content of the subarea it is 

operating on? Then this filter must have built-in intelligence to know 

or predict the gray level variations in the subarea. For relatively 

flat areas (in terms of intensity), a kernel size of less than 16 is 

adequate to retain the required radiometric accuracy of l level RMS out of 

256; hence interpolation ti~e is reduced. 

7. The following is the general problem of using ' terrain data to 

perform radiometric correction. In the correction of SAR imagery, the 

slope foreshortening effect causes a narrow band of high pixel intensities 

to be mapped to a wider area. While it is correct from the signal 

processing point of view to use' a sine function for interpolation, a 

different method which also accounts for the slope effect may yield better 

results for image interpretation purposes. An example is to average out 

the intensity of the narrow band to the mapped wider area. 

8. The relief displacement for Mapsat and a possible high squint SAR 

i111Bgery will also have an across scan component. How can the present 

approach be modified to accommodate the correction of such distortion? 
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9. How can the Landsat/Seasat overlay be used? An example will he 

to show how such overlay can improve classification accuracy. Another 

example will he to detect features which cannot be detected in only one 

component. 

10. The resulting Landsat/Seasat composite has the high resolution of 

the Seasat image while retaining the spectral information of the Landsat 

image. This leads one to believe that in the design of a high resolution 

MSS system, not all the spectral bands need to be of the same resolution. 

This is for data reduction purposes. For a set of correlated spectral 

bands, it may be required only to have one band with the high resolution 

and all the other bands in the set with a relatively lower resolution. 

When the lower resolution bands are modulated by the corresponding high 

resolution band for all sets of spectral bands, the result will be a high 

resolution colour image. Renee data are reduced without significantly 

degrading the amount of information. Experiments can be performed with 

Landsat MSS or TM imagery. Simulation of the low resolution bands can be 

done by low pass filering the imagery data in the corresponding bands. 

11. · A major area of research definitely lies in the production of 

DTMs. The following work should be investigated: 

- The side looking mode of SPOT will allow a stereo pair to be 

obtained and hence terrain information can be extracted of the 

imaged area. However the relief displacement vectors in two 

neighbouring passes are not parallel (except at the equator). 

How would this affect the correlation process to obtain 



terrain height and the height accuracy? 

One technique to o bt ai n a contoured image j s by Mai re 

contourography [PIROR2). In this technique, an object has 

to be Dllch closer to the interference grating than the 

illumination to the grating. Can this technique be 1110d:l.fjed 

to satellite borne imagery? Since in this application the 

terrain is DUCh farther away from the grating than the 

illumination is to the grating, the problem of diffraction has 

to be overcome. A SAR system is a suitable choice of 

illumination, but will the SAR data processing annihilate the 

desired contours which are formed by the principle of 

interference? Another problem is that the contours thus 

obtained do not show concavity or convexity. 

Another technique of obtaining 

mentioned by Graham [GRAH74). 

a contoured 

uses · two 

image is 

antennas. 

separated by a vertjcal distance on the spacecraft. Hence the 

two images obtained will create an interference pattern to 

produce contour lines. The positioning of the contour 

depends on the imaging geometry of the two antennas. 

However, the concavity and convexity of the contours are not 

immediately known and have to be inf erred. Also the contours 

are displaced according to contour elevation. 
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Vast application of remotely sensed imagery has already been found in 

geology, agriculture, forestry, oceanography, cartography and many other 

earth resources management areas. With the increased resolution and 
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number of spectral bands in the present and future generations of 

satellite sensors, the rectified imagery will undoubtedly be nnre 

invaluable than ever in these appljcation areas. 

I• 
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APPENDIX A LANDSAT-4 SENSORS 

A.1 General Description 

The Landsat-D satell1 te has been successfully launched in late 

1982 to become Landsat-4. The sensors on board consist of a llllltispectral 

scanner (MSS) and a thematic mapper (TM). The satellite and the sensors 

have the following characteristics: 

Orbit inclination: 

Nodal period: 

Satellite altitude: 

Swath width: 

Pixel resolution: 

99° 

99 minutes 

varies from 685 km to 740 km. 

705 km at 40 N°lat1tude 

185 km 

58 m x 79 m MSS 

30 m x 30 m TM Bands 1.2.3.4.5 and 7 

120 m x 120 m TM Band 6 

The f,f;S sensor is similar. both in spectral bands and resolution. 

to the MSS sensors in the previous Landsat satellites. Only the TM high 

resolution bands are considered in this thesis due to the complex 

imaging geometry of the detectors and the high susceptibility to geometric 

distortions as a result of the high resolution. The TM is a bidirectional 

scanner. imaging the earth in the forward and reverse scanning 

directions across the ground track as shown in Figure A.I. The scanning 

is accomplished by an oscillating mirror. A scan line corrector (SLC) 

helps to align the ground track projections together. Without the SL C • 
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there exists a significant amount of overlap and underlap from swath to 

swath. The functions of the SLC are shown in Figure A.2 which shows the 

ground projection of the scan with the satellite stationary. With the 

velocity vector of the satellite, the final and required projection is 

shown in Figure A.2c. 

The characteristic of TM imagery is the presence of scan gaps to be 

described in what follows. The actual imagery obtained will not be as 

ideal and is shown in Figure A.3, because the SLC is set for nominal 

satellite ground speed. 

because of: 

But the ground speed deviates from nominal 

satellite altitude variation, and 

satellite velocity variation. 

Furthermore, the TM sensors suffer from high frequency vibration 

jitter and from the bowtie effect (pixel projection on the ground is 

larger for a larger scan angle). These distortions introduce ·unevenly 

spaced samples when projected on the ground. This is shown in Figure A.3c 

in which 60 denotes the interline spacing within a swath and 6 1 denotes 

the spacing between the two end detectors in two swaths. 

should be the same as 61• But due to the various distortions, h.o may 

not be equal to 6
1

, Note that h.o ts constant over the time interval of 

1 magi ng a scene. As a result, there are 15 equal sample spacings followed 

by one unequal sample spacing since each swath contains 16 lines of 

imagery. 
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(t) SLC Motion 
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A.2 Scan Gap Analysis 

A characteristic of TM imagery is the presence of scan gaps. This 

section analyzes the scan gap magnitude. Figure A.3 shows that the 

ground coverage contains a certain amount of underlap (missing data) and 

overlap (redundant data). The underlap/overlap is sometimes referred to 

as scan gap and is defined as: 

(A.I) 

Therefore, when G is O, all the samples are evenly spaced: when G is 

positive, underlap occurs and when G is negative, overlap occurs. For 

TM imagery, G lies between +2 lines. 

The distortions that contribute to the scan gap are discussed in what 

follows. 

1. Jitter 

Jitter is caused by vibration in the mirror assembly. Anticipated 

RMS jitter error, referenced to the spacecraft coordinate system, is shown 

in Table A.l [GSFC82]. Significant error is not expected to occur above 

77 Hertz. The non-zero scan gap is partly caused by jitter of frequencies 

higher than 0.4 Hertz. For example, jitter of 7 Hertz or more corresponds 

to one cycle in less than 32 lines, which is two swaths of data. The 

across scan distortion, caused by jitter (3o level) is thus between ±6 

metres. Renee, the max1m.im scan gap is 12 metres at the 3o level in the 

worst case if the jitters · for two consecutive swaths are exactly out of 
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phase. 

Jitter also introduces distortion in the along scan direction, but 

this is slow varying as shown below. Taking the highest significant 

frequency of jitter to be 77 Hertz and the pixel sampling rate 9.6 x 

-6 10 sec, one cycle corresponds to at least 

-6 
1/(77 x 9.6 x 10 ) a 1352 pixels 

2. Satellite Altitude Variation 

The altitude of the Landsat-4 orbit, considering both orbjt 

eccentricity and the earth shape, will vary between 685 and 740 krn. At 

705.3 km, the swath width in the along scan direction is 480 metres. 

Variation in the orbit altitude will produce a scale change in the line 

spacing within a swath but the distance between swath centres will not 

change (assuming constant satellite velocity). The contribution to the 

scan gap can be calculated by the relation: 

(A.2) 

where his the orbit altitude in km. For the specified altitude range, 

G varies from 13.8 to -23.6 metres. 

3. Satellite Velocity Variation 

Velocity variation causes a change in the spacing between swath 

centres but not within the swath and hence, affects the scan gap. 

,., 
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Assume that the major contribution to velocity variation is altitude 

variation, then the satellite velocity follows from Kepler's Law: 

V = J( (
_J_ )o.5 
R + h 

(A.3) 

where K is a proportionality constant, his orbit altitude, R is the local 

earth radius at the nadir point, and R + h is the local satellite 

radius. The ground speed is then 

VG = KR (_!_f's 
R + h 

(A.4) 

and the swath cent re spacing is 

w = KRT (-L-)1"5 
R + h 

(A.5) 

where Tis the swath time. Since Wis about 480 metres with an orbit 

altitude of 705.3 km. the value of W at any other orbH altitude h is then 

given by: 

W = 480.0 (A.6) 

where R0 is the local earth radius at the subsatell1te point when the 

orbit altitude 1s 705.3 km. 

The maximum difference between R and R0 is 22 km on the earth 

spheroid, and this difference gives an error of less than one metre in W 

if R is assumed to be equal to R0 in the above equation. 
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When the satellite orbit is highest at 740 km, the value of W is 476.5 

metres and when it is lowest at 685 km, the value of W is 482.l metres. 

Hence, the contribution to the scan gap varies from -3.5 metres to 2.1 

metres. 

4. Scan Skew 

This is a combined effect of the SLC rate, satellite altitude, ground 

velocity and earth rotation. To produce the ideal ground track as shown 

in Figure A.2c, the satellite altitude and ground velocity rust exactly 

compensate for the SLC. This occurs only at 40°N in latitude where the 

altitude is 712.8 km and ground velocity is 6.821 km/sec [PRAK81]. At the 

other altitudes, the ground velocity changes according to Equation 

A.4. The scan skew components are shown in Figure A.4 in which 

A = ground velocity x active scan time, 

B = SLC rewind ground distance, 

C = distance travelled during rewind, 

E = earth rotation in along-track direction in one 

swath ti me, and 

ground distance between swath centres at both ends. 

From the figure 

B + C 

and II: 2(A + E) - B + C 

At the extreme altitudes, the values are 

Altitude km 

685 

740 

d0 metres 

473.3 

504.6 

a
1 

metres 

516.7 

474.0 

(d
0 

- a
1

) metres 

-42.9 

30.6 

, I 
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If scan skew dis defined as the skew measured from the swath centre, then 

d = (d - d) / 2 
0 1 

and it varies between ±21.5 metres at 685 km altitude and between ±15.3 

metres at 740 km. 

5. Bowtie Effect 

The bowtie effect is caused by the earth curvature and the way the 

detectors are positioned in the focal plane. This effect is illustrated 

in Figure A.S which shows the positions of the first and last detectors 

of a particular band. The swath width in the along track direction is 

narrower in the centre than at both ends, hence causing a line 

displacement. The line displacement d, as shown in the figure, is 2.3 

metres in the worst case. Renee, this gives a scan gap G of O to -4.6 

metres, depending on the pixel number. Including the effect of altitude 

change, the range of gap G is from Oto -4.8 metres. 

This distortion is of high frequency which is obvious from the fact 

that the line displacements are in opposite directions for the first and 

last detectors. 

6. Earth Rotation 

Earth rotation causes the line spacing between two swaths to widen. The 

magnitude of scan gap G at the swath centre (nadir) 1s 
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G = T we cos ei (A.7) 

where Tis the swath time, w is the earth rotation velocity at the 
e 

equator and e1 is the satellite inclination. For the northbound and 

southbound passes, G is always positive. 

7. Swath Time Variation 

The time taken to sweep one swath of imagery plus repositioning for the 

sensor to start imaging the next swath of data may vary. The magnitude of 

variation is not precisely known yet. The effect of this variation is 

that swaths of data are distorted in the across scan direction. Such 

distortion is of high frequency since the variation is different between 

swaths. 

8. Summary 

Table A.2 shows that the scan gap varies between -2 A0 and 2 A
0 

where A0 is the line spacing within a swath. In the table, the worst case 

for each scan gap contribution factor is assumed so that the factors all 

add constructively wherever possible, The total scan gap size in the 

table does not include swath time variation, the magnitude of which 1s not 

known at this moment. 
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TABLE A.2 WORST CASES OF SCAN GAP SIZE 

Altitude 685 km 740 km 

Line spacing within 29.14 m 31.48 m : , 

a swath a0 

SCAN GAP 
Jitter (3a) 12.0 m -12.0 m 
Altitude Variation 13.8 m -23.6 m 
Velocity Variation 5.6 m -7.3 m 
Scan Skew 21. 5 m -15.3 m 
Bowtie Effect 0 m -4.8 m 

(swath centre) (swath edge) 
Earth Rotation 5.2 m 5.2 m 
Swath Time Variation not known not known 
Total (not including 58.1 m = 2.0 ao -57.8 m = -1.8 ~6 
swath time variation) 
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APPENllIX B SPOT SENSORS 

B.l General Description 

The SPOT satellite is designed to have two mdes of operations 

multispectral and panchromatic. The mlt1spectral mode employs 8 

multil1near array (MLA) of detectors. The panchromatic mode also 

employs a linear array of detectors and sometimes is referred to as 

panchromatic linear array (PLA). A key feature of the sensors is the 

provision for off nadir viewing, with the off nadir angle adjustable to 

i26°. This feature provides stereo viewing capability. 

The satellite and sensors have the following characteristics: 

Orb1 t inclination 

Nodal period 

Satellite altitude 

Swath width 

MLA pixel resolution 

PLA pixel resolution: 

98.7° 

101.s minutes 

820 km nominal 

60 km nadir pointing 

80 km off nadir angle 

20 m nadir pointing 

26 1r. off nadir angle 

3 bands 

10 m nadir pointing 

13 m off nadjr angle 

• 26° ' 

• 26 ° 

• 26° 

The sensors have no mechanical moving parts; images are obtained 

using the "push-broom" scanning mode. Each line of the image is for111ed by 

a linear array of 6000 detectors in the panchromatic band, 300 in each 

of the other three bands; and line scanning is performed electronically. 
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Successive lines of the image are produced as a result of the satellite 

motion along its orbit. 

B.2 Scan Angle 

The detectors are spaced, except for between groups of detectors, 

equally apart. The scan angle can be expressed mathematically with the 

aid of Figure B.1 as follows: 

Let So= angle of centre pixel made with the vertical, 

S = angle of imaging pixel made with the vertical, 

p = imaging pixel number, the first pixel being 1, 

e = angle subtended by sensor from the first pixel to 

the last pixel after removing the detector gaps, 

r = spacing between two detectors in focal plane, 

f = focal length, and 

N = total number of detectors. 

Then, the angle Sis given by: 

S = s
0 

+ tan-I { [tan(e/2)] - (p-l)r/f} 

B.3 Resolution 

(B.1) 

The resolution in the along scan direction is then a function of 

off nadir pointing angle and is given by: 

Resolution = R il 
0

llS d 13 

where e and Rare defined in Figure B.1. 

is plotted in Figure B.2. 

The resolution thus obtained 
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APPENDIX C RECURSIVE ESTIMATION FILTER 

C.l Background 

In 1960, R.E. Kalman introduced a set of matrix recursion 

relations for optimally estimating noise corrupted measurement data. This 

set of equations is known as the discrete time Kalman filter [LEON70]. 

The parameters to be estimated are collected in a state vector. If 

these parameters are time inqependent, the Kalman filter degenerates to 

a recursive estimator. 

A recursive estimation procedure yields an estimate following each 

measurement. Specifically, it enables one to estimate an unknown quantity 

based on the last estimate and the present measurement. In general, the 

procedure can be formulated as: 

(C.l) 

where xis the estimate, y the measurement, i the incremental index number, 

and k and k are predetermined coefficient matrices. 
X y 

Such a procedure 

eliminates the need for storing, and performing calculations on, any 

amount of past data. Each new measurement is utilized as it is received. 

This appendix first describes .briefly the underlying principles of 

recursive filtering using the recursive estimation procedure. Then it 

shows how the recursive estimator can be applied to the state vector 

made up of the attitude time series coefficients using GCPs as measurement 

data. The method can be generalized to update SAR orbit trajectory data 



using GCPs or possibly the FM rate as measurement data. 

C.2 Recursive Estimator Equations 

First the one-dimensional case is considered. 

independent estimates of x with variances 

Let 

and 
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x
1 

and x2 be two 

2 
o2 respectively. 

Then the best estimate, or minim.im variance estimate, can be written as: 

(C.2) 

where the wejght w can be obtained by minimizing the variance of x. The 

variance of xis given by: 

2 2 o = E[(x - E(x) ] 

where E(x) denotes the expected value of x. By setting ao2 /aw = O, the 

weight w is given by: 

w = 

li ence 

and 

0 2 + 0 2 
1 2 

0 2 
1 

+ 0 2 
2 

0 2 
l 

2 
02 

(C.3) 

(C.4) 

2 
= o 

1 
( 1 - w) (C.5) 

These equations can easily be extended to a nulti-dimensional case 

Furthermore, the two estimates are not of equal dimensions. Let x and :J_ 

denote two variables related by: 
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I = M X (C.6) 

Let ~l and ;z2 be the corresponding estimates with covariance p
1 

and P2 

respectively. Then the optimal estimate of~ is given by: 

By minimizing the covariance of~, it can be shown that 

and the covariance of 25. is given by: 

p C (I - W'M)P 
1 

(C.7) 

(C.8) 

(C.9) 

Equations C.7, C.~, and C.9 are the key recursive estimator equations. 

C.3 Application to Attitude Time Series Coefficients 

Recursive estimation is well suited to the rectification problem with 

the ECR coordinates of GCPs as measurement data, and the attitude tirne 

series and satellite altitude coeffjcients as the state vector. 

The nominal values of pitch, roll, yaw and satellite altitude are 

first used in the transformation for the first GCP selected. The ECR 

coordinates of the GCP are computed and compared with the measured (from 

mapsheets or surveys) values. The difference is then fed to the recursive 

est1mater which refines the coefficients. 

Figure C.l shows how the equations are used in the process. After 

each GCP is selected, the state vector and its covariance matrix are 

updated. Here x denotes the state vector, P its covariance matrix, I 



Initialize X(O) and 
P(O} based on a priori 
knowledge of system 
statistics 

,~ 

I i=O I 
-• 

I · i=i+l I 

Compute optimum weighting 
coefficient matrix 

W'= P(i)M 1 -[ M P(i) MT+ EJ-l 
13x3 13x3 3xl3 13x3 3x3 

13)(3 13xl3 

Make optimum estimate 
~(i)=~(i-l}+b [1 (i)-M f(i-1)] 
13xl ·13xl 1Jx3 3xl3 

3x13 

Adjust~ to account for 
optimum estimate 

P{i) • (I - W' M) P{i) 

13xl 13Xl l3xJ 3xl3 13 xl 

' NOTE: THE NUMBER BELOW EACH MATRIX DENOTES ITS DIMENSION. 

2B0 

THERE ARE FOUR COEFFICIENTS (CUBIC POLYNOMIAL) FOR EACH 
OF THE THREE ATTITUDE ANGLES AND ONE FOR SATELLITE 
ALTITUDE 

FIGURE C.1 LEAST SQUARES RECURSIVE FILTER EQUATIONS FOR 
ATTITUDE TIME SERIES MODEL 
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the measured ECR coordinates of the current GCP. Ethe measurement error 

covariance matrix (the level of confidence 1n identifying the GCP in the 

image) and I the identity matrix. 



l· 
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APPENDIX D Bll. !NEAR AND AFFINE TRANS FORMATIONS 

This appendix derives the coefficients of the bilinear and affine 

transformations. 

D.l Bilinear Transformation 

Let (x,y) be the output grid and (u,v) be the input grid coordinates; 

Let the output grid be segmented into rectangular blocks. The bi 11 near 

transformation for each block can be represented by: 

u = ao + al Ax + a2 t.y + a3 AX AY (D.la) 

V = bO + bl t.x + b2 AY + b3 t.x AY (D. I b) 

where t.x and t.y are measured froro the block's top left corner as shown 

in Figure D.l. If the mapping of the 4 corners of the block is known, 

then the coefficients a
1 

and b
1 

(i = 0 to 3) can be determined as follows: 

a1= (u
2 

- u
1

) / X 

a2 • (u4 - ul) / y 

a3 • (u1 + u3 - u 2 - u4) / (XY) 

bO • VI 

bl • (v2 - v 1) / X 

b2 • (v4 - vl) / y 

b3 • (vl + V3 - V 2 ._ V ) 
4 / (XY) 

where X and Y are the block dimensions and (u1 , v1) , 1 • 1 to 4, are 
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(~l' L Ax 
{Up Y1) Ll 

~..J-----1l(U2, V2) ! 
l!.y 

y 

X 

MAPPING 
(X 1, Y

1
.) ~, -~• (U, V) , i = 1, 2, 3, 4 

1 i 

. I ,: 

FIGURE D.1 REMAPPING BLOCK 
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coordinates of the mapped corner points in the input grid as shown in 

Figure D.1. 

The mapping can easily be proved to be continuous from one block to 

the surrounding blocks. This can also be deduced from the fact that the 

same two corner points, common to two neighbouring blocks, are used to 

evaluate their respective bilinear coefficients. 

D.2 Affine Transformation 

If a3 and b3 are set equal to 0 in Equation D.1, the resulting 

transformation is affine. Then the other six coefficients are given by 

a least squares fit: 

ul 
ao 

ol M) - 1 Mr 
u2 

(D.3a) al = 

u3 
a2 

u4 

and 

[ :~] 
VI 

c (MT M) - l MT v2 
(D. 3 b) 

V3 

V4 

where 

0 0 l 

M 
X 0 1 (D.4) = 
0 y 1 

X y l 



Upon simplification, 

a "" 0 

a
1 

= (-u 1 - u2 + u3 + u4) / (2Y) 

82 • ul + (-ul + u2 + U3 - U4) / 4 

b0 = (-v1 + v 2 - v 3 + v 4) / (2X) 

bl • (-v1 -v2 + v3 + v4 ) / (2Y) 

b
3 

= v 1 + (-v
1 

+ v 2 + v
3 

- v
4

) / 4 
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(D.5) 

This transformation has the restriction that parallel lines are 

I, :.\ F· ·. 
kl 

,·- ,.! , .. 
t·.·. 
i 

~ f · 1 

always mapped into parallel lines, but the mapping is not continuous f-,"/ 
I _·, 

across blocks. 

j 
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APPENDIX E CLOSED FORM TRANSFORMATION FOR SCANNER IMAGERY 

This appendix is to derive a transformation between the sensor 

instantaneous viewing direction and the geographic coordinates of any 

image point. 

The derivation starts by postulating a unit scan vector viewing an 

image in the platform coordinates. Then it is transformed into the 

satellite coordinates and finally into the ECR coordinates. All vectors 

are in ECR coordinates unless otherwise stated. Relative orientations 

of various coordinate systems are shown in Figure E.l. 

E.l Basic Fornulation 

Let u be the unit vector pointing from the satellite to a point on 

the earth, R the ground point vector and R the satellite position vector 
-g -s 

as shown in Figure 4.6. Then 

R • R + Du -g -s 
(E .1) 

where Dis the distance between the satellite and the ground point. 

The first step is to sQlve for D. Let X be the geocentric latitude of 

the ground point, a the earth's sem:1-major axis and e its eccentricity. 

Define e' by: 

e' = 
2 

e 
2 

1-e 

It can be shown that 

(E .2) 
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R 12 = -g ~s 12 + 2 D ~2 - u + D2 

and 

R 12 2 
/ (1 + e' sin X ) = a -g 

Let R "" (R R R >1 -g gx' gy' gz 

then sin X :c Rgz / IR I -g 

Substituting sin x into Equation E.4 and simplifying gives 

a -

But from Equation E.l 

e' R gz 

R = R + D u gz sz z 

2 

d ( U )
T an u = u , u , 

- X y Z 

Substituting Equation E.7 into E.6 and simplifying gives 

- e 
, 
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(E .3) 

(E .4) 

(E. S) 

(E.6) 

(E. 7) 

(E. 8) 

Combining Equations E.8 and E.3 gives a quadratic equation in D. The roots 

to this equation are summarized in Equations 4.3 to 4.5. 

E.2 Scan Vector in Platform Coordinates 

The two instantaneous viewing angles of a detector are deployment 

angle a and scan angle a as illustrated in Figure E.2. 

coordinates, the scan vector Du 1s 

X 
p 

yp = D 1 = 

z 
p 

[ 
::: : sin a ] 
cos a cos a 

In platform 

(E. 9) 
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1P (TO EARTH CENTRE) 

Xp (SATELLITE DIRECTION) 

FIGURE E.2 SCAN VECTOR IN PLATFORM COORDINATES 

y z z 

Yaw 

X X y 

FIGURE E.3 SENSE OF ATTITUDE ROTATION 
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where l is the unit scan vector in platform coordinates. 

E.3 Scan Vector in Satellite Coordinates 

The platform has to be rotated through a yaw (K), pitch(~) and roll 

(w), not necessarily in this order, to align its axes with those of the 

satellite coordinate system. This serves to define the platform 

coordinates with respect to the satellite coordinate system. To conform 

with photogrammetric convention the order of rotation is taken to be K, 

~ and w, and the sense of rotation is shown in Figure E.3. 

vector D~ in terms of satellite coordinates is then 

XS xp 

Ys = Mps Yp = D Mps 1 
ZS zp 

1 0 0 CK ·SK 0 

where = 0 Cw -Sw 0 1 0 SK CK 0 

0 St.a.1 Cw 0 0 1 

and where ce • cos e and se •sine 

The scan 

(E.10) 

(E .11) 

Since the magnitude of K, ~ and w are small (less than 1° is 

sufficient for the following approximation), M can be expressed as: ps 



lll 

= K CwCK -w (E.12) 

w C♦Cw 

E.4 Scan Vector in ECR Coordinates 

Before the scan vector can be expressed in ECR coordinates the 

satellite coordinate system has to be defined with respect to the ECR 

coordinate system. The following assumptions are made: 

(1) The z-axis points towards the earth's centre. 

(ii) The x-axis points in the direction of the satellite velocity 

vector which is given by the satellite heading, including 

earth rotation effect, with respect to the geographic north. 

The transformation between EC.R (x , y , z) and satellite coordinates e e e 

+ B 

where M can be derived with the aid of Figure E.4 to giv,e se 

r 

, 



FIGURE E.4 
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Mse (1,1) = -SA Sy - Sx CA Cy 

Mse (1,2) = Mse (2,3) M5e (3,1) - Mse (3,3) M5e (2,1) 

M
5
e (1,3) = -ex CA 

Mse (2,1) = CA Sy - Sx SA Cy 

Mse (2,2) = M
5
e (3,3) M

5
e (1,1) • M

5
e (1,3) M

5
e (3,1) 

Mse (2,3) = -ex SA 

Mse (3,1) = ex Cy 

Mse (3,2) = Mse (1,3) M
5
e (2,1) - M

5
e (2,3) M

5
e (1,1) 

Mse (3,3) = -sx 
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(E .13) 

where r is the satellite heading angle, xis the geometric latitude and 

A is the longitude of the satellite as shown in Figure E.4. The vector 

! is the displacement vector between the satellite coo~dinate system and 

and the ECR coordinate system. 

• ·1 

I I 
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APPENDIX F TREORY OF SAR AND SAR DATA PROCESS ING 

This appendix summarizes principles of SAR and SAR data processing. 

F.l Format1on of SAR 

Figure F.l depicts a radar system carried by a spacecraft. The 

function of the radar is to obtain a high resolution map of the terrain as 

shown in the figure. High range resolution can be obtained by 

transmitting pulsed chirp radar signals and matched filtering the return 

signals. 

Resolution in azimuth is in principle limited by the half power 

beal!Midth (HPBW) of the antenna in the azimuth direction. The HPBW at 

range R is roughly '1.R/D where ;>.. is the wavelength of operation and D is 

the antenna aperture. Hence the resolution improves with increase in 

aperture. However the physical size of the antenna that can be carried on 

board the spacecraft is limited, and hence limiting 

resolution. 

the azimuth 

Azimuth resolution, higher than the conventional limit ~f ;>..R/D can be 

attained by the synthetic aperture technique. If radar pulses are 

transmitted from a sequence of positions along the flight path, the .return 

signal from a target will be a chirp waveform in the azimuth direction. 

If the chirp's frequency modulation (FM) rate is known, the signal can 

be matched filtered to achieve high azimuth resolution. The resolution is 

equivalent to synthesizing an aperture that can be thousands of metres 

long. 



rJight path, velocfty • v 

'l' /Azimuth 

/.x /1 

FIGURE F.l SAR GEOMETRY 
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F.2 Resolution in Range 

Consjder the case in which an unmodulated pulse of length t and fixed 

frequency is transnutted. The range resolution is given by 

q -= c t / 2 (F .1) r 

where c is the velocity of propagation. 

An improvement in range resolution can be obtained by transmitting 

a short pulse which requires more transmitter peak power. Equipment 

peak power linrltations therefore limit the obtainable range resolution. 

The resolution limit for an unmodulated pulse is lindted to the value 

given by Equation F.l because the beginning and the end of the pulse are 

indistinguishable. If the frequency across the pulse is made to vary, 

then the returned pulse at varjous positions can be distinguished by 

virtue of the frequency received. This provides the mtivation for 

studyi-ng frequency modulated pulses. For a chirp radar, the transmitted 

signal is a linear FM pulse: 

where t -= time 

f 0 -= carrier frequency 

K • FM rate 

rect (x) • { 
0 

1 , lxl < l 

elsewhere 

(F .2) 
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The instantaneous frequency of the pulse is f 0 + Kt. Ignoring a 

multiplicative constant and the rect function the return signal of a 

target with slant ranger 1s 

(F.3) 

The baseband signal, obtained by beating fr(t) with cos 27Tf
0

t and 

followed by low pass filtering is 

(F.4) 

The matched filter output, ignoring a m.iltiplicative factor, is a 

sampling function 

f -= sine [ ,r K T (t - 2r/c)] rm 
(F.5) 

where sine x"' sin x/x. The function f 1s plotted in Figure F~2. The rm 

effective pulse width is the -3db width of the main lobe and is given by 

Teff-= 0.886/(KT) (F.6) 

Range resolution·is therefore 

(F.7) 

For Seasat, K = 562 x 109 /sec2 and T., 33.9 lJSec, hence Teff ., 0.0465 lJsec 

and p -r 7 metres (compare to q • r 5085 metres). Therefore 

transmitting the linear FM pulse, the gain is 730 in range resolution. 

by 



\ 

Amplitude 

0 

·3db 

0.886 
1(,-

FIGURE F.2 MATCHED FILTER OUTPUT 
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F.3 Azimuth Resolution 

For simplicity, let the transmitted wave form be: 

then the return signal is 

and the baseband signal is 

Figure F .1 shows the SAR geometry in which 

r • /Rs 2+ x2 

For R 
s 

» x, R + x
2 / (2R) s s 
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(F.8) 

(F.9) 

(F.11) 

(F.12) 

Also x = vt (F.13) 

where vis the velocity of spacecraft. Hence 

f
8
B(t) ""cos 2'!1f 0 [2Rs + v

2
t

2
/(cRs)) -= cos [ e + 2irf 0v

2t 2/(cRs)) (F.14) 

where e is a constant phase angle which is irrelevant to the subsequent 

development. Hence the return is a linear FM signal by virtue of 

vehicle motion. Comparing this with Equation F .4, the azimuth FM rate is 

K 
a 

(F.15) 

For Seasat K · c 520/sec2 • The time duration in which the target stays 
a 

in the antenna beam (within the RPBW) is 

Ts • Rs 11 / (D v) 

The matched filter output is again a sampling function 

f = sine (~KT t) 
arn a s 

(F.16) 

{F .17) 
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The plot of this function is similar to that off in Figure F.2. The rn, 

function f then shows that a high resolution can be obtained if the rm 

target remains illuminated for a longer period of time. 

The azim.ith resolutjon, similiar in form to the range resolution 

given by Equation F.7 is 

0.8R6 v 
Pa .. K T 

a s 
(F.18) 

Substituting Equation F.15 and F.16 into F.17 and noting that c •Af0 , the 

azimuth resolution is 

P = 0.886 D I 2 
a 

(F.19) 

For the Seasat antenna, D • 10.7 metres. Renee p -= 
a 

4.74 met res. The 

conventional resolution ( q = A R / D ) is 18. 7 km. 
· a s 

The gain is 

therefore 3943 times in azimuth resolution. 

synthesized is 43.2 km. 

The length of the ·array 

Characteristics of SAR can be summarized by Equation F.19. They are: 

(a) Azimuth resolutjon is higher with a shorter antenna. This is 

due to the fact that the target stays illuminated for a longer 

period of time for a shorter antenna ( larger RPBW). 

(b). The azimuth resolution is range independent. Normally the 

farther the sensor is from the target, the lower the resolution. 

However, this is exactly counter balanced by the fact that 

the target stays illuminated for a longer period of time when 

the sensor is further away. 
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F.4 Two-Dimensional Signal 

If the transmitted pulse is f 0(t) as given by Equation F.2 and is 

repeated once every T seconds, then the return will be a two-dimensional 

(nT and r, where n is an integer) signal given by: 

(F.20) 

Again a Illlltiplicative constant has been ignored and in the equation 

assumes an integral value. The baseband signal is 

(F.21) 

where n has replaced nT which represents time in the azimuth direction. 

This is a linear FM signal in both directions, The matched filter output 

is the product off and f , i.e., a two-dimensional sampling function 
am rl!' 

(F.22) 

where K is again given by Equation F.15. In the derivation of Equation 
a 

F.2 it has been assumed that 

r(n) .. JR/+ x
2 

~Rs+ v
2

n
2 

/(2 Rs) (F.23) 

in which the closest approach of the target is ass·umed to be at Tl • O. 
I 

An equal phase plot of gB and gm is shown in Figure F.3. Therefore 

the fundamental operations to obtain SAR imagery from raw eata (or 



(a) Equa1 Phase 
Plot 

(b) Matched Filter 
Output 

Azimuth 

Slant 
Range 

_ ___._ Slant 
Range 

FIGURE F.3 TWO DIMENSIONAL SIGNAL AND MATCHED FILTER OUTPUT 
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baseband signal) is to match filter the data in range and azimuth. These 

operations are called range 

respectively. 

compression and azimuth compression 

F.5 The Principal Problem in Satellite SAR Processing [MDA77b] 1 

2 In Equation F.11, the Pythagorus theorem r - R 2 + 2 
X has been 

invoked, thus assuming that the ground has no curvature. Also, x has been 

expressed as v and this assumes that the ground is stationary. 

However, both of these assumptions are incorrect for any planet. 

the shape of the earth and its rotation into account 

r "II R + B n2 
/ (2 R ) - s s 

Taking 

(F.24) 

where Bis a function of trajectory data, earth curvature and rotation. 

The azimuth FM rate is then given by: 

K • 2 B /(AR) 
a s 

Therefore for a flat and non-rotating earth, B • 2 
V • 

The target trajectory, by Equation F.24, is a parabola and is 

plotted in Figure F.4. The equal phase plot of the baseband signal is 

also shown in Figure F.4. 

The range compression is performed along lines of constant n and 

produces an output on each n line, a sampling function given by Equation 

F.5. The sampling function for all n lines, as shown in the equation, is 

distributed along the locus t 2r(n)/c. As a result, the azimuth 

1 Sections F.5 and F.6 are abridged froni this reference. 
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compression IJllst be performed along Jines of constant t - 2r(n)/c as shown 

by the trajectory in Figure F.4. While this poses little problem 

mathematically, 

depending upon 

it 

the 

can j mpose 

desired 

considerable 

resolution and 

implementation difficulty 

the vehicle/ terrain 

geometry. In the case of airborne SAR, the maxinum duration of t 

2r(n)/c is normally less than 2 resolution cells and aziJ11Uth co~ression 

can, in practice, be performed along ljnes of constant range. However, in 

the satellite borne case, this deviation can be up to 100 resolution 

cells. The azjmuth compression 1111st then be performed along lines that 

"wander" through the two-dimensional data. This problem is referred to as 

the range cell migration (RCM) problem and is the principal problem in 

satellite borne SAR data processing. 

F.6 Matched Filtering 

The procedures to prosess SAR data are range compression, RCM 

correction and azimuth compression. 

The data is received a range line at a time anrl is immediately 

range compressed. This can readily be done since the FM rate of the 

transmitted pulse is a function of system design. Once range compressed, 

data is then corner turned so that it can be read an azimuth line .at a 

time. 

The RCM correction is then performed by an interpolation process as 

shown in Figure F.S. Azi1ruth matched filtering is performed on the 

interpolated data array which effectively represents a target point locus. 
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The azirruth FM rate is a function of target position, satellite posjtion 

and velocity. 

The antenna illumination pattern is not necessarily exactly 

broad-side (i.e., not exactly right angle to the satellite velocity 

vector) due to a combination of earth rotation velocity and satellite 

pitch, roll and yaw. The beam centre line lies alon~ then• 0 line (time 

closest approach to target) only in the fictional case of a stationary 

earth and zero pitch and yaw or in the rare case where the three effects 

cancel. A more typical case is depicted in Figure F.5. It is 

necessary to restrict the impulse response duration of the matched 

filter as rruch as possible, confining it to the illum:inated position only. 

As shown in Figure F.6, targets (a) and (b) are matched filtered at the 

illuminated portions of their trajectories and the outputs are placed at 

locations A and B respectively. This is frequently referred to as 

compression to zero Doppler since at n • 0 all targets exhibit zero 

Doppler velocity. Benson [BENS~O) at CCRS, Ottawa, has approximated the 

target trajectory by a straight line. This reduces the number of 

arithmetic operations in processing the SAR data, but at the expense of 

degrading the final resolution. 

The beam centre position can be obtained by Doppler centroid tracking 

[MDA79) which estimates the centroid of the antenna pat~ern from Doppler 

spectral analysis. It can he shown that the peak of the mean spectral 

distribution occurs at the Doppler frequency corresponding to the peak 

of the antenna azimuth pattern. The Doppler frequency is a linear 

function of azim.ith distance. 

h 
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F.7 Multi-Look Processing 

High 

problem. 

resolution SAR imagery suffers from 

A reduction of the scintillation can 

a 
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'scintillation' 

be achieved by 

superimposing images taken from different angles · to the reflecting surface 

(different "look" angles). In effect, a number of coherently generated 

subimages are incoherently summed to reduce the scintillation in the final 

image. A system of this nature is called a "Dlllti-look" system. The 

multiple looks can be achieved by separately azimuth compressing the 

returns from different portions of the antenna horizontal beamwidth and 

incoherently summing the results in a "post detection integrator". This 

reduces the Doppler bandwidth available · tor each look by a 

multiplicative factor equal to the inverse of the number of looks. This 

degrades the final resolution but reduces scintillation by a factor in the 

order of ./N where N is the number of looks. 

Figure F.7 shows the antenna beam is divided into subbeall)S in a 

4-look situation and the method can be generalized to any number of looks. 

Matched filtering is done for each subbeam. Let their outputs be 1
1

, 

12 , ••• , ~, where N is again the number of looks. 

summed incoherently to give an output: 

Then the looks are 

(F.26) 

If the absolute magnitude of each output is not taken, the effect is 

coherent summation corresponding to !-look processing. It can be shown 

that the incoherent summation gives 
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(F.27) 

Hence the resolution for N looks decreases to N times that for 1-look. 

For Seasat imagery, the resolution for 1-look is 4.74 metres. 

Bence for 4-looks it is 4.74 x 4 • 19 metres. Due to a sidelobe 

suppression technique which degrades the resolution 1 somewhat, the final 

aziuuth resolution is about 25 metres. 

1 Range resolution is 7 metres in slant range and this 
metres in ground range. Sidelobe suppression "in the 
degrades the range resolution to about 25 metres. 

corresponds to 19 
range direction 
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APPENDIX G CLOSED FORM RECTIFICATION TRANSFORMATION OF SAR IMAGERY 

This appendix summarizes the geo111etric rectification transforD1Stion 

of SAR imagery from line, pixel coordinates to map projection coordinates. 

G.l Slant Range/Azimuth to Map Projection Transformation 

The process of transforming from line/pixel coordinates to the output 

map projection coordinates 1s performed by a series of discrete 

transformations, beginning with the line/pixel coordinates in the input 

slant range image, as follows: 

u, V 

1 , t m r 

x, y 

Line/pixel in input imag~ coordinates 

Slant range, aziruth coordinates 

Satell1te coordinates 

Earth centred rotating (ECR) coordinates 

Map projection coordinates 

Note that Tm and tr are in units of time. 

The transforD1Stions are the same as those presented in Appendix E 

except for input image coordinates to satellite coordinates. 

discrete transformations are specified in order below. 

These 
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G.2 Input Image to Satellite Coordinate System 

Given a target's line and pixel coordinates in image memory, its 

slant range and azillllth coordinates can be CODJ>uted from sampling rates in 

both directions. If this target has a Doppler frequency t 0 , the 

target's coordinates (x , y , z) in the satellite coordinate system can s s s 

be solved from the intersection of three surfaces: 

Doppler surface 

m x + m y + m z • f(fD) 
X S y S Z S 

(G.1) 

Wave front surface (free space, c • constant) 

(G.2) 

Planet surf ace 

X 2 + 2 + ( Z _ 'R) 2 • r2 
S y S 6 

(G.3) 

where 

• a function of Doppler frequency, 

~ satellite distance from centre of earth, 

r • planet radius at target location, 

C • velocity of propagation in free space, and 

m , m , m 
X y Z 

• known functions of spacecraft velocity and position. 

It can be shown that 

m 
X 

m z 

- -
dR 
-s 

Mse dt 
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Here M is the rotation matrix from satellite coordinates to ECR se 

coordinates presented in Equation E.11 and R is the satellite position 
-s 

vector in ECR coordinates (see Section E.l). 

In the satellite coordinate system, the z axis points to the 
6 

centre of the earth and x axis lies along the satellite velocity 
s 

vector. By solving the equations representing the three surfaces, it 

can be shown that 

X [f(f0 ) - tr> X - m z ] / m 
s X S z s X 

± /<crm/2) 
2
-

2 2 (G.4) ys ys - z s 
2 + R2 - r2] I (2H) z [(CT /2) 

s m 

• 
The value of Y is positive for a radar clock angle of 270° and negative 

s 
0 

for a clock angle of 90. The value of r is target position dependent and 

requires the use of a planetary datum, plus the planetary coordinates of 

the target, and incorporates a DTM. 

G.3 Satellite Coordinates to Earth Centred Rotating Coordinate SysteID 

The coordinates of the target in the ECP coordinate systetl" are 

given by: 

X X e s 

ye - M Ys + . B (G.S) 
se 

z z 
e s 

where the rotation matrix M shown in Equation E .12 is a function of 
se 

satellite position. The vector B is the displacement vector between the 
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satellite coordinate system and the ECR coordinate system. 

G.4 ECR to Map Projection Transformation 

The map projection coordinates (x, y) are functions of (x y , z ): 
e, e e 

x = gl (xe, Ye, xe) 

y c g2 (xe, Ye, ze) 

The functions g
1 

and g
2 

depend on the map projection specified. 
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APPE?-."DIX H REFRACTIO~ OF ELECTROMAGNET!C WAV'E 

H.1 Introduction 

This appendix describes a method to trace an electromagnetic wave path 

when entering a planet's atmosphere, taking refraction into account 

Refraction is caused by the difference in speed of propagation at different 

altitudes due to change in atmospheric density. The velocity of propagation 

is modelled by 

(R.1) 

where c0 is the velocity of propagation at satellite altitude and 8 is the 

velocity attenuation coefficient due to the planet's atmosphere. 

Referring to Figure H.I, expressions are derived for z , x and R for a s s 

given e0 , and the relation between e0 and en is determined. The values of 

x and z are used in Section 6.4.3. 
S S 

B.2 Expression for z 
s 

If the atmosphere is divided into infinitesimally thin layers, the 

law of refraction states that (Figure R.2): 

- - . . . - -... (H.2) 

Therefore at any layer 1 

(R.3) 

and vertical displacement is given by: 
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FIGURE H.1 REFRACTION OF ELECTROMAGNETIC WAVE 

LAYER i-1 

LAYER i 

FIGURE H.2 

dz 
s 

VELOCITY OF PROPAGATION= c. 
1-1 

VELOCITY OF PROPAGATION= c. 
1 

dx ~ s 

REFRACTION IN A THIN LAYER 



But dr • c
1
dt, therefore 

dz
5

-= ci cose
1 

dt 

From Equatlons R.l and R.2, 

cosei -=J1 - [c1 / c0 ) sine 0 J2 

-J1 - exp(-2Sz
6

) sin2 e 0 

Therefore, 

dz
5 

• c0 exp(-szs) j 1 - exp(-2sz
6

) sin 
2e0 dt 

and 

dt = 
exp(Sz ) dz 

s s 

so that 

t .. ( Oz s ---=e=x=p=(=S=z=6=)=d=z=6=======s::1--­
J co Ji - exp(-2sz6) sin2 eo 

- i_ exp<ez
5

) Ji - exp c-2sz
6

) sin e0 - cos 80 co 

H.3 Expression for x 
s 

(H.5) 

(H.6) 

Referring to Figure H.2, the lateral displacement in layer i is 

dx
6 

• (dz
6

) tan 8
1 

From Equations R.l and R.2 and Figure R.2, it can be shown that 

• (dz ) 
-1 

[exp(-sz) sin 8
0

J} dx tan {sin 
s s s 

• (dz) 
exp(-Bz

6
) sin 8

0 
s -1 [exp(-Sz ) sin eo]} cos {sin 

s 
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Therefore, 

= (dz) 
s 

H.4 Expression for R 

Referring to Figure H.2, the path length is 

Therefore, 

z dz 

R= L" s 

/ 1 - exp(-2ez) :2 sin eo s 

1 + / 1 - exp(-2ez) 2 
1 sin 

ln s 
C: 

B /1 + 2 
1 - sin eo 

R.S Relation Between en and e 0 

Referring to Figure R.2, 

From Equation B.7, 
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(H.6) 

eo 
exp(e z ) 

6 
(R. 7) 

, 



2 2 
exp(szs) • (t co+ cos eo) + sin 60 

• 2 t 

Therefore, 

2 2 
Sc0 cos e0 + l + t S c0 
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